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Introduction to Comprehensive
Developmental Neuroscience

It is broadly accepted that understanding the genetic,
molecular, and cellular mechanisms of neural develop-
ment is essential for understanding evolution and disor-
ders of neural systems. Recent advances in genetic,
molecular, and cell biological methods have generated
amassive increase in new information. By contrast, there
is a paucity of comprehensive and up-to-date syntheses,
references, and historical perspectives on this important
subject. Therefore, we embarked on the formidable task
of assembling a novel resource entitled ‘Comprehensive
Developmental Neuroscience.’ We hope that the books
in this series will serve as valuable references for
basic and translational neuroscientists, clinicians, and
students.

To help with this enormous task, we invited leading
experts in various subfields to select the subjects and
invite appropriate authors. We were gratified by the
number of busy scientists who accepted the invitation
to write their articles. All the chapters have been peer
reviewed by the Section Editors to ensure accuracy,
thoroughness, and scholarship.

In the resulting three volumes, we cover a broad array
of subjects on neural development. We organized the
volumes chronologically according to the ordered steps
in neural development. In addition, each volume is sub-
divided into three to four sections, each edited by world
experts in these areas. The sections have 10–20 chapters
that are written and illustrated by leading scientists.

This Volume in the series has 40 chapters devoted to
the anatomical and functional development of neural cir-
cuits and neural systems, aswell as chapters that address
neurodevelopmental disorders in humans and experi-
mental organisms. This volume is subdivided into three
sections. The first is on the mechanisms that control the
assembly of neural circuits in specific regions of the ner-
vous system, and as a function of neural activity and crit-
ical periods. The second section concentrates onmultiple

aspects of cognitive development, particularly in
humans. The final section addresses disorders of the
nervous system that arise through defects in neural de-
velopment, building on the principles that are addressed
in earlier sections of the book.

Volume 1 has 48 chapters devoted mainly to pattern-
ing and cell type specification in the developing central
and peripheral nervous systems (CNS and PNS). This
volume is subdivided into three sections. The first is
on the mechanisms that control regional specification,
which generate subdivisions of the nervous system.
The second is on mechanisms that regulate the prolifer-
ation of neuronal progenitors and that control differen-
tiation and survival of specific neuronal subtypes. The
third section addresses the mechanisms controlling
development of non-neural cells: astrocytes, oligoden-
droyctes, Schwann cells, microglia, meninges, blood ves-
sels, ependyma, and choroid plexus.

Volume 2 in the series has 56 chapters devoted to mi-
gration (cell and axonal), the formation of neuronal con-
nections, and the maturation of neural functions. This
volume is subdivided into four sections. The first is on
mechanisms that control the formation of axons and den-
drites. The second is on the mechanisms that regulate
cell migration that disperses specific subtypes of cells
along highly defined pathways to specific destinations.
The third section is on the regulation of synapse forma-
tion and maintenance during development; in addition,
it has chapters on synaptogenesis in the mature nervous
system in response to neurogenesis, neural activity,
and neural trauma. The final section is on the develop-
mental sequences that regulate neural activity, from
cell-intrinsic maturation to early correlated patterns of
activity.

John L.R. Rubenstein
Pasko Rakic

xi



Intentionally left as blank



S E C T I O N I

CIRCUIT DEVELOPMENT

1 The Form and Functions of Neural Circuits in the Olfactory Bulb 3

2 Functional Circuit Development in the Auditory System 21

3 Development of the Superior Colliculus/Optic Tectum 41

4 Multisensory Circuits 61

5 Cerebellar Circuits 75

6 Dendritic Spines 95

7 Cortical Columns 109

8 Neonatal Cortical Rhythms 131

9 Spike Timing-Dependent Plasticity 155



Intentionally left as blank



C H A P T E R

1

The Form and Functions of Neural Circuits
in the Olfactory Bulb

G. Lepousez, P.-M. Lledo
Institut Pasteur, Paris, France; Centre National de la Recherche Scientifique, Paris, France

O U T L I N E

1.1 Introduction 3

1.2 Synaptic Organization of the Mammalian
Olfactory Bulb 4
1.2.1 Organization of Sensory Inputs 5
1.2.2 Synaptic Processing Within Olfactory Bulb

Microcircuits 6
1.2.2.1 Synaptic Transmission at the First

Synapses 6

1.2.2.2 The Dendrodendritic Synapse

Provides the Major Source of

Inhibitory Contact to Output

Neurons 8

1.2.3 Sensory Processing in the Output
Layer 9

1.2.4 Centrifugal Fibers from Higher Brain
Structures Profusely Innervate the Olfactory
Bulb 12

1.3 Circuit Development: A Lesson from Adult
Neurogenesis 13
1.3.1 Neurogenesis of Sensory Neurons in the Adult

Olfactory Epithelium 13
1.3.2 Adult-Born Interneurons in the Olfactory

Bulb 13

1.4 Structural and Experience-Induced Plasticity in
the Olfactory Bulb 14
1.4.1 Activity-Dependent Plasticity in the

Olfactory Bulb: Cell Properties and
Transmitters 14

1.4.2 Adult-Born Neurons Are Substrates for
Experience-Induced Plasticity 15

1.5 Concluding Remarks 16

Acknowledgments 16

References 16

1.1 INTRODUCTION

Sensory systems are specialized biological devices by
which organisms perceive the external sensory space. Sen-
sory perception allows the deconstruction of this external
world and the subsequent emergence of an internal per-
cept. Following thisAristotelianprinciple, animals candis-
criminate and recognize an enormous range of physical
and chemical signals in their environment, which may
profoundly influence their behavior and provide them
with vital information for reproduction and survival.

Several sophisticated sensory channels are available
for that purpose, but all of them rely on a specific set

of rules by which information is transposed from one
dimension to another. For the chemical senses, this
transposition concerns theways inwhich chemical infor-
mation gives rise to specific neuronal responses in a
dedicated sensory organ (Ache and Young, 2005). In
comparison to other sensory stimuli, odorant molecules,
that is, volatile molecules that are perceived as odors, are
infinite in terms of molecular formulae and cannot be
classified with only objective dimensions such as fre-
quency in the case of auditory stimuli (Laurent, 2002).
The task of perceiving an odorant is made even more
complex because a single odor usually is composed of
many types of molecules (e.g. chocolate contains more

3Neural Circuit Development and Function in the Brain: Comprehensive Developmental
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than 600 types) and is still perceived as one unique ob-
ject, distinct from its components (a process called pat-
tern completion). In addition, odor intensity (i.e.,
molecular concentration) can vary without changes in
the perceived quality (a process called perceptual stabil-
ity; Gottfried, 2010).

The origin of chemical detection (also called chemo-
sensation) certainly dates back to the beginning of pro-
karyotes. It has evolved into distinct modalities in
vertebrates to meet crucial needs such as locating poten-
tial food sources, detecting dangers such as predators,
and mediating social and sexual interactions. Despite
these functions, which are highly conserved throughout
the evolution of species, interest in audition and vision
has largely dominated the sensory research field in neu-
roscience, leaving behind the understanding of the more
primitive chemical sense. Nevertheless, during the last
two decades, neuroscience has made considerable pro-
gress in understanding how the brain perceives, discrim-
inates, and recognizes odorant molecules so precisely. In
1991, the description of a multigene family of olfactory
G-protein-coupled receptors provided a molecular basis
for odor recognition (Buck and Axel, 1991). This discov-
erywas of great significance to the neurobiology of olfac-
tion and later was recognized with the Nobel Prize in
2004 (Mombaerts, 2004a). Since then, olfaction has
attracted the attention of neuroscientists who started to
investigate the different stages of chemosensory sys-
tems. As a result, converging approaches including anat-
omy, neurogenetics, biochemistry, cellular biology,
neurophysiology, psychology, and computational neu-
roscience have contributed to provide a picture of how
chemical information is processed in the olfactory sys-
tem, starting from the periphery to higher brain regions.

Although still incomplete, todaywe have a fairly com-
prehensive picture about how chemicals interact with
their cognate receptors to initiate signal transduction
in the sensory receptor cells. We also know how the ol-
factory sensory information is first transduced in the
sensory neurons located in dedicated olfactory sensory
organs (Mombaerts, 2004b). Among the different ele-
ments along the olfactory pathway, local circuits in the
second- and third-order central areas are key elements
that process the simple monophasic sensory signal con-
veyed by the sensory neurons and convert it into a
multidimensional content (Figure 1.1) (Gottfried, 2010;
Wilson and Sullivan, 2011).

Below, we discuss how the chemical information is
encoded and processed at the first central relay of the ol-
factory system, the main olfactory bulb, as well as the
functions of the bulbar neural circuits that are relevant
for triggering specific behavioral responses. In addition
to the main olfactory bulb, which relays odorant infor-
mation detected by sensory neurons of the olfactory
epithelium, a similar structure called the accessory olfac-
tory bulb, located in the caudal part of the olfactory bulb,
relays pheromonal information detected in the vomero-
nasal organ. Because of space constraints, this chapter
focuses exclusively on the main olfactory bulb and odor
coding in rodents.

1.2 SYNAPTIC ORGANIZATION OF THE
MAMMALIAN OLFACTORY BULB

The olfactory system is responsible for correctly coding
sensory information from thousands of odorous stimuli.
To accomplish this complex task, odor information is

Olfactory
epithelium 

Olfactory
bulb 

Anterior
olfactory

Piriform
cortex 

Amygdala

Olfactory
tubercle 

 Entorhinal
cortex Hippocampus

Hypothalamus

Thalamus

Striatum

Orbitofrontal
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FIGURE 1.1 Schematic representation of the olfactory system. The olfactory system is composed of a sensory organ, the olfactory epithelium,
followed by the olfactory bulb, the first central relay of odor information. The olfactory bulb then projects to different olfactory cortical areas in-
volved in olfactory processing and behavior. Structures in blue that receive direct inputs from the output neurons of the olfactory bulb composed
together the so-called ‘olfactory cortex.’
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processed through distinct units. At each of these units, a
modified representation of the odor stimulus is generated.
Following a bottom–up approach, we will start our de-
scription from the olfactory sensory organ located in the
nasal cavity.

1.2.1 Organization of Sensory Inputs

The ability to process correctly the physical and statis-
tical properties of chemical information is constrained by
the functional architecture and the synaptic organization
of some dedicated neural circuits. As our knowledge
about the neurobiology of olfaction grows, it is becoming
evident that themain olfactory systems of animals in dis-
parate phyla share many striking features regarding the
functional architecture and the synaptic connectivity
(Bargmann, 2006; Hildebrand and Shepherd, 1997). For
instance, mammals and invertebrate olfactory systems
display common organizational features and functional
characteristics (Wilson and Mainen, 2006). In all cases,
the initial event shared by virtually all odorant detection
systems is the requirement of specific interaction of
odorant molecules with specific receptors expressed on
the cilia of sensory olfactory neurons before conveying
information to central structures (Ache and Young, 2005;
Bargmann, 2006; Mombaerts, 2004b). Essentially, there
are four different features that are common to all olfactory
systems: (1) The presence of soluble odorant binding pro-
teins in the mucus overlying the receptor cell dendrite, (2)
the existence of G-protein-coupled receptor acting as spe-
cific odorant receptors, (3) the use of a two-step signaling
cascade in odorant transduction, (4) the presence of
functional anatomical structures at the first central target
in the olfactory pathway called glomeruli (reviewed
by Bargmann, 2006; Firestein, 2001; Mombaerts, 2004b).
If these common features represent adaptive mechanisms
that have evolved independently, their study might bring
valuable knowledge about the way the nervous system
extracts information from olfactory space.

Inmammals, olfactory transduction starts with the ac-
tivation of some of the thousand different types of odor-
ant receptors located on the cilia of bipolar olfactory
sensory neurons that comprise the olfactory neuro-
epithelium (1000–1300 genes in the mouse; Buck and
Axel, 1991; Mombaerts, 2004b). It is believed that these
sensory neurons recognize more than a thousand air-
borne volatile molecules called odorants. A general prin-
ciple is that these receptors exist as separate information
channels, because most sensory neurons express only
one type of olfactory receptor. Because of the broad
chemical tuning of these receptors (Araneda et al.,
2000), the general coding principle is “one odor ¼ one
set of receptor activations” (Firestein, 2001; Mombaerts,
2004b). The olfactory epithelium then projects to the first
central relay of the olfactory system: the main olfactory
bulb (referred to below as the olfactory bulb). As advances
in understanding olfactory transduction progressed,
interest in deciphering some of the olfactory bulb func-
tions grew concomitantly. This heightened interest has
been spurred on, at least in part, by the discovery of the
way in which the sensory organ connects to the olfactory
bulb.We knownow that the sensory neurons that express
the same odorant receptor project their axons centrally to
one or two spherical modules in the olfactory bulb called
glomeruli (Zou et al., 2009). Here, sensory information is
transmitted to higher brain centers via output neurons
called mitral/tufted cells. The discrete and spherical glo-
meruli are morphological units made of distinctive bun-
dles of neuropil (Figure 1.2). This terminology reflects
both the homogeneity of the sensory inputs (they all ex-
press only one odorant receptor) and the degree to which
the olfactory bulb neurons connected to the same glomer-
ular unit display a similar receptive field (Dhawale et al.,
2010; Tan et al., 2010). Recently, dramatic progress has
been made in understanding of how olfactory sensory
neurons develop and how they express only one odorant
receptor. This discovery prompted the use of genetic
tools to probe andmanipulate specific populations of sen-
sory neurons, resulting in several major breakthroughs

OE

OB

(a) (b)

FIGURE 1.2 Convergence of the olfactory sensory neu-
ron axons into glomeruli. (a) Olfactory sensory neurons la-
beled in blue project their axons on the surface of the
olfactory bulb (note the single glomeruli). (b) Whole-mount
view of the olfactory epithelium (OE) and the olfactory bulb
(OB). Olfactory sensory neurons expressing the olfactory
receptor P2 in the olfactory epithelium (OE) project the
axons towards a single glomerulus (red dashed circle)
on the surface of the olfactory bulb (OB).Adapted fromMom-

baerts P, Wang F, Dulac C, et al. (1996) Visualizing an olfactory
sensory map. Cell 87: 675–686, with permission.
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regarding axon guidance, axon sorting and axon position-
ing (Sakano, 2010; Zou et al., 2009).

In different species, each glomerular structure results
from the convergence of 5 to 40 thousand axon terminals
of sensory neurons that express the same odorant recep-
tor (Figure 1.2). Therefore, the glomerular layer can
be considered as a two-dimensional anatomical repre-
sentation of the olfactory receptors’ repertoire (also
called ‘chemotopic map’; Johnson and Leon, 2007;
Wachowiak and Shipley, 2006). Because one odor can ac-
tivate several olfactory neurons, odor information is
first encoded by the combinatorial patterns of glomeru-
lar activation. Odorants activate a specific array of olfac-
tory sensory neurons that lead to a chemotopically
fragmented map of activated glomeruli on the surface
of the olfactory bulb (Meister and Bonhoeffer, 2001).
Remarkably, the precise projection pattern can be repro-
duced from one animal to another and even between
different rodent species (Soucy et al., 2009). Distinct
odorants activate different combinations of glomeruli
and two odors are more difficult to discriminate when
these show a greater overlap in this glomerular chemo-
topic map (Linster et al., 2001). Nevertheless, if such a
spatial pattern coding scheme were only applicable to
several odors, it would not be able to provide a suffi-
ciently large coding space to discern between the mil-
lions of potential odors or mixtures of odor present in
our environment (Laurent, 2002).

The sensory neurons project to paired olfactory glo-
meruli on both themedial and lateral aspects of the olfac-
tory bulb, thus creating two mirror-symmetric maps
(Mombaerts et al., 1996). As each group of glomerulus-
specific output neurons is odorant receptor-specific,
glomeruli form a morphological as well as functionally
defined network somewhat analogous to barrels in the
somatosensory cortex (Johnson and Leon, 2007). In
mammals, the convergence ratio of sensory neurons
to olfactory bulb output neuron is very large: about
1000:1 (Zou et al., 2009). A bulbar output neuron thus
forms its responses to odors from very large numbers
of converging inputs, ensuring detection of faint signals,
increase signal-to-noise ratios and temporal noise
average.

1.2.2 Synaptic Processing Within Olfactory Bulb
Microcircuits

Because of its relatively simple anatomical organiza-
tion and easy access, the olfactory bulb has been a privi-
leged model system for deciphering the principles
underlying network processing of sensory information.
There, odors elicit a well-organized pattern of glomeruli
activation across the surface of the olfactory bulb, but the
mechanisms by which this chemotopic map is processed

into an odor code by the bulbar circuitry has recently
attracted more attention. With the advance in recent
years of in vitro brain slice preparation, as well as in vivo
recording techniques that were applied on behaving an-
imals, the complex processing of the olfactory informa-
tion is starting to be revealed. Since Cajal’s pioneering
studies, it has been known that the main output neurons
of the bulb, the so-called mitral cells, are located in a sin-
gle lamina, the mitral cell layer (Figure 1.3). A second
population of output neurons, namely tufted cells, are
scattered in the external plexiform layer (EPL). The pri-
mary (or apical) dendrite of mitral and tufted cells,
extending vertically from its soma, contacts one glomer-
ulus, whereas their multiple long secondary dendrites
spread in the EPL.

About 50–100 output neurons (mitral/tufted cells)
emanate from each glomerulus and project to a number
of higher centers that compose the olfactory cortex (see
Figure 1.1). Output neurons are the backbone of two se-
rial intrabulbar microcircuits: one between primary api-
cal dendrites and juxtaglomerular cells and the other
between secondary dendrites and granule cells. The
main difference between juxtaglomerular and granule
cells is that the former mediate mostly interactions be-
tween cells affiliated with the same glomerulus, while
granule cells mostly mediate interactions between out-
put neurons projecting to many different glomeruli
(Figure 1.3). Therefore, two potential distinct sites of
odor processing can be distinguished according to the to-
pographical organization of the bulbar circuit. The first
one resides in the glomeruli where local interneurons
shape excitatory inputs coming from sensory neurons.
The second one lies in the EPL, where reciprocal dendro-
dendritic synapses are heavily distributed between den-
dritic spines of local interneurons and the dendrites of
output neurons. These two inhibitory microcircuits are
also under the control of centrifugal fibers coming from
cortical and neuromodulatory area.

1.2.2.1 Synaptic Transmission at the First Synapses

The glomerular layer constitutes a first site of integra-
tion for olfactory information. In this layer, axonal ter-
mini of olfactory sensory neurons synapse directly
onto output neurons (50–100 cells per glomerulus)
and also onto local neurons, namely juxtaglomerular
cells (1000–2000 cells per glomerulus). The olfactory
nerve-evoked excitatory responses of both neuron types
comprise fast amino-3-hydroxy-5-methyl-4-isoaxozole-
propionic acid (AMPA) and slow N-methyl-D-aspartate
(NMDA) components. The latter is particularly long-
lasting andmay play an important role in the bulbar out-
put by maintaining a pattern of sustained discharge of
output neurons (Carlson et al., 2000).
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Juxtaglomerular cells have dendrites restricted to one
glomerulus and impinge onto olfactory nerve terminals
or primary dendrites of mitral/tufted cells. Juxtaglomer-
ular cells can be subdivided into three categories
(Figure 1.3). The first category is comprised by periglo-
merular cells, small axonless interneurons that are the
main source of g-aminobutyric acid (GABA) in the glo-
merular layer and which provide feedback and feed-
forward inhibition to output neurons (Wachowiak and
Shipley, 2006). It is noteworthy that a subpopulation of
these GABAergic cells is also dopaminergic (Kosaka
and Kosaka, 2005). Their inhibitory action alters the
strength of sensory signals as they pass out of the bulb,
and it is thought to provide a mechanism of filtering of
weak sensory inputs (Gire and Schoppa, 2009). In addi-
tion, periglomerular cells also exert a presynaptic regu-
lation of sensory inputs thanks to the expression of
GABAB and D2 dopamine receptors on olfactory sensory
terminals (Aroniadou-Anderjaska et al., 2000; Hsia et al.,
1999). The second category concerns the superficial
short-axon cells. This heterogeneous cell population,

comprising GABAergic and glutamatergic neurons, dis-
plays dendritic and axonal branching in several glomer-
uli and is thought to mediate lateral inhibition between
glomeruli (Aungst et al., 2003; Kiyokage et al., 2010). The
third group is composed of external tufted cells. These
local glutamatergic cells, distinct from the output tufted
cells, innervate periglomerular cells, short-axon cells,
and mitral cells. Their spontaneous intrinsic rhythmic
activity, synchronized by gap junctions and with the
breathing rhythm, coordinates the activity of the cells lo-
cated within each glomerulus (De Saint Jan et al., 2009;
Hayar et al., 2004). In addition to direct fast excitation
from OSN, external tufted cells provide a significant
slow feed-forward excitation onto mitral cells (Najac
et al., 2011). Moreover, activation of external tufted cells
and glutamatergic superficial short-axon cells triggers
lateral excitation of distant periglomerular cells, thus
providing feedforward inhibition ontomitral/tufted cells
of remote glomeruli (Aungst et al., 2003; Wachowiak and
Shipley, 2006). This distributed inhibition mediates a
globally averaged level of feedforward inhibition onto
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FIGURE 1.3 Anatomical organization of the main olfactory bulb. (a) Nissl-stained coronal section of the mouse olfactory bulb showing the
different concentric layers. Inset, a sagittal section showing the rostrocaudal level of the coronal section. (b) Higher magnification view. ONL,
olfactory nerve layer; GL, glomerular layer; EPL, external plexiform layer; MCL, mitral cell layer; IPL, internal plexiform layer; GCL, granule cell
layer; RMS OB, rostral migratory stream of the olfactory bulb. (a) Olfactory sensory neurons (OSNs) in the olfactory epithelium (OE) that express
the same odorant receptors project their axons to the main olfactory bulb into one of the glomeruli that form the glomerular layer (GL). In the GL,
sensory neuron terminals synapse onto the apical dendrites of output neurons, namely the mitral cell (MC) and the tufted cells (TC). In addition,
periglomerular cells (PGC), superficial short-axon cells (sSAC) and external tufted cells (eTC) act on glomerular synaptic transmission exerting
diverse functional effects. In the external plexiform layer (EPL), the lateral dendrites of mitral and tufted cells interact with the dendrites of granule
cells (GC). Granule cells can also be subdivided into distinct subpopulations: superficial granule cells (GCS), which target the superficial lamina of
the external plexiform layer and synapse with tufted cells, and deep granule cells (GCD), which target the deep lamina of the external plexiform
layer are connected to mitral cells. The somas of mitral cells are aligned and delineate the mitral cell layer (MCL), and the somas of tufted cells are
scattered in the EPL. Granule cell somas and also some deep short-axon cells (dSAC) compose the granule cell layer (GCL). Centrifugal fibers from
other brains regions innervate specific layers of the olfactory bulb depending on their brain origin. Lastly, output neuron axons fasciculate to form
the lateral olfactory tract (LOT). All of the cell types colored in orange are glutamatergic; GABAergic cells are in blue. ONL, olfactory nerve layer.
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distant mitral/tufted cells and contributes to normaliza-
tion of the intensity of sensory input, a key function for
constructing intensity-independent representations of
stimulus quality (Linster and Cleland, 2009). It is also
known that several major classes of periglomerular cells
are generated in the adult through the subventricular
zone (SVZ) and the rostral migratory stream (RMS) and
that their respective proportions remain constant through-
out life (Lledo et al., 2008).

Since extremely faint signals can be detected by the ol-
factory system, there may be somemechanisms that pro-
mote reliable information transmission from olfactory
sensory neurons to the brain. In the absence of any pre-
synaptic specialization such as the synaptic ribbons in
the retina or the cochlea, the sustained and reliable syn-
aptic transmission of odor information benefits from the
high convergence of sensory neurons and also from a
very high probability of glutamate release, reflected
by a marked paired-pulse depression (Hsia et al., 1999;

Murphy et al., 2004). In addition to the synaptic
mechanismsdescribed above, glutamate spilloverwithin
glomeruli and the presence of gap junctions between
output neurons connected to the same glomerulus
would help in increasing the signal-to-noise ratio and
normalizing the activity of output neurons (Christie
et al., 2005; Linster and Cleland, 2009).

1.2.2.2 The Dendrodendritic Synapse Provides the
Major Source of Inhibitory Contact to Output
Neurons

In contrast to the primary dendrite, mitral/tufted cell
secondary (or basal) dendrites radiate up to 1000 mm
horizontally, spanning almost the entire olfactory bulb.
In the EPL, mitral/tufted cell dendrites interact with
the dendrites of granule cells and both contain synaptic
vesicles (Figure 1.4; Price and Powell, 1970). As granule
cells are the largest group of bulbar interneurons (there
are about 100 granule cells for one output neuron), and
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FIGURE 1.4 The dendrodendritic reciprocal synapse in the main olfactory bulb. (a) Two electron micrographs of a mitral cell dendrite (m)
making a mitral-to-granule asymmetric synapse (arrow) onto a granule cell spine (g), which in turn makes a granule-to-mitral symmetric synapse
(arrowhead) back onto the same mitral cell dendrite (adapted from Price JL and Powell TP (1970). The synaptology of the granule cells of the
olfactory bulb. Journal of Cell Science 7: 125–155, with permission). (b) Serial section reconstitution of a reciprocal synapse between a lateral dendrite
ofmitral cell (m) and a granule cell spine (g). Green arrow, glutamatergic synapse; red arrow, GABAergic synapse (adapted fromRallW, Shepherd
GM, Reese TS, and BrightmanMW (1966) Dendrodendritic synaptic pathway for inhibition in the olfactory bulb. Experimental Neurology 14: 44–56,
with permission). (c) Schematic representation of the dendrodendritic synapse. Action potentials (AP) propagating in mitral cell secondary den-
drites (m, represented in orange) activate voltage-gated calcium channels (VGCC), which trigger the release of glutamate at reciprocal synapses.
This glutamate locally depolarizes granule cell spines (g, represented in blue) via AMPA receptors (AMPAR) and NMDA receptors (NMDAR),
which triggers calcium entry from NMDA receptors and also from voltage-gated calcium channels and calcium-induced calcium release from
internal stores (CICR). This in turn causes GABA release back onto the mitral cell dendrite that activates GABAA receptors (GABAA). In addition,
action potentials generated in the soma of the granule cell can propagate in the dendritic tree and trigger a global release of GABA.
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as they are axonless neurons, synaptic transmission be-
tween dendrites remains the dominant mode of neuro-
nal interaction in the olfactory bulb (Schoppa and
Urban, 2003; Shepherd et al., 2007).

Granule cells can also be subdivided into distinct sub-
populations: superficial granule cells that target the
superficial lamina of the EPL and are believed to estab-
lish synapses mostly with tufted cells and deep granule
cells targeting the deep lamina of the EPLwhich are con-
nected to the mitral cells (Figure 1.3; Mori et al., 1983;
Shepherd et al., 2007). These two microcircuits (tufted/
superficial granule cells versus mitral/deep granule
cells) are thought to maintain different functions in odor
processing. Because of their short lateral dendrites and
the intrabulbar connections between mirror-symmetric
glomeruli they support, tufted cells may be important
for intensity perception of odorants (Lodovichi et al.,
2003; Nagayama et al., 2004). By contrast, the mitral-
granule cell circuit is thought to mediate complex
inhibitory functions that are important for odor discrim-
ination (Lledo and Lagier, 2006).

The synaptic interactions that play a key role in the
mitral/tufted-granule cell circuits have some simple
yet unusual features. Output cells and granule cells
communicate via reciprocal dendrodendritic synapses
(Figure 1.4; Jahr and Nicoll, 1980; Price and Powell,
1970; Rall et al., 1966; review in Schoppa and Urban,
2003). This feature also extends to periglomerular cells
that synapse with mitral/tufted apical dendrites in the
glomerulus. The reciprocal circuit provides inhibition
that forms the basis for a reliable, spatially localized,
and recurrent inhibition. Synaptic depolarization in
mitral/tufted cells driven by the long-lasting excitatory
inputs from sensory neurons triggers the generation of
an action potential. This action potential invades the lat-
eral dendrites (Xiong and Chen, 2002) and triggers
glutamate release from output neuron dendrites onto
granule cell spines. The activation of AMPA and NMDA
receptors present in the spines of granule cells leads to a
depolarization and a local calcium entry in interneuron
dendrites and spines. This, in turn, elicits the synchro-
nous and asynchronous release of GABA directly back
onto output neurons. The release of GABA from granule
cell spines is driven by calcium entry, mainly from
NMDA receptors, but also from voltage-gated calcium
channels and internal stores (Figure 1.4; Egger et al.,
2005; Isaacson and Strowbridge, 1998; Schoppa et al.,
1998). Thus, dendritic GABA release from granule cell
spines might occur (1) through an action potential-
independent manner, providing a local and graded form
of inhibition, or (2) through an action potential-
dependent manner, triggered by somatic excitatory in-
puts and supporting a global form of inhibition (Lledo
and Lagier, 2006). Additionally, interneurons of the
olfactory bulb also receive GABAergic inputs, as

classically reported in several other brain areas. Recent
studies have revealed that this inhibition is mediated
by inframitral interneurons called ‘deep short-axon cells’
(Figure 1.3), which represent an unexpectedly large and
diversified population of interneurons in the olfactory
bulb (Eyre et al., 2008; Pressler and Strowbridge, 2006).
These deep short-axon cells receive inputs from output
neurons and possibly from centrifugal fibers and pro-
vide a feedback inhibition onto granule cells (and to a
lesser extent periglomerular cells) thanks to a large axo-
nal arbor.

Since secondary dendrites have large projection fields
and extensive reciprocal connections with interneurons,
each local bulbar interneuron may contact the dendrites
of numerous output neurons. This suggests not only that
dendrodendritic interactions provide a fast and graded
feedback inhibition, but that they also underlie lateral in-
hibition between output neurons that innervate different
glomeruli. In this sense, granule cells would provide
both local (recurrent) and integrated (lateral and global)
inhibition to output neurons (Lledo and Lagier, 2006).
How do inhibition and local microcircuits shape and en-
code the spatial representation of sensory inputs?

1.2.3 Sensory Processing in the Output Layer

Themitral/tufted-granule cell circuit is thought to per-
form three main functions: sharpening the tuning of
output neurons, decorrelating sensory inputs into time-
varying temporal patterns, and synchronizing activated
output neuron activity. These computations are crucial
for odor coding and especially for odor discrimination: re-
ducing or facilitating inhibition between granule cells and
output neurons impairs or improves odor-discrimination
performance, respectively (Abraham et al., 2010).

First, olfactory information is transmitted not only
vertically across the glomerular relay, between sensory
neurons and output neurons, but also horizontally,
through local interneuron connections that are activated
in odor-specific patterns. Such a model based on lateral
inhibition, originally introduced in the 1950s to explain
visual contrast enhancement in the retina (see
Shepherd, 2010) has been extensively characterized
mathematically. Anatomical and functional character-
izations of the olfactory bulb circuit have revealed the
importance of lateral inhibition. Thanks to this inhibitory
mechanism, activity in few stimulated output neurons
may lead to the inhibition of other neighboring neurons
innervating distinct glomeruli (Egger and Urban, 2006;
Yokoi et al., 1995). This inhibition, which critically relies
on dendrodendritic synapses, was proposed as a mech-
anism for sharpening the tuning of output cells com-
pared to their inputs (e.g., Koulakov and Rinberg,
2011). For instance, examination of the responses of indi-
vidual mitral cells to inhalation of aliphatic aldehydes
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reveals thatmany individual cells are excited by one sub-
set of these odorants, unaffected by a second subset, and
inhibited by a third subset (Figure 1.5; Tan et al., 2010;
Yokoi et al., 1995). Interestingly, the magnitude of lateral
inhibition received by neighboring output neurons
through the granule cell circuit is dynamically regulated,
since it depends on the activity level of the postsynaptic
output neuron (Arevian et al., 2008). Such interactions
may underlie the limited mitral cell activation observed
in animals that are awake (Koulakov and Rinberg, 2011).
Because odor maps generated by different odors are ex-
tensive all over the surface of the olfactory bulb and often
overlap, the propagation of action potentials into the lat-
eral dendrites, and the possible spread of excitation
through granule cell dendrites, contributes to a contrast
enhancement mechanism that sharpens the tuning of
widely dispersed output neuron odorant-receptive
fields. Rather than a center-surround receptive field like
that in the retina, mitral cells have a more distributed
and sparse receptive field (Fantana et al., 2008). Lastly,
the interglomerular lateral inhibition provided by super-
ficial short-axon cells in the glomerular layer described
above could, to a lesser extent, provide an additional
form of lateral inhibition (Aungst et al., 2003; Linster
and Cleland, 2009).

Second, the long-range projections of secondary den-
drites underlie fundamental computations characteristic
of the nonlinear dynamical system (Laurent, 2002). In-
deed, output cells respond to a constant odor exposure
with odor-specific temporal spike patterns that may
constitute a “temporal code” of odor identity for down-
stream regions (Figure 1.6(a)). The spatially distributed
pattern of activated output neurons – sometimes ambig-
uous for similar odorants – evolves progressively
over time and diverges from the initial pattern, following
a trajectory in the coding space that is characteristic
of a given odorant and a given intensity (Figure 1.6(b);
Bathellier et al., 2008; Laurent, 2002; Mazor and
Laurent, 2005; Stopfer et al., 2003). Within this

framework, the main function of bulbar microcircuits
would be to decorrelate similar input patterns into diver-
gent odor-specific temporal dynamics of output cell ac-
tivity. This computation, called decorrelation, would
reformat combinatorial representations by reducing
the overlap between clustered input activity patterns,
thus making odor representation more distinct and facil-
itating their discrimination by downstream olfactory
centers (Friedrich and Laurent, 2001). This temporal cod-
ing scheme may also be generalized in the case of terres-
trial mammals, in which active breathing introduces an
additional temporal dynamic to the stimulus
(Wachowiak, 2011; see respiratory traces in Figure 1.5).
Odor inhalation triggers precise and reliable cell- and
odor-specific temporal spike patterns, which are tightly
time-locked to the sniff phase and carry sufficient infor-
mation for the discrimination of odors (Cury and
Uchida, 2010; Dhawale et al., 2010; Shusterman et al.,
2011). The timing of mitral cell activation relative to
the sniff phase has been recently highlighted as another
possible mechanism for the rapid encoding of odor
(Smear et al., 2011). This additional extrinsic rhythmicity
imposed by the breathing cycle provides an external
“clock” for the entire olfactory system that may promote
spike-timing dependent coding relative to the phase of
the underlying respiratory cycle (Wachowiak, 2011).

Third, the long-range projection of secondary den-
drites and recurrent inhibition provided by granule cells
shape the temporal patterns of output neuron activity
and lead to the synchronization of the network. This
synchronization gives rise to oscillations of the local
field potentials (LFP) in the gamma frequency band
(30–100 Hz; see LFP traces in Figure 1.6(a)), a phenome-
non already described by Sir Adrian in 1942 (Adrian,
1942; see also Shepherd, 2010). Since the pioneering the-
oretical work of Rall and Shepherd (Rall and Shepherd,
1968; Rall et al., 1966), experimental and computational
studies have confirmed that recurrent inhibition pro-
vided by the dendrodendritic reciprocal synapse is
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Yoshihara Y, et al. (2004) Mitral and tufted cells differ with respect to the manner in which odor maps are decoded in the rat olfactory bulb. Journal of Neu-
rophysiology 91: 2532–2540, with permission.

10 1. THE FORM AND FUNCTIONS OF NEURAL CIRCUITS IN THE OLFACTORY BULB

I. CIRCUIT DEVELOPMENT



crucial for establishing this network synchrony (Kay
et al., 2009; Laurent, 2002; Lledo and Lagier, 2006). For
example, specific modification of GABAA receptors
expressed in the lateral dendrites of mitral cells disrupts
the properties of gamma oscillations (Lagier et al., 2007).
Such synchrony may play an important role in odor pro-
cessing, especially for odor discrimination (Stopfer et al.,
1997). As proposed in other brain regions, synchroniza-
tion to a specific frequency would help in “binding to-
gether” remotely distributed mitral/tufted cells that
participate in the encoding for the same odor, creating
synchronized cell assemblies (Laurent, 2002). This syn-
chronization also promotes temporal coincidence of
spatially segregated inputs. Interestingly, downstream
regions in the olfactory cortex can act as coincidence de-
tectors (Franks and Isaacson, 2006; Franks et al., 2011).

Taking these data into account, it is clear that the in-
terplay between local interneurons and output neurons
provides a multidimensional device for the representa-
tion of olfactory information. Sparse and distributed
connectivity between local interneurons and mitral out-
put neurons may contribute to a global reformatting of
odor representations in the form of an odor-specific spa-
tiotemporal redistribution of activity across the olfactory
bulb. Within this framework, two high-dimensional en-
coders involved in information coding within the bulbar
network should be distinguished. The first is composed
of the olfactory receptor repertoire expressed by the

olfactory sensory neurons, which transduces receptor
activation patterns into glomerular odor maps through-
out a highly reliable synaptic transmission. The second-
ary encoder lies in the mitral-granule cell network that
extracts higher-order features from the odor maps in or-
der to process them into temporal spiking patterns
across sparse ensembles of activated output neurons.
Thus, spatiotemporal pattern coding of odors provides
a large coding space that scales to themillions of discern-
ible odors of our environment.

An important issue concerning odor coding theories
relates to how downstream regions can read odor repre-
sentations built in the olfactory bulb neuronal circuit.
One important particularity of the olfactory system is
that it is the only sensory pathway through which pe-
ripheral olfactory information can propagate towards
cortical regions without any relay via the thalamus
(Figure 1.1). The axons of bulbar output neurons project
directly to different cerebral cortical structures that com-
pose the so-called olfactory cortex (Wilson et al., 2006).
The olfactory cortex includes the anterior olfactory cor-
tex (also called the anterior olfactory nucleus), which
connects the two olfactory bulbs through a portion of
the anterior commissure (Kikuta et al., 2010), the piri-
form cortex (this region receives the major part of olfac-
tory bulb projection and is considered to be the primary
olfactory cortex), the olfactory tubercle, the cortical nu-
cleus of the amygdala, and the entorhinal cortex, which
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110 PNs in the corresponding time bin. Each odor representation is thus represented by a multidimensional vector of output neuron states that
evolves with time in a stimulus-specific manner and represents odor-evoked trajectories. Then the 110-dimensional data were analyzed with a
dimensionality reductionmethod (namely principal component analysis) andprojected in the space of the first three principal components to allow
visualization. From an initial resting state (origin of the coordinate system, b), the population vector evolves through an extended trajectory to an
odor-specific fixed point (F). When the pulse terminates, the population vector returns from the fixed point back to baseline via a different tra-
jectory. Different odors evoke different trajectories for the population vector. These trajectories are highly reproducible and specific of the
odor and of the odor concentration. Adapted from Friedrich RW and Stopfer M (2001) Recent dynamics in olfactory population coding. Current Opinion
in Neurobiology 11: 468–474; Stopfer M, Jayaraman V, and Laurent G (2003) Intensity versus identity coding in an olfactory system.Neuron 39: 991–1004;

Mazor O and Laurent G (2005) Transient dynamics versus fixed points in odor representations by locust antennal lobe projection neurons.Neuron 48: 661–673,

with permission.
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in turn projects to the hippocampus (Figure 1.1). From
the olfactory cortex, olfactory information is ultimately
relayed to the thalamus and to the neocortex, notably
to the orbitofrontal cortex, the region of cortex thought
to be involved in the conscious perception of smell
(Gottfried, 2010). The general topographic organization
of the olfactory bulb is not conserved in the downstream
structures. Mitral cells from the same glomerulus project
broadly in the entire piriform cortex without any appar-
ent spatial correlation (Ghosh et al., 2011; Sosulski et al.,
2011). Pyramidal cells of the piriform cortex receive
convergent inputs from distinct glomeruli (Apicella
et al., 2010; Davison and Ehlers, 2011; Miyamichi et al.,
2011) and respond to multiple odorants (Poo and
Isaacson, 2009; Stettler and Axel, 2009). This high degree
of overlap between distributed bulbar projections to
higher olfactory centers may constitute the anatomical
basis for a combinatorial coding and a crosstalk between
information strands emanating from different odorant
receptors. This characteristic probably helps to inte-
grate multiple modules of olfactory information into a
synthetic representation of a particular scent made of
numerous chemical compounds. Alternatively, the syn-
aptic organization of olfactory bulb inputs to the olfac-
tory cortex and the local inhibition within the olfactory
cortex that enforces coincidence detection in pyramidal
cells suggest that spike-timing-dependent coding of
odor representation is an important element of the pro-
cessing carried out by the olfactory cortex (Poo and
Isaacson, 2009; Stokes and Isaacson, 2010).

1.2.4 Centrifugal Fibers from Higher Brain
Structures Profusely Innervate the Olfactory
Bulb

In addition to sensory inputs from the olfactory epi-
thelium, the olfactory bulb receives a large number of
centrifugal inputs from a variety of cortical and noncor-
tical structures (Figure 1.3). Thus, rather than a simple
bottom–up odor coding of olfactory signals, the olfactory
bulb also deeply integrates top–down information,
which modulates the odor representation depending
on the internal state or experience of the animal. These
direct centrifugal inputs include (1) glutamatergic fibers
from olfactory cortex, mainly from the piriform cortex
and the anterior olfactory cortex, and (2) modulatory pro-
jections from the locus coeruleus (noradrenaline), the hor-
izontal limb of the diagonal band of Broca (acetylcholine
and GABA), and the dorsal raphe nucleus (serotonin).

Most of the glutamatergic centrifugal fibers synapse
onto granule cell somas, creating a trisynaptic loop be-
tween the olfactory cortex and the olfactory bulb. These
excitatory inputs tune the excitability of granule cells,
modulating the mitral cell–granule cell microcircuit

and the associated processes mentioned above, such as
synchronization (Mouret et al., 2009; Strowbridge,
2009). For instance, repetitive excitatory inputs can pro-
duce a large depolarization in the granule cell soma suf-
ficient to relieve the Mg2þ blockade of NMDA receptors
at distal dendrodendritic synapses, thereby promoting
recurrent and lateral dendrodendritic inhibition in the
olfactory bulb (Balu et al., 2007). The presence of these
dense centrifugal inputs clearly suggests that olfaction
processing does not involve simple feed-forward path-
ways. Rather, feedback loops involving long-range axo-
nal projections from downstream regions of the olfactory
cortex to the olfactory bulb continually reset the network
and provide a dynamic processing of odor.

In addition to the massive glutamatergic innerva-
tion from the olfactory cortex, the bulb receives diffuse
inputs from neuromodulatory regions. It has been diffi-
cult to correlate cellular results and behavioral experi-
ments, especially because these neuromodulators exert
multiple and sometimes opposite effects on olfactory
bulb neurons depending on the receptor and ligand
concentration.

Acetylcholine is released in all the layers of the olfac-
tory bulb by cholinergic fibers originating from the hor-
izontal limb of the diagonal band of Broca and exerts
multiple effects on the activity of both output neurons
and local interneurons via the expression of different nic-
otinic and muscarinic receptors (Castillo et al., 1999). At
the functional level, changes of behavioral state are
partly mediated by changes in the level of acetylcholine
tone (Tsuno et al., 2008). Disruption of this cholinergic
tone affects output cell receptive fields, gamma oscilla-
tions, and olfactory discrimination (Chaudhury et al.,
2009; Tsuno et al., 2008).

Serotoninergic fibers extend from the dorsal raphe
nuclei and densely innervate the glomerular layer. Re-
cently, serotonin has been shown to regulate sensory in-
puts to the olfactory bulb indirectly by promoting GABA
release from periglomerular cells (Petzold et al., 2009).
Noradrenergic fibers from the locus coeruleus are pre-
sent in the deeper layers, in the granule cell layer, and
also in the EPL. Noradrenaline exerts multiple effects
on both partners of the dendrodendritic synapse, which
may result in the modulation of output cell activity (Jahr
and Nicoll, 1982; Nai et al., 2009). Both serotonin and
noradrenaline levels increase after odor presentation,
and both have been involved in odor preference in
young animals and odor discrimination in adults (re-
view in Mandairon and Linster, 2009).

Thus, neuromodulatory innervation is thought to pro-
mote flexible and context-dependent changes in the
information-processing mode of local neuronal circuits.
As will be discussed at greater length later in this chap-
ter, neuromodulators play amajor role in the plasticity of
the olfactory bulb cells and circuits.
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1.3 CIRCUIT DEVELOPMENT: A LESSON
FROM ADULT NEUROGENESIS

In contrast to other sensory modalities, the olfactory
system exhibits lifelong turnover of both peripheral sen-
sory neurons and central interneurons of the olfactory
bulb. In these two places, the addition of new neurons
represents another means, in addition to molecular, syn-
aptic or morphological alterations within individual
cells, by which circuits can change their own functional
organization. This cell-level renovation is neither static
nor merely restorative. The process of neuron produc-
tion during adulthood (called hereafter adult neurogen-
esis) constitutes an adaptive response to challenges
imposed by an animal’s environment and/or by its inter-
nal state (hormones, stress). Adult neurogenesis in the
sensory organ and in the olfactory bulb also raises a
number of important questions concerning the role of
neurogenesis in olfaction.

1.3.1 Neurogenesis of Sensory Neurons in the
Adult Olfactory Epithelium

Facing continuous environmental assaults due to
their relatively unprotected position in the nasal cavity,
olfactory sensory neurons of the olfactory epithelium are
continuously renewed throughout adult life. This site
of neurogenesis is made possible by the presence of
multipotent progenitors found deep in the olfactory
epithelium, near the basal lamina that separates the
epithelium from the underlying lamina propria. This
progenitor population is mainly composed of globose
basal cells and, to a lesser extent, horizontal basal cells.
Globose basal cells include transient amplifying precur-
sors and immediate neuronal precursors that express
specific markers such as Mash1 and neurogenin-1 and
give rise to all the different cell types of the epithelium,
including sensory neurons (Cau et al., 1997). During
their journey towards the bulb, sensory neuron axons
are enveloped by a class of glial cells called ensheathing
glial cells, which may act as an extrinsic orientation cue
(Sakano, 2010). The progressive generation of mature
neurons is relatively rapid and takes only 8–10 days
after lesion or toxin exposure. The turnover of sensory
neurons, and by extension, the rate of neurogenesis in
the olfactory epithelium, is normally regulated by envi-
ronmental factors. Indeed, the mitotic rates of sensory
neurons can be bidirectionally regulated: Naris occlu-
sion reduces sensory neuron turnover and progenitor
division, whereas naris reopening, chemical lesions of
the epithelium, or olfactory bulb ablation stimulates pro-
genitor activity, restoring the sensory neuron population
(review in Schwob, 2002). It is noteworthy that differen-
tiated neurons send back regulatory signals to inform

progenitor cells about the number of new neurons that
need to be produced to maintain cell population homeo-
stasis. Thus, neurogenesis of sensory neurons depends
on a proper balance of positive regulatory factors that
stimulate proliferation and differentiation and negative
regulatory molecules produced by mature sensory neu-
rons to inhibit additional neuron production. There has
been considerable interest in growth factors that control
neurogenesis, differentiation, and apoptosis, such as
transforming growth factor, fibroblast growth factor,
and bone morphogenetic protein (Schwob, 2002). This
adult neurogenesis in a peripheral organ, coupled with
the fact that there are a limited number of cell classes
in the olfactory epithelium, makes this area attractive
for studying mechanisms that control the rate of forma-
tion of neurons and their death throughout adulthood.

What could be the functional meaning of this never-
ending rejuvenation of the sensory organ? Mature sen-
sory neurons that have been damaged by exposure or
by pathogens and immature sensory neurons that cannot
find adequate synaptic targets in the olfactory bulb are
two obvious candidates to support the existence of this
peripheral neurogenesis. Once mature, sensory neurons
must extend along a long route to the correct glomerulus.
As odor quality remains constant throughout life, the
glomerular array must remain constant to a certain de-
gree. Axon guiding through preexisting axons and guid-
ance cues present in the olfactory bulb allow for correct
targeting to the olfactory bulb (Sakano, 2010; Zou et al.,
2009). Moreover, apoptotic cell death has been observed
in cells throughout all stages of regeneration, implying
apoptotic regulation of neuron numbers and targeting
at all levels of the neuronal lineage. It remains to be de-
termined whether the newly generated sensory neurons
indeed bring unique features (such as high probability of
glutamate release, lack of adaptation, etc.) to the targeted
olfactory bulb circuits.

1.3.2 Adult-Born Interneurons in the Olfactory
Bulb

The second adult region where ongoing neuronal ad-
dition/replacement takes place is the olfactory bulb
(Figure 1.7). In this case, the ongoing neuronal produc-
tion of olfactory bulb neurons occurs mainly in the
SVZ under normal conditions. There, astrocytes in the
adult SVZ, which line the border between the striatum
and the lateral ventricle, act as slow-dividing adult pri-
mary neural stem cells, capable of generating a progeny
of neuroblast precursors. Stem cell astrocytes (also called
type-B cells) divide and generate rapidly dividing type-
C transit-amplifying cells that in turn give rise to type-A
migrating neuroblasts (reviewed in Doetsch, 2003;
Figure 1.7). Once generated, these neuroblasts proceed
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towards the olfactory bulb along an intricate path of mi-
gration, up to 5 mm long in rodents, called the RMS (Lois
and Alvarez-Buylla, 1994). Along the RMS, another pop-
ulation of astrocytes forms a glial tunnel that guides the
chain migration of neuroblasts from the SVZ to the olfac-
tory bulb. More than 30000 neuroblasts exit the rodent
SVZ for the RMS each day and reach the center of the ol-
factory bulbwithin 6 days (Doetsch, 2003). In the olfactory
bulb, neuroblasts detach from these chains and migrate
radially from the RMS. Finally, after 1–3 weeks, neuro-
blasts mature into olfactory inhibitory interneurons of
two main types, granule cells (90% of the adult-born
cells) and juxtaglomerular cells (5% of the adult-born
cells), found in their respective olfactory bulb layers
(Lledo et al., 2008; Petreanu and Alvarez-Buylla, 2002.
Interneuron identity is specified at birth and is not speci-
fied within the olfactory bulb. Progenitors within the var-
ious domains of the SVZ are heterogeneous and are
preprogrammed at birth to generate different subsets of
olfactory bulb interneurons (Lledo et al., 2008; Merkle
et al., 2007).

Using replication-incompetent viral vectors to trans-
duce newly generated neurons in the SVZ and label
them with GFP, the morphological and functional prop-
erties of these newborn bulbar neurons during their
migration and differentiation have been characterized
(Lledo et al., 2006). Morphologically, newly generated
cells become more complex within the first week after
their birth and they become fullymaturemorphologically
as early as 4 weeks of age (Petreanu and Alvarez-Buylla,
2002;Whitman and Greer, 2007; Figure 1.7). After starting
migration, neuroblasts express functional GABA and
glutamate receptors (Platel et al., 2007). Upon reaching
the olfactory bulb, they receive GABAergic and glutama-
tergic synaptic contacts, notably from centrifugal fibers
(Figure 1.7). Then, as they progressively become excitable,

they become spiking neurons and start to release GABA
onto output cell dendrites (Bardy et al., 2010; Belluzzi
et al., 2003; Carleton et al., 2003). Thus, the formation of
synaptic contacts before their activation and GABA re-
lease would prevent any network perturbations due to
aberrant contacts. Interestingly, of the neurons that suc-
cessfully mature, only 50% survive to the first month
(Petreanu andAlvarez-Buylla, 2002). Therefore, new neu-
rons are intensively selected early in their life.

Although the ongoing bulbar neurogenesis has been
extensively documented at the cellular level, the func-
tional consequences are not yet clear. Ablation of adult
neurogenesis using genetic, pharmacological, or radia-
tion methods results in faint olfactory phenotype alter-
ations, notably in short-term and long-term olfactory
memory (reviewed in Lazarini and Lledo, 2010); how-
ever, all previous behavioral analysis has indicated that
adult-born neurons might be recruited in short-term
or long-term odor memory, two phenomena that may
involve neural plasticity (see Section 1.4.2).

1.4 STRUCTURAL AND EXPERIENCE-
INDUCED PLASTICITY IN THE

OLFACTORY BULB

1.4.1 Activity-Dependent Plasticity in the
Olfactory Bulb: Cell Properties and Transmitters

Themammalian olfactory system is known for under-
going experience-dependent plasticity. In the olfactory
bulb, granule cells are the major sites of synaptic plastic-
ity. In contrast to many axodendritic synapses described
in the brain, themajor synaptic interaction in the olfactory
bulb, the dendrodendritic transmission between output
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FIGURE 1.7 The subventricular zone – olfactory bulb neurogenic pathway in the adult rodent. The center panel is a schematic diagram of a
sagittal section of the rodent forebrain. The subventricular zone (SVZ) lies in the walls of the lateral ventricle (LV), below the corpus calosum (CC).
After their generation in the SVZ, neuroblasts migrate tangentially along the RMS to their final destination in the olfactory bulb (OB). Left panel
shows the neurogenic niche. Separated from the lateral ventricle by a monolayer of ependymal cells (E), slow-dividing astrocytic stem cells (red,
type-B cells) divide to generate transit-amplifying cells (blue, type-C cells), which in turn give rise to neuroblasts (in green, type-A cells) that start to
migrate in chain to the rostral migratory stream (RMS). Right panel illustrates the sequence of morphological maturation, from the migrating neu-
roblast in the RMS (5 days after birth) to their final differentiation into interneurons (mainly granule cells, here represented in blue) and their
integration into the network. Adult-born granule cells first receive somatic glutamatergic inputs from centrifugal fibers (CF) before establishing
dendrodendritic synapse with mitral cells (MC).

14 1. THE FORM AND FUNCTIONS OF NEURAL CIRCUITS IN THE OLFACTORY BULB

I. CIRCUIT DEVELOPMENT



neurons and granule cells, does not exhibit a strong
activity-dependent form of synaptic plasticity, but rather
seems to be functionally hard-wired (although a form of
short-term plasticity has been described, see Dietz and
Murthy, 2005). On the contrary, plasticity at the dendro-
dendritic synapse is under the control of neuromodula-
tory inputs originating from brain regions known to be
involved in attention and learning processes. As men-
tioned above, neuromodulators such as acetylcholine
and noradrenaline are known to modulate the synaptic
properties of the dendrodendritic synapse (Tsuno et al.,
2008). From a general point of view, neuromodulators
can have important and long-lasting effects on odor
discrimination, learning, and memory, providing the
olfactory systemwith a high degree of plasticity. The neu-
romodulators act at two distinct, yet complementary
functional levels: cell excitability and synaptic activity.
By acting on both inhibitory local interneurons and
mitral/tufted output neurons (reviewed in Mandairon
and Linster, 2009), they have profound effects on both
odor processing at the first central relay and odor
representation.

In addition to neuromodulatory top–down projec-
tions, feedback projections from the olfactory cortex to
granule cells are the major source of synaptic plasticity
in the olfactory bulb (Gao and Strowbridge, 2009;
Nissant et al., 2009; Stripling and Patneau, 1999). In
addition to different forms of short-term plasticity,
tetanic stimulation of centrifugal excitatory inputs onto
granule cells produces a long-term potentiation (LTP)
of synaptic strength. Moreover, the same tetanic stimu-
lation that triggers LTP in granule cells also produces
a long-lasting enhancement of inhibition onto mitral
cells (Gao and Strowbridge, 2009). This form of plasticity
is thought to play a role in the long-term modification
of the mitral–granule cell network and may shape the
spatial and temporal firing patterns of output cell
activity. Indeed, the activity of individual output cells
can change dramatically depending on the odor context
or during learning (Doucette and Restrepo, 2008;
Fletcher and Wilson, 2003; Kay and Laurent, 1999;
Pager, 1983).

The most thoroughly documented region of the olfac-
tory system exhibiting synaptic plasticity is the olfactory
cortex (Wilson et al., 2006). Synaptic contact between the
olfactory bulb and the olfactory cortex occurs within the
piriform cortex and through recurrent associative con-
nections (Best and Wilson, 2004), as well as from distant
and higher order areas, such as the orbitofrontal cortex
(Cohen et al., 2008). In the piriform cortex, the massive
recurrent connections as well as inputs from distant
and high-order areas, such as the orbitofrontal cortex,
provide the anatomical structure of an associative net-
work (Best and Wilson, 2004; Cohen et al., 2008;
Wilson and Sullivan, 2011).

Lastly, thanks to the accessibility of the olfactory epi-
thelium, responses to naris closure or destruction of ol-
factory epithelium have highlighted how general
decreases in sensory inputs can induce long-term activ-
ity-dependent structural plasticity in a sensory network.
These experiments reveal how sensory deafferentation
mainly affects interneuron populations, interneuron
number and phenotype (notably dopamine expression)
in particular, aswell as the reorganization of the dendritic
arbor and synapse density (Leo et al., 2000; Saghatelyan
et al., 2005).

1.4.2 Adult-Born Neurons Are Substrates for
Experience-Induced Plasticity

The continuous arrival of new interneurons provides
another major source of plasticity in the bulbar network.
In addition to bringing new building blocks and new
connections into the network, adult-generated neurons
have unique functional properties compared to neurons
generated during early life. These attributes increase
their functional impact in the network relative to more
mature neurons. By using viral labeling approaches to
distinguish adult-born granule cells from preexisting
ones, LTP of glutamatergic synapses was found specifi-
cally in adult-born cells shortly after their arrival in the
olfactory bulb, but this property progressively faded af-
ter several weeks (Nissant et al., 2009). Thus, adult-born
granule cells may be particularly sensitive to synaptic
plasticity but may also potentiate the LTP of cortical
glutamatergic inputs to the olfactory bulb. LTP of corti-
cal inputs – specifically to adult-born granule cells –
provides an intriguingmechanism to regulate the spatial
and temporal firing patterns of output neurons. A role
for this synaptic plasticity in olfactory learning remains
to be found. Interestingly, olfactory activity influences
the maturation and the survival of newborn neurons.
Anosmic mice exhibit a strong decrease in the survival
of newly formed granule cells (Petreanu and Alvarez-
Buylla, 2002), whereas enrichment of the olfactory envi-
ronment potentiates the survival and accelerates the
formation of glutamatergic synapses onto newborn
cells (Kelsch et al., 2009; Mouret et al., 2008; Rochefort
et al., 2002). Postprandial sleep has been recently shown
to promote newborn cell death, possibly though the
action of top–down inputs from the olfactory cortex
(Yokoyama et al., 2011). Together, these results suggest
that postnatal neurogenesis in the olfactory bulb is part
of a plasticitymechanism coupled to sensory experience.
Moreover, the link between the rate of neuronal survival
and olfactory activity suggests that it constitutes a way
for the system to adapt to the olfactory environment.

It takes about 2–3 weeks for an adult-generated neu-
ron to become part of the existing olfactory bulb circuit
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(Lledo et al., 2006). In this network, the presence of
young evolving neurons brings special functions that
the preexisting bulbar neurons cannot achieve. Since it
takes time for new neurons to mature and become syn-
aptically integrated, adult neurogenesis may contribute
to slow, long-term adjustments of the olfactory bulb cir-
cuitry, rather than to fast and acute plastic changes. In
contrast, the action of centrifugal fibers into the bulb
may mediate the faster adaptive changes that adult
neurogenesis cannot support. Interestingly, adult-born
survival is also controlled by the concerted action of neu-
romodulators and feedback excitatory projections
(Mouret et al., 2009). Therefore, the structural plasticity
achieved through adult neurogenesis can be seen as a
very long-term form of metaplasticity in the olfactory
bulb network: Synaptic plasticity at centrifugal inputs
facilitates further integration of long-lasting plastic
elements provided by adult neurogenesis.

1.5 CONCLUDING REMARKS

Studies of architectural and functional organization of
bulbar circuits have both revealed a wide range of dis-
tinct neuronal functioning. This diversity reflects the
complex task that neuronal networks have to fulfill in
order to process a high-dimensional sensory space. Ob-
viously, information is encoded across neuron assem-
blies in the olfactory bulb that cannot be extracted by
simply averaging the firing frequency. GABAergic inhi-
bition is crucial for olfactory coding, but the functional
architecture of dendrodendritic inhibitory microcircuits
differ from conventional networks described in other
sensory systems. In addition, odor representation is dy-
namic and highly complex, therefore requiring a unique
mechanism of neuronal plasticity. Adult neurogenesis
and the actions of centrifugal projections to the olfactory
bulb are among the most prominent processes that allow
for adaptive mechanisms of plasticity.
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2.1 INTRODUCTION TO AUDITORY
SYSTEM DEVELOPMENT

2.1.1 A Neurobiological Approach to Studying
Auditory System Development

The auditory system undergoes a series of profound
changes from the time neural circuits begin forming in
the fetal brain to the day, years later, when a child
first comprehends a complete sentence. The processes
unfolding during this period are a fascinating mixture
of intrinsic molecular orchestration and activity-
dependent refinement. In humans, auditory perceptual
development is a protracted process that begins late in
the second trimester when the fetus first shows discrim-
inative changes in heart rate to variations in specific
sound features. Progressive improvements in the ability
to resolve variations in frequency, temporal patterns and
spatial positions of sounds are observed throughout in-
fancy and early childhood, and these changes often par-
allel an increasing capacity to discriminate phonological
units of a child’s native language (Werker, 2005). While a
greater understanding of the processes at work in hu-
man auditory development is of paramount importance,
these efforts are often complicated by an inability to iso-
late the contributions of sensory system development
from other cognitive and physical factors.

The use of model systems such as birds and rodents
has provided researchers with direct access to central
and peripheral auditory circuits, and has elucidated
many of the basic mechanisms that underlie their
changes during ontogeny. Songbirds and chickens have
long been popular model systems due to the greater ease
of studying and manipulating the embryo in the egg (in
ovo) rather than in utero. As a result, we can now draw
information from an extensive corpus of work detailing
the organization of brainstem and forebrain pathways,
and the similarities by which songbirds acquire their
song and humans acquire speech, particularly in their
dependence on auditory feedback during sensitive pe-
riods of development. Interestingly, birds begin hearing
approximately eight days before hatching, around em-
bryonic (E) day 11, while altricial mammals such asmice,
rats and gerbils do not respond to airborne sound until
the second postnatal (P) week of life. The relatively late
onset of hearing in rodents has aided research into the
cellular and molecular changes that underlie abrupt
changes in circuit development in the days before and
after the onset of hearing.

Recent studies suggest that molecular cues, whose ex-
pression is genetically controlled, play an essential role
in the formation of topographically ordered connections
in the auditory system. It is also evident that factors
linked to the flux of ions across the cell membrane dur-
ing and following the action potential also support

neuron survival and regulate the growth and topo-
graphic specificity of axons and dendrites within audi-
tory brain areas. In some brain areas, instructive
electrical signals generated through the “closed-loop”
spontaneous activity is sufficient to promote normal
neural circuit development, whereas higher levels of
the auditory pathway require structured activity pat-
terns arising from acoustic signals to guide their final
stages of assembly. The influence of each activity-
dependent and activity-independent factor waxes and
wanes within defined windows of development, and
piecing together the chronology andmechanisms behind
each epoch of auditory system development represents
one of the fundamental challenges for researchers in this
field. The chapter describes the current state of knowl-
edge concerning the interplay of these factors in the es-
tablishment of functional circuits from the cochlea to the
cerebral cortex.

2.1.2 Basic Concepts of Cochlear Transduction

The encoding of auditory information begins with a
highly specialized receptor organ known as the cochlea
in mammals and the basilar papilla in birds. In mam-
mals, pressure waves are delivered into the fluid filled
cochlea via the middle ear bones, setting the cochlear
partition into motion. The cochlear partition consists of
the basilar membrane (BM), the organ of Corti, and the
tectorial membrane (Figure 2.1(a)). As a result of thismo-
tion and the mechanical properties of these structures, a
relatively crude spectral analysis is performed by a vi-
bratory pattern that occurs along the partition, a passive
process referred to as the traveling wave (Von Békésy,
1960). This traveling wave results in a vibratory pattern
such that high frequency sounds produce maximumdis-
placement near the beginning (base) of the partition,
while low frequency sounds vibrate maximally near
the end (apex) of the partition.

The sensory receptors in mammals responsible for
transducing these hydro-mechanical vibrations are lo-
cated in the organ of Corti and are known as inner
and outer hair cells (IHC and OHC, respectively). Both
types of receptors are polarized epithelial cells that con-
tain mechano-sensitive organelles located on their api-
cal surface. These actin-filled hair-like processes are
termed stereocilia and contain mechanotransducer
channels near the tips of the ciliary bundles. The bun-
dles are deflected as a result of partition movement,
opening the channels and depolarizing the hair cell
due to an influx of potassium (Kþ). This unconventional
form of depolarization activates voltage gated calcium
(Ca2þ) channels, which triggers the release of the excit-
atory neurotransmitter glutamate. Glutamate binds to
postsynaptic receptors located on first-order spiral
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ganglion neurons (green dendrites, Figure 2.1(a)), initi-
ating saltatory conduction of action potentials to audi-
tory nuclei in the brainstem.

The generic description above for sensory transduc-
tion holds true for all hair cells in both birds and mam-
mals. However, the separation into IHCs andOHCs, and
their differences, are remarkable and unique to mam-
mals. The IHCs are the true sensory receptor, receiving
approximately 95% of afferent innervation. In contrast,
OHCs receive only around 5% of afferent contacts, sug-
gesting a minor role in sensory transduction. Despite
this dichotomy, OHCs are thought to have highly-
specialized “motor” functions. One such active function
is to enhance the bundle displacement caused by the vi-
bration of the cochlear partition, acting as a positive feed-
back on the bundle and the consequent amplification of
its displacement. A second active function involves an
elongation and contraction of the OHC itself. As the
OHC changes length, it feeds backmechanical force onto
its surrounding environment, a process termed electro-
motility. This results in a highly significant and spatially
segregated enhancement of the basilar membrane vibra-
tory amplitude. Accordingly, the relatively crude sensi-
tivity and frequency selectivity of the basilar membrane
that arises through its passive biomechanical properties
is substantially refined through hair cell active amplifi-
cation. Not only do hair cells transmit signals to the cen-
tral nervous system, they are also innervated by efferent
axons from the brain, which communicate with OHCs to
extend the dynamic range of hair cell signaling and pro-
tect the Organ of Corti from acoustic overexposure
(Figure 2.1(b)). For detailed reviews of auditory trans-
duction and the distinct mechanisms that create active
cochlear amplification in mammals versus birds, readers
are referred to (Hudspeth, 2008; Dallos, 2006)

2.1.3 Scope of this Chapter

A functional circuit can be defined as the connection
between one or more cells or nuclei that transmit – and
often transform – a signal. As such, topics relating to the
proliferation, delamination and migration of cells and
the development of their connecting projections in the
auditory system are touched upon only briefly. Rather,
this chapter is primarily concerned with describing the
relative contributions of intrinsic molecular events,
spontaneous action potentials and sound-evoked action
potentials in the assembly of functional circuits within
the peripheral and central auditory pathways.

This chapter is divided into three principal sections.
The first section covers the ontogeny of local circuits
within the cochlea and as well as the development of
afferent and efferent circuits connecting the cochlea to
the brain. The second section describes the establishment
of circuits within the developing auditory brainstem and
the influence of signaling from the auditory periphery.
The final section addresses the formation of functional cir-
cuits in the auditory midbrain and cortex. When appro-
priate, we have cited notable seminal research papers,
breakthrough findings and comprehensive review mate-
rials so that the interested reader may avail themselves of
these more focused sources of information.

2.2 DEVELOPMENT OF PERIPHERAL
CIRCUITS

2.2.1 Developing Networks Within the Cochlea

Cochlear hair cells initiate the process of hearing by
converting mechanical deflections of their stereocilia
bundles into electrochemical signals that are distributed

Tectorial membrane
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FIGURE 2.1 Connections within the adult auditory system. Schematics illustrate the position of cell bodies and their interconnections in
mammalian Organ of Corti (a) and initial components of the auditory pathway (b). (a) Two classes of mechanical sensory receptors, inner hair
cells (IHC) and outer hair cells (OHC) are innervated by dendrites that carry afferent signals to the brain (green) and efferent axons that convey
signals to the brain (gray). (B) Sounds of varying frequencies maximally excite particular regions along the basilar membrane (BM). Maximal sen-
sitiveness aremapped systematically across the length of the BM, such that high frequency vibrations excite the base of the BM and low frequencies
excite the apex. This tonotopic organization of frequency preference is preserved through topographically ordered projections to the central au-
ditory system. Distinct populations of cells on both sides of the brainstem send efferent projections to the cochlea.
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throughout the rest of the auditory system. Beforemature
and normal transduction can occur, a number of critical
developmental events take place between hair cells and
non-sensory cells within the cochlea. The specialized
function of IHCs and OHCs depends in part upon devel-
oping networks of non-sensory supporting cells within
the organ of Corti and the lateral wall of the cochlea.

The precision of mechanoelectrical transduction can
be attributed, in part, to the unusual electrical potential
and ionic milieu in the endolymphatic space surround-
ing the apical surface of the hair cell. Prior to and during
the first week of hearing, an endocochlear potential is
established between the endolymph and surrounding
perilymph, which increases from 0 mV to þ80 mV. The
ramping up of the electrical potential is complemented
by the accumulation of high levels of Kþ in the endolym-
phatic space, which further exaggerates the electrical
gradient across the negative resting potential of the hair
cell membrane. The combination of high extracellular Kþ

and the positive endocochlear potential work synergisti-
cally to effectively drive ionic currents through open
mechanotransducer channels, creating the large and
rapid receptor potential changes that mediate glutamate
release at the synapse between the hair cell and the au-
ditory nerve. The endocochlear potential is established
through the development of tight cellular junctions be-
tween local networks of epithelial cells, connective tissue
and supporting cells that completely partition the endo-
lymph from the surrounding perilymph. These tightly
bound networks also efficiently recycle Kþ from the hair
cell back into the endolymphatic space where they can
once again be used in sensory transduction.

The spontaneous generation of action potentials from
sensory receptors is considered essential for normal neu-
ral circuit development throughout the brain. In the de-
veloping auditory system, the mechanisms responsible
for spontaneous action potential activity are still unre-
solved but recent reports suggest that this spontaneous
activity is generated by IHCs of the cochlea. The cartoon
of the IHC region in the immature Organ of Corti repre-
sents one proposed set of developmental changes that oc-
cur in cochlear circuitry (Figure 2.1(a)). Compared to
IHCs in mature animals, which are surrounded by
one or two supporting cells (see Figure 2.1(a)), the pre-
hearing Organ of Corti features a structure known as
the greater epithelial ridge, or Kollikers organ (Ko). This
structure consists of non-neuronal inner supporting cells
(ISCs) that are present up to the onset of hearing. How-
ever, by the time of hearing onset, Ko undergoes pro-
grammed cell death and subsequent removal of the
majority of ISCs. Despite this dramatic change in the
structure of the organ of Corti, recent studies have iden-
tified a potential role for ISCs in the initiation of electrical
signaling within the auditory nerve (Tritsch, 2007). One
to two weeks prior to the onset of hearing, the elongated

ISCswithin Ko begin to spontaneously release adenosine
tri-phosphate (ATP) into the extracellular space
(Figure 2.2(b)). ATP activates purinergic receptors on
neighboring IHCs, peripheral processes of the auditory
nerve and on the ISCs themselves. Binding of ATP on
the IHC depolarizes the membrane potential, inducing
Ca2þ-dependent glutamate release and bursts of action
potentials in auditory nerve fibers. ATP release is local
and desynchronized along the length of the cochlea. In
this manner, spatially and temporally independent vol-
leys of electrical signals initiated by non-sensory neurons
entrain the firing patterns of SG and, ultimately, central
auditory neurons. This process is thought to play a role
in the strengthening of functional circuits prior to the
onset of hearing.

Despite this role ofATP release fromKo, it remains un-
certain how early action potential activity is patterned
and whether ATP binding drives IHCmembrane voltage
or providesweakermodulatory control.More recent data
suggests that during the first postnatalweek of life, devel-
oping IHCs intrinsically generate the voltage changes that
elicit action potentials in SG neurons. The frequency and
pattern of this spontaneous action potential activity varies
between regions of the cochlea (i.e., high-frequency ver-
sus low-frequency) and are modulated in multiple ways
by the release of acetylcholine (ACh) and ATP near the
IHCs (Johnson, 2011). It has been proposed that this pat-
tern of action potential activity, along with ACh and ATP
modulation, could be important for guiding tonotopic or-
ganization and the refinement of sensory information
along the central auditory pathways before the occur-
rence of experience-drive information becomes relevant.

2.2.2 Development of the Place Code

The basilar membrane acts as a spectral analyzer that
translates vibration frequencies within the cochlear fluid

IHC

(a) (b)

IPC

IHCKo ISC

ATP

FIGURE 2.2 Transient microcircuits in the developing Organ of

Corti. (a) Schematic of the region surrounding the inner hair cell in
the pre-hearing rodent. Compared to the same region in the adult
cochlea (Fig. 2.1(a)), the immature cochlea features a proliferation of
elongated inner supporting cells called Kölliker’s organ (Ko, in purple)
and inner pillar cells (IPC). (b) Inner supporting cells in Ko (ISC, pur-
ple) release ATP prior to hearing onset. ATP binds to purinergic recep-
tors (black ellipses) to promote Ca2þ-dependent glutamate release from
ribbon synapseswithin the inner hair cell (IHC, gray) and action poten-
tials in auditory nerve fibers (green).
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pressure waves into positions of maximal displacement
along its length. In mature animals, the BM is relatively
narrow and taut at its base (violet region, Figure 2.1(b))
compared to the apex, which is wider and more mobile
(red region, Figure 2.1(b)). As previouslymentioned, this
structural gradient confers a smooth shift of preferred vi-
bration frequency along its length, with high frequencies
maximally activating basal regions of the BM and low
frequencies maximally activating apical areas. As with
the visual and somatosensory pathways, the spatial or-
ganization of the receptor organ is maintained through
topographic connections between the receptor epithelia
and successive levels of the central sensory pathways.
In the auditory system, the one-dimensional tonotopic
arrangement of preferred frequency along the length
of the BM is preserved in tonotopic maps of preferred
frequency within the central auditory nuclei.

In nearly every respect, the development of basal
(high frequency) regions of the cochlea occurs before api-
cal (low frequency) regions; apical hair cells are the last
to differentiate and the last to be innervated by afferent
and efferent nerve fibers that convey signals to and from
the brain. Therefore, onewould predict that sensitivity to
high frequency sounds would emerge before low fre-
quencies in development. Interestingly, behavioral and
neurophysiological hearing assessments in dozens of
avian and mammalian species show just the opposite:
high frequency sensitivity is the last to mature. This de-
velopmental mismatch implies that either tonotopic con-
nections between the periphery and central auditory
system are undergoing large-scale rewiring, or that de-
velopmental changes within the cochlea cause a given
position along the BM to vibrate at progressively higher
frequencies during the early period of hearing. Direct
neurophysiological recordings from first-order auditory
ganglion neurons that innervate a fixed point within the
basal cochlea provide clear support for this latter sce-
nario (Echteler, 1989). Basal cochlear regions were found
to be maximally sensitive to low frequencies at the onset
of the hearing and then become gradually responsive to
higher frequencies. This developmental shift in the co-
chlear place code has been traced to a progressive mat-
uration of OHC mechanics (Norton, 1991).

2.2.3 Development of Afferent and Efferent
Circuits

The mature functional circuit linking the auditory pe-
riphery to the brain has four essential processing sta-
tions: 1) sensory hair cells in the auditory periphery, 2)
first-order spiral ganglion cells (SG) that send a periph-
eral dendrite to the IHCs andOHCs and a central axon to
the brain (i.e., the auditory nerve), 3) the cochlear nu-
cleus (CN), a second-order auditory brain nucleus that
is heavily innervated by auditory nerve fibers, and 4)

brainstem neurons whose efferent projections innervate
IHCs, OHCs and neurons of the CN (Figure 2.3(a)). The
two types of sensory receptors in the mammalian
cochlea (IHCs and OHCs) are each innervated by two
types of SG neurons: Type I and Type II. Type I afferents
comprise approximately 95% of all SG neurons and each
contact a single IHC. A single IHC, in turn, can be inner-
vated by 10–20 Type I afferents, providing parallel and
topographically specific information transfer from a sin-
gle IHC to the CN. By contrast, a single Type II SG neu-
ron contacts 30–60 OHCs, providing a weaker, spatially
integrated signal to CN neurons. Although the OHCs
contribute comparatively little afferent input to the
brain, they are the predominant targets of efferent axons
from the medial olivocochlear neurons (MOC) in the
brainstem. In mature animals, the central processes of
the auditory nerve terminate in the CN. In some cases,
one or two auditory nerve fibers contact a single CN neu-
ron via amassive axosomatic synapse called the endbulb
of Held. The process through which this circuit achieves
its mature form reflects an interplay of molecular pro-
cesses and intrinsic activity-dependent processes that
can be broken down into three phases.

Phase 1: Well Before Hearing Onset

In rodents, the peripheral processes of SG neurons in-
nervate basal regions of the cochlea approximately five
days before birth, or approximately 17 days prior to
hearing onset (Figure 2.3(b)). Within a day of growing
into the peripheral epithelia, afferents can be sorted into
Type I or Type IImorphologies. It is generally agreed that
there are no gross errors orwidely exuberant connections
between SG dendrites and sensory hair cells. However,
the exact precision of longitudinal (basal to apical) and ra-
dial (IHCtoOHC) innervationpatternsbyType Iafferents
is not entirely understood. Genetic fate mapping studies
have described highly precise and rapid initial targeting
(Koundakjian, 2007), while ultrastructural and histo-
chemical studies find that Type I afferents initially inner-
vatemultiple IHCsandOHCs(Echteler,1992).Theweight
of evidence favors this latter characterization. ACh-
releasing efferent fibers grow into the sensory epithelia
at the same time or slightly before afferent fibers. Com-
pared to afferent innervation, however, efferent fibers
showacleardevelopmental shift in their spatial targeting,
as olivocochlear efferent fiber innervation is initially
biased towards IHCs rather than OHCs (Pujol, 1978).

The central projections of SG neurons reach their tar-
gets in the CN approximately one day before their pe-
ripheral dendrites innervate the sensory epithelia.
Despite the fact that the cochlear nucleus is still forming
at this stage, projections from the SG are remarkably pre-
cise and demonstrate a clear spatial organization long
before intrinsic or sensory-evoked action potential sig-
naling begins. Although little is known about the
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molecules or cellular interactions participating in the es-
tablishment of auditory nerve fiber topography, several
growth factors and receptors are expressed at approxi-
mately the time that connections are being established.
In particular, differential distribution of the Eph/ephrin
family of receptor tyrosine kinases in the auditory nerve
and CN suggests an axon guidance mechanisms that
shapes the formation of topographic connectivity within
the auditory brainstem (Cramer, 2005).

Phase 2: Shortly Before Hearing Onset

Following the initial period of exuberant connectivity,
the dendrites fromType I ganglion cells begin to coalesce
around individual IHCs (Figure 2.3(c)). Conversely, ef-
ferent MOC fibers are in a transitional state during
which immature connections to IHCs are maintained
alongside newly formed connections with OHCs. IHC

mediated spontaneous spiking is robust during this pe-
riod and electrophysiological recordings reveal tempo-
rally patterned IHC Ca2þ spikes that are mimicked by
the firing patterns of SG neurons (Tritsch, 2010). In addi-
tion, functional synapses between SG and CN neurons
are established, but the shape and overall size of end-
bulbs in the CN are still quite immature.

Phase 3: Shortly After Hearing Onset

At this stage, peripheral innervation of the receptor
epithelia is essentially mature with Type I and Type
II afferent endings making appropriate contacts with
IHCs and OHCs, respectively. MOC efferents drop their
IHC connection and make nearly exclusive contact with
OHCs. Rhythmic spontaneous bursting gives way to sto-
chastic spontaneous action potentials intermingled with
temporall and topographically structured sound-evoked
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FIGURE 2.3 Development of afferent and efferent circuits linking the periphery and the brain. (a) In mature mammals, Type I (ellipse) and
Type II (rectangle) spiral ganglion neurons (SG) extend a peripheral processes to a single row of inner hair cells (IHC) or three rows of outer hair
cells (OHC), respectively. The central projection of SG neurons form elaborate axosomatic synapses called endbulbs of Held on specific types of
neurons within the cochlear nucleus (CN, triangle). Efferent axons from medial olivocochlear (MOC) neurons innervate OHCs. Recording from a
SG neuron innervating to the base of the cochlea would reveal occasional action potentials in the absence of sound or in response to low frequency
sounds but elevated firing rates in response to high frequency sound (sound onset and offset represented by the trapezoidal stimulus). (b) Weeks
before hearing onset, patterns of peripheral, central and efferent connections have been established, but lack the precise organization seen in ma-
ture animals. (c) In the days leading up to hearing onset, Type I/ II andMOC connections are sorted into their correct hair cell targets and rhythmic
trains of Ca2þ spikes initiated in IHCs entrain the firing patterns of Type I SG neurons. Endbulb synapses are beginning to form. (d) In the days
following hearing onset, peripheral innervation patterns are largely mature and central projection are approaching the topographic specificity and
synaptic structure observed in mature animals. SG neurons innervating basal regions of the cochlea are responsive to low frequency tones, rather
than high, due to immature basilar membrane and stereocilia mechanics.
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responses. However, recordings from SG neurons inner-
vating basal IHCs reveal an immature preference for low
frequency sounds, as described in the section on place
code development above. The topography from the
SG neurons to the CN is initially very precise. However,
more recent findings in mammals show that subtle
topographic refinement continues around the onset
of hearing and continues for several months, suggest-
ing a combination of intrinsic and extrinsic activity-
dependent mechanisms (Leake, 2002). Additionally,
endbulb synapses continue to undergo clear structural
modifications. Though they do not yet reach the state of
a fully developed calyx that engulfs most of the CN cell
body in mature animals, the axon terminals increase
in diameter by an order of magnitude relative to the
pre-hearing period (Jhaveri, 1982; Ryugo, 1982).

2.2.4 Conclusions

In a matter of weeks, what began as an outpocketing
of epithelial cells near the embryonic hindbrain becomes
an exquisite functional circuit, capable of encoding me-
chanical vibrations spanning three orders of magnitude
in frequency, a 120dB dynamic range for amplitude
encoding (a million-million-fold change in signal en-
ergy), and sensitivity to sub-atomic stereocilia displace-
ments with microsecond mechanical response times.
The physical attributes of sound are captured by a
tonotopically-organized array of sensory hair cells,
which form topographic connections with neurons in
the CN to initiate the psychological experience of hear-
ing. This complex circuitry arises through the interaction
of sensory and non-sensory supporting cells within the
developing cochlea in addition to afferent and efferent
connections that link the cochlea to the brain. Other than
a modest topographic refinement in the spatial distribu-
tion of central projections to the CN and a fairly dramatic
transformation of the endbulb synaptic terminal shape
and overall size, these circuits reach a mature form inde-
pendent of sensory input. Instead,maturation appears to
reflect the dominant influence of genetic programming
and molecular guidance cues with a subordinate role
for cell-cell interactions thatmay include - but are not lim-
ited to – internally generated action potential patterns.

In humans, the development of peripheral circuitry is
paralleled by enormous changes in infant phonological
perception. The earliest stages of perceptual refinement
can be attributed, at least in part, to the physical matura-
tion of the outer ear, middle ear and cochlea. However,
the scope of perceptual processes that continue to come
online after peripheral circuits have matured as well as
their dependence upon normally patterned sensory in-
put both point toward the essential role of central audi-
tory circuits in the development of hearing.

2.3 DEVELOPMENT OF BRAINSTEM
CIRCUITS

2.3.1 Functional Circuit Assembly in the
Brainstem

The assembly of functional circuits within the audi-
tory system has been the subject of intense study over
the past 30 years. Auditory brainstem nuclei are derived
from progenitor cells within the hindbrain that migrate
to their appropriate positions shortly before hair cells
in basal regions of the cochlea are born. Like the central
projection of SG neurons to the CN, guidance of embry-
onic brainstem neurons and assembly of their intercon-
nections are thought to be mediated by the Eph/ephrin
signaling, although the detailed signaling pathways
have yet to be defined (Cramer, 2005). Axonal connec-
tions into second- and third-order nuclei are fully
formed several days before hearing onset in birds and
rodents. Direct electrical stimulation of the afferent
axons in pre-hearing animals reveal that these con-
nections form functional synapses shortly after they
innervate their target nuclei (Jackson, 1982). The tonoto-
pically organized connection between the auditory spi-
ral ganglion neurons and the CN is preserved in
projections to higher-order nuclei. That this topography
is initially present from the time connections are formed
further supports the influence of activity-dependent
mechanisms on circuit formation in the auditory
system.

Functional circuits in the auditory brainstem of mam-
mals (Figure 2.4(a)) and birds (Figure 2.4(b)) can be sepa-
rated into three functional divisions: 1) an excitatory
projection from the second-order auditory nucleus
(green), 2) inhibitory inputs (red), and 3) third-order
nuclei that establish binaural sensitivity by integrating
these excitatory and inhibitory inputs (white).

In mammals, CN neurons receive afferent input from
the SG and project ipsilaterally to the lateral superior ol-
ive (LSO) and contralaterally to themedial nucleus of the
trapezoid body (MNTB). The medial superior olive
(MSO) gets binaural excitatory inputs from both the ip-
silateral and contralateral CN. The MNTB extends a gly-
cineric (inhibitory) projection ipsilaterally to the MSO
and LSO.

In birds, cochlear ganglion neurons extend a central
process into two second-order brainstem nuclei, nucleus
magnocellularis (NM) and nucleus angularis (NA). NM
neurons make bilateral projections to nucleus laminaris
(NL), a third-order nucleus analogous to the MSO in
mammals. Whereas the mammalian MSO receives a
powerful direct inhibitory input from MNTB, the inhib-
itory brainstem nucleus in birds, SON, modulates the
convergent excitatory strengths of bilateral inputs to
NA, NM, and NL.
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2.3.2 Development of Fine-Scale Connectivity in
the MSO

The spatial position of a visual or tactile stimulus can
be encoded according to where, along the two-
dimensional layout of the retina or skin, activity is great-
est. In the auditory system, the functional layout of the
cochlea is reduced to a single dimension mapped to
sound frequency. The horizontal position of a sound
source in spacemust be computed centrally, by neurons
sensitive to differences in the loudness or timing of
sounds arriving to each ear. Neurons in the MSO
of mammals (NL in birds) are specialized to extract

microsecond differences in the timing of excitatory in-
puts from the CN (or NM) associated with each ear. In
mammals with low frequency hearing, such as gerbils,
this precise tuning to interaural time differences (ITDs)
appears to be enhanced by developmental changes
in the subcellular positioning of inhibitory glycinergic
inputs from the MNTB (Werthat, 2008). Glycinergic
terminals from MNTB are evenly distributed across
the dendrites and cell bodies of MSO neurons round
the time of hearing onset. In the days and weeks that fol-
low, the less effective inhibitory synapses on the distal
ends of the dendritic tree are eliminated, sparing the
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FIGURE 2.4 Organization of mammalian and avian brainstem circuitry. Schematic coronal sections of the auditory brainstem nuclei in ro-
dents (A) and chicken (B). Brainstem circuits feature central projections from the primary sensory ganglion neurons (1) to 2nd order auditory nuclei
in the brainstem (2). 3rd order brainstem nuclei (4) integrate inputs from 2nd order nuclei and local inhibitory nuclei (3). Excitatory projections are
shown in green, inhibitory in red, nuclei in grey. For mammals, SG¼spiral ganglion, CN¼cochlear nucleus, LSO¼ lateral superior olive,
MSO¼medial superior olive,MNTB¼medial nucleus of the trapezoid body. For birds, BP¼basilar papilla, CG¼cochlear ganglion, NA¼nucleus
angularis, NM¼nucleus magnocellularis, NL¼nucleus laminaris, SON¼superior olivary nucleus. For both schematics, the dorsal surface of the
brainstem is facing up.
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proximal axosomatic inhibitory synapses (Figure 2.5).
Alterations at the subcellular level are paralleled by
a progressive refinement in the overall topographic
breadth of presynaptic axon innervation across the topo-
graphic map in MSO.. These anatomical changes are
associated with increased temporal precision and effi-
cacy of synaptic inhibition onto MSO neurons as well
as sharpening of neural ITD tuning functions in the
auditory brainstem, suggesting a direct link between
physiological maturation and its structural underpin-
nings. Taken together, the developmental shifts in the
topographic and subcellular distribution of inhibitory
inputs to the MSO work synergistically to sharpen the
spatial and temporal sensitivity of MSO neurons to
the excitatory CN inputs arriving from each side of the
brain.

2.3.3 Development of Fine-Scale Connectivity in
the LSO

LSO neurons are sensitive to interaural sound level
differences via tuning to the relative strength of excit-
atory inputs from the ipsilateral ear and inhibitory
inputs from the contralateral ear. Unlike the MSO, con-
tralateral inputs are only expressed indirectly, via a local
inhibitory connection from the MNTB. The sharp binau-
ral tuning of LSO neurons is thought to arise from the
integration of tonotopically matched excitatory inputs
from the ipsilateral CN and MNTB. By contrast to
MSO synapses, which are predominantly remodeled af-
ter hearing onset, topographic plasticity in the LSO pro-
ceeds in two phases: a functional silencing of MNTB
inhibitory inputs prior to hearing onset followed by a
structural pruning of MNTB axon terminals after the on-
set of hearing.

The pre-hearing functional refinement phase takes
place contemporaneously with the period of ATP-
induced Ca2þ spikes in IHCs. Accordingly, recordings
from MNTB neurons at this age reveal spontaneous ac-
tion potential bursts with the same rhythmic patterns
observed in SG neurons (Tritsch, 2010). These activity
patterns also depend upon an intact connection with
IHCs, whichmay indicate that intrinsic spontaneous “test
patterns” generated in the Organ of Corti prior to hearing
onset may play a role in both peripheral and central cir-
cuit formation. During this 3–4 day period, the spatial
spread of MNTB-derived inhibition shrinks by approxi-
mately 75%, considerably sharpening the breadth of inhi-
bition along the tonotopic axis (Kim, 2003).

The onset of hearing ushers in a phase of structural re-
finement. In the week following hearing onset, dendritic
arbors of postsynaptic LSO neurons increase in branch-
ing complexity yet are culled to more confined space
within the topographic map. These postsynaptic modifi-
cations are accompanied by the physical elimination of
tonotopically misaligned presynaptic axon terminals
from the MNTB. For a more detailed description of in-
hibitory circuit development the reader is referred to
Chapter 131 of this volume by K. Kandler et. al.

2.3.4 Afferent Regulation of Cochlear Nucleus
Development

These functional and structural changes in the brain-
stem synaptic networks during the weeks surrounding
hearing onset provide correlational evidence that spon-
taneous and sensory-evoked events are needed to
achieve the elegant organization of neurons and connec-
tivity observed in mature animals. The strong test of this
hypothesis has been carried out by dozens of studies
over the last sixty years that examine age-dependent
deviations from normative development following

Brainstem responseMSO cell

D
ev

el
op

m
en

t

Around
hearing onset
Well after
hearing onset White

noise

White
noise

Immature,
coarse
ITD tuning

Developed,
proper
ITD tuning

Undeveloped,
coarse
ITD tuning

Unchanged,
proper
ITD tuning

FIGURE 2.5 Correlation between development of inhibitory in-

puts and ITD tuning. Before hearing onset, inhibitory glycinergic syn-
apses (red dots) and excitatory glutamatergic synapse (green dots) on
MSO neurons are distributed over soma and dendrites. After hearing
onset, the glycinergic synaptic inputs get refined to the cell body. This
refinement depends on meaningful acoustic experience and can be
interrupted by the exposure of omnidirectional white noise during
hearing onset. White noise exposure at an adult stage has no effect
on glycine receptor distribution. ITD tuning responses in the auditory
brainstem correlate with the development of inhibitory inputs to MSO.
When animals were exposed to white noise between P10 and P25, ITD
tuning responses recorded were found to have the same characteristics
as right after hearing onset, when neuronal responses to ITDs are im-
mature and coarse. Under control conditions, i.e. with normal exposure
to sound, ITD sensitivity developed normally. White noise exposure in
adult animals has no effect on ITD tuning.
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disruption or complete elimination of afferent input
from the cochlea. The seminal study by Rita Levi-
Montalcini (Levi-Montalcini, 1949) removed the otocyst
(the precursor of hair cells and ganglion neurons) of
chicks at an early stage of embryonic development,
thereby depriving auditory brainstem nuclei of cochlear
input. She noted that neurons in NA and NM developed
normally until E11 (the approximate time of hearing
onset in the chick), at which point the size and overall
number of surviving neurons rapidly declined. This ob-
servation suggested a dependence of CN neuron sur-
vival upon an intact connection with the periphery
and has inspired a number of researchers to delve deeper
into the role of afferent signaling in the formation and
maintenance of brainstem circuitry.

Subsequent studies in the chick and rodents have
further characterized the nature and timing of CN de-
generation following deafferentation. Unilateral otocyst
removal at E3 or cochlea removal prior to sexual matu-
rity in chicks or cochlear destruction shortly after birth
in rodents produces a variety of changes, including:
1) the CN on the ablated side has significantly fewer
neurons than the intact side and the surviving neurons
have smaller soma and neuropil area; 2) an ectopic –
yet tonotopically aligned – projection from the normally
innervated CN grows into the CN on the deafferented
side; and 3) in mammals, the endbulb of Held develop-
ment described in Figure 2.3 never reaches the fully ma-
ture state (reviewed in Harris, 2006).

In most animals, these plasticity effects are strictly
limited to a developmental critical period. As noted
above, the effects of otocyst removal in the E3 chick
are not apparent for another eight days, when active
connections with the periphery are first established.
The critical period for CN neuron survival ends as
abruptly as it begins, as cochlear destruction in gerbils
during the first postnatal week causes 45-90% of CN
cells to die, yet has no effect on the number of surviving
neurons when the same manipulation is performed at
P9, just prior to the onset of hearing (Tierney, 1997).
The remarkably rapid changes in susceptibility of
CN neurons to deprivation appears to reflect a differen-
tial weighting of factors that promote versus inhibit
cell death.

Collectively, studies of CN development demonstrate
that the proliferation, migration and formation of appro-
priate topographic connections are complete before ac-
tion potentials begin to appear in auditory nerve
fibers. The arrival of normal spontaneous and sound-
evoked afferent action potentials has little effect on cel-
lular morphology or topographic specificity. However,
pathological deviations from the normal developmental
trajectory (e.g., cochlear removal) that occur within a
defined critical period window radically alter CN orga-
nization, leading to pronounced cell death and atrophy
of surviving cells. The cellular mechanisms that close

the critical period of CN vulnerability are not yet fully
established, but gene array analyses suggest that glial
proliferation and up-regulation of immunity-related
genes may play an important role.

In addition to deafferentation-induced cell death and
atrophy, hearing loss also induces a long-term enhance-
ment of neuronal excitability. In vitro measurements of
neurons in acute slices of the CN demonstrate a shift to-
wards enhanced excitation and diminished inhibition.
The loss of balanced excitation and inhibition arises from
an abnormal sorting of membrane-bound ligand-gated
neurotransmitter receptors and voltage-gated ion chan-
nels. Ongoing research is exploring the hypothesis that
this pathological over-excitability in the brainstem and
other stations of the central auditory pathways may be
the source of tinnitus, the perception of phantom sounds
that can accompany hearing loss.

2.3.5 Afferent Regulation of 3rd-Order
Brainstem Nuclei

All auditory-evoked signals in the brain are initially
routed through the CN. Therefore, alterations in CN
morphology resulting from cochlear ablation could also
impact the organization of downstream nuclei. Indeed,
the post-hearing structural refinement of axon terminals
from the MNTB to the MSO and LSO described previ-
ously is substantially diminished without a connection
to an intact cochlea. Moreover, unilateral cochlea re-
moval before hearing onset enhanced an otherwise weak
physical connection between the normally innervated
CN and the opposing side of the MSO.

Unlike the inhibitory projections from the MNTB to
the LSO and MSO, excitatory projections from the CN
undergo considerably less developmental refinement
and are largely insensitive to cochlear removal. The
CN, for example, forms a giant excitatory synapse onto
MNTB neurons called the calyx of Held. This calyx is
the largest synapse in the mammalian brain and features
glutamatergic CN terminals that almost completely
envelop the MNTB neuron, ensuring high-fidelity trans-
mission necessary for sharp interaural time- and level-
dependent tuning observed in the MSO and LSO,
respectively. In mature brains, one calyx innervates a
single MNTB neuron. Although the calyx undergoes
substantial changes in shape during the first weeks of
postnatal development, the one-to-one connectivity is
present from the time CN projections initially arrive in
the MNTB and is established with or without spontane-
ous or evoked action potential from the auditory nerve
(Hoffpauir, 2006).

The effects of deafferentation have been extensively
studied in NL of the chicken. The intrinsic organization
and connectivity patterns within NL lend themselves to
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studies of afferent regulation of individual dendrites.
First, NL exhibits a clear gradient of dendritic geometry
that varies from small, short and stubby to large, long
and elaborate across the high-to-low tonotopicmap. This
gradient appears to begin to form around the time of
hearing onset. Second, NL neurons have two sets of sym-
metrical dendrites, one set oriented dorsally to contact
glutamatergic inputs from the ipsilateral NM, the other
ventrally to contact glutamatergic inputs from the con-
tralateral NM. This organization permits researchers to
directly compare the effects of unilateral manipulations
(which would affect the dorsal dendrites on the ipsilat-
eral NL and the ventral dendrites on the contralateral
NL) to transection of the NM axons at midline (which
would affect the ventral dendrites on both sides of the
brain).

Using both of these approaches, researchers have dis-
covered an interesting dichotomy in the afferent regula-
tion of intrinsic features versus functional circuit
properties. Removal of synaptic input to one side of
NL induces a progressive retraction of dendrites on
the corresponding side on a surprisingly short timescale
(Figure 2.6). Tracking these changes over time reveals
that retraction begins within 1 hour, can last over 2
weeks, and can amount to as much as a 60% reduction
in length, demonstrating that NL neurons can rapidly
regulate significant amounts of membrane surface de-
voted to specific excitatory inputs (Deitch, 1984). By con-
trast to the rapid calibration of dendritic length allocated
to the dorsal versus ventral NM inputs, the short-to-long
gradient of relative dendrite length across the tonotopic
axis of NL is largely unaffected by cochlear removal.

2.3.6 Influence of the Source and Pattern
of Afferent Activity on Brainstem Circuits

The effects of cochlear removal on brainstem circuits
point towards a panoply of developmental events that
depend upon afferent signals from the periphery.
Cochlear removal eliminates both spontaneous and
sound-evoked action potentials in addition to the phys-
ical degeneration of SG neurons. Because the depen-
dence on afferent activity is most commonly observed
after hearing onset, one might assume that sound-
evoked activity provides important signals for the fine-
tuning of brainstem circuits. An alternative explanation
holds that any afferent action potential signaling, be it
spontaneous or evoked, could be sufficient for normal
assembly of brainstem circuits.

To isolate the relative contributions of spontaneous
action potentials versus sound-evoked activity, re-
searchers have compared the effect of pharmacologically
silencing all afferent action potentials versus simply
blocking the transduction of acoustic signals. The effects
of tetrodotoxin infusion into the inner ear at the time
electrical signaling first begins were indistinguishable
from the effects of cochlear removal: approximately
40% of the neurons died with widespread neuronal atro-
phy in the survivors (Born, 1988). On the other hand,
simply blocking sound-evoked activity (by disrupting
the sound transmission mechanisms of the outer or mid-
dle ear) without eliminating spontaneous activity in au-
ditory nerve did not cause atrophy or cell death in the
CN (Tucci, 1985). These results suggest that action poten-
tials, or more probably the voltage-gated changes in glu-
tamate and calcium signaling, provide a necessary
source of trophic support during the critical period of
CN development. Although the particular patterning
of sound-evoked action potentials was not necessary
for the normal cellular maturation of this second-order
nucleus, it had a significant impact on stimulus selectiv-
ity and circuit formation in downstream nuclei. For
instance, rearing animals in omnidirectional noise inter-
feres with low frequency signals necessary to calculate
interaural time differences. Absent these instructive
environmental signals, the MSO fails to develop at a nor-
mal pace and features widely branching axodendritic
MNTB synapses rather than the topographically focused
axosomatic synapses found in normally reared animals
(Seidl, 2005); Figure 2.5). Similarly, interaural level
difference tuning in brainstem neurons is significantly
altered when owls are reared with an earplug that
deprives them of normally calibrated binaural cues
(Mogdans, 1994).

2.3.7 Conclusions

In summary, functional circuit development and re-
finement in the auditory brainstem is thought to reflect

Normal
balanced activity

Ventral input
removed

Dorsal input
stimulated

FIGURE 2.6 Compartment-specific regulation of afferent activity

on dendritic structure in the chick nucleus laminaris (NL). NL neu-
rons have bipolar dorsal and ventral dendrites (black), receiving highly
segregated excitatory inputs by an axon from either the ipsilateral or
contralateral ear via the nucleus magnocellularis (NM). (Left), Under
normal physiological conditions, the two dendritic domains receive
balanced inputs (green), each elicited by one ear, and their dendrites
are of similar length. (Middle), Following the deafferentation of the in-
puts to one domain, e.g. when axons from one side of the brain get cut,
deprived dendritic branches rapidly retract, while the length of the
other dendrite remains unchanged. (Right) Physiological stimulation
of the axon inputs to one set of dendrites (red lightning bolt), but not
the other, leads to a growth of the stimulated dendritic branches and
a retraction of unstimulated dendritic domain.
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an interplay betweenmolecular cues coupledwith spon-
taneous and evoked action potential activity. Factors
such as connectional topography in the LSO and spatial
gradients of dendritic length in NL appear to be gov-
erned by intrinsic, activity-independent mechanisms
and form prior to the onset of hearing. Cochlear action
potentials before and after the onset of hearing predom-
inantly regulate the size and subcellular positioning of
synaptic contacts. The development of precise connec-
tivity is less categorical: the proper development of axo-
nal projections from the MNTB to MSO and LSO is
dependent upon afferent signaling after hearing onset,
the topographic specificity of SG connections into the
CN are subtly modified by afferent signaling, while ex-
citatory projections from the CN to their ipsilateral and
contralateral brainstem targets develop independently
of cochlear signaling (although they make aberrant con-
nections should one cochlea be removed).

Compared to peripheral circuits, which havematured
inmany respects by hearing onset, brainstem circuits un-
dergo additional refinement after sound-evoked activity
is introduced to the system. These phenomena are likely
to contribute to the progressive improvement in infant
auditory perceptual acuity in humans and animals. For
example, human infants become increasingly capable
of resolving the fine positioning of sounds along a hori-
zontal plane, which may reflect the developmental cali-
bration of synaptic properties within the MSO and LSO.
Other aspects of phonological development, including
the neural specializations that underlie the acquisition
of language, can only be understood by examining the
development of functional circuits in higher levels of
the central auditory system.

2.4 DEVELOPMENT OF AUDITORY
MIDBRAIN AND FOREBRAIN CIRCUITS

Higher auditory circuits are assembled from a diverse
set of excitatory and inhibitory connections arising from
three critical sources: 1) the inferior colliculus (IC), a
midbrain auditory brain structure, 2) the medial genicu-
late (MG) and reticular (Rt) divisions of the thalamus,
and 3) the auditory cortex (Actx) (Figure 2.7). These nu-
clei are interconnected through a complex array of feed-
forward, feedback and intrinsic connections. Inputs
from the two ears are heavily intermixed, given the feed-
forward binaural inputs from the MSO and LSO as well
as interhemispheric connections between each IC and
Actx. Both the IC and MG are obligatory relays for audi-
tory signals reaching the Actx and, consistent with brain-
stem circuits, a tonotopic organization within these
connections is evident 5-7 days before birth in rodents,
long before the initiation of afferent signaling from the
periphery.

2.4.1 Development of Thalamocortical Subplate
Circuitry

Compared to the wealth of studies in NL, LSO and
MSO, functional circuit developments in higher auditory
brain areas have yet to be characterized in detail at the
cellular level. One emerging exception is the observation
of a transient microcircuit linking the neonatal thalamus
and cortex. Cortical neurons originate from the ventric-
ular zone and reach their final positions within the six-
layered cortical plate via local radial migration or, in
the case of several classes of inhibitory interneurons,
via long-distance horizontal migration along the rostral
stream (additional information on patterning and neural
migration within the cerebral cortex can be found in
Rubenstein and Rakic, 2013). Subplate neurons (SPN) re-
side in the white matter beneath the cortical plate, phys-
ically interposed between the ascending MG axons and
the incipient circuits forming in the more superficial
layers of the cerebral cortex (for a comprehensive review
of subplate neurons, see (Kanold, 2010)).

SPN development occurs at an accelerated pace com-
pared to the other cortical neurons; SPNs are among the
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FIGURE 2.7 Organization of higher auditory circuits. Schematic
of a horizontal section through a rodent brain. Convergent bilateral in-
put from the brainstem (white arrows) projects to the inferior colliculus
(IC), an auditorymidbrain structure (5). The IC connects to the auditory
thalamus (6) and cortex (7) through a complex chain of feedforward,
feedback and intrinsic excitatory (green) and inhibitory (red) connec-
tions. MG¼medial geniculate body, Rt¼ reticular nucleus of the thal-
amus, Actx¼auditory cortex. Top of the figure is rostral (i.e., anterior),
bottom is caudal (i.e., posterior).
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first neurons to appear in the cerebral cortex, the first
cortical neurons to fire action potentials, and are almost
completely eliminated around the time of hearing onset.
SPNs have elaborate dendritic trees that integrate excit-
atory inputs from the MG and local inhibitory inputs.
SPN axon terminals ramify extensively in the same
layers of the cerebral cortex that will receive the bulk
of direct axonal input from the MG in subsequent stages
of development. SPNs have high input resistances, rela-
tively depolarized resting membrane potentials and are
electrically coupled to one another via gap junctions,
making them a sensitive and potent source of excitatory
input to Actx prior to hearing onset.

Their precocious morphological and biophysical de-
velopment combined with their physical position be-
tween MG and Actx make SPNs ideal interlocutors in
the postnatal assembly of thalamocortical circuits. In-
deed, as represented in Figure 2.8, MG axons innervate
the subplate days before birth and wait there for days
or weeks (depending on the species) before innervating
the middle cortical layers. During this waiting period,
SPNs make excitatory glutamatergic projections to excit-
atory and inhibitory neuron subtypes within Actx,
potentially providing a source of activity-dependent
synaptic refinement before connections are established
with the MG.

2.4.2 Postnatal Development of Local
Cortical Circuits

Cortical circuits undergo a subsequent wave of refine-
ment during the second postnatal week, after the

majority of SPNs have been eliminated. At the onset
of hearing, sound-evoked responses in Actx are re-
stricted to frequencies at the center of the hearing range
presented at high sound levels. Over the following 2–3
days, response thresholds decrease and sensitivity to a
broader range of sound frequencies begins to emerge.
Following this brief period of change, which almost cer-
tainly reflects peripheral maturation, recordings from
Actx neurons reveal a gradual improvement in their
ability to synchronize action potential timing to rapid
modulations of an incoming sound source. This im-
provement in cortical temporal processing is a hallmark
feature of central auditory development and thought to
be essential for the accurate encoding of important envi-
ronmental sounds such as speech.

Through targeted recordings of excitatory and inhib-
itory neuron subtypes in Actx using an in vitro brain
slice preparation, researchers have discovered that the
progressive elimination of temporal “sluggishness” to-
wards the end of the second postnatal week is associated
with a confluence of synaptic and intrinsic changes in
Actx neurons. In addition to afferent input from MG,
acetylcholine (ACh)-positive axon terminals from neu-
rons located in the basal forebrain begin innervating
the Actx in postnatal week 1 and reach adult levels by
postnatal week 2. The maturation of cholinergic termi-
nals coincides with significant changes in the levels or
composition of nicotinic ACh receptors and NMDA re-
ceptors (nAChRs and NMDARs, respectively) in Actx
(Metherate, 2003). Although ACh does not excite Actx
neurons directly, it can enhance excitatory transmission
indirectly by binding to nAChRs, which in turn modu-
late glutamatergic NMDARs. The decline of nAChRs
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FIGURE 2.8 Subplate neurons form a transient microcircuit linking the auditory thalamus and cortex. Subplate neurons (SPNs, squares)
mediate excitatory signaling from the medial geniculate nucleus of the thalamus (MG, diamond) to excitatory (triangle) and inhibitory (circle)
cells in the auditory cortex (Actx, triangle). Shortly after birth (left), SPNs are believed to be the exclusive source of subcortical input to Actx.
In the days hearing onset (middle), SPNs mediate direct excitatory projections to Actx before they are eliminated, shortly thereafter (right). Green
ellipses¼glutamate receptor, red ellipses¼GABA receptor, black ellipses¼electrical synapse.
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in Actx by postnatal week 3 works synergistically with
changes in AMPA and NMDA glutamate receptor sub-
unit composition to reduce the duration and increase
the amplitude of excitatory postsynaptic currents in
Actx (Figure 2.7(a)). Thus, the transient appearance of
nAChRs during postnatal week 2 represents a critical pe-
riod during which ACh can prolong the time course of
NMDA-dependent synaptic excitation around the pe-
riod of hearing onset.

The sharpening of synaptic excitation in Actx around
the time of hearing onset is mirrored by a progressive en-
hancement of synaptic inhibition. Presynaptically, the
voltage-gated Kþ channel subtypes present in GABAer-
gic interneurons change significantly over the first three
weeks of postnatal development to adjust the resting
membrane potential and shorten the refractory period
following an action potential. These biophysical changes
are complemented by the progressive loss of GABAB re-
ceptors on presynaptic interneurons, enabling higher
sustained firing rates without fatiguing. Postsynapti-
cally, the GABAA receptor subunit composition in excit-
atory Actx neurons changes over the first weeks of
development to eliminate the a3 subunit in favor of
the a1 and b2/3, both of which are associated with faster
inhibitory synaptic current rise times (Figure 2.9(a)).
Collectively, these intrinsic and synaptic changes in
the time course of excitatory and inhibitory synaptic

transmission endows Actx neurons with an improved
ability to track rapid temporal fluctuations in sound sig-
nals with high fidelity (for review see Sanes, 2009).

2.4.3 Afferent Regulation of Higher Auditory
Circuit Development

Detailed characterizations of auditory brainstem cir-
cuit development in the absence of cochlear signaling
have revealed a combination of activity-dependent and
activity-independent processes. To assess the generality
of these principles throughout the central auditory
pathways, researchers have also examined the role of
an intact periphery on the maturation of IC and Actx
circuits. The potentially confounding influence of CN
degeneration has been avoided in this type of experi-
ment by bilaterally removing the cochleae after the crit-
ical period for CN cell death, but before the onset of
hearing, such that higher auditory circuits have the po-
tential to be shaped by spontaneous – but not sound-
evoked – action potentials.

Recordings made in the acute brain slice preparation
weeks after cochlear ablation reveal dramatic alterations
in the strength and time course of excitatory and inhib-
itory synaptic currents in the IC (Figure 2.9(b)) and
Actx (Figure 2.9(c)). Compared to control slices taken
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FIGURE 2.9 Afferent regulation of higher auditory circuits. (a-c) Black lines represent excitatory (upward) and inhibitory (downward) syn-
aptic currents recorded from brain slices containing auditory cortex (a, c) or inferior colliculus (b) neurons. Auditory cortex neurons display faster
and stronger synaptic currents over development based on changes in intrinsic and synaptic properties. This process is arrested following bilateral
cochlear ablation, wherein neurons are hyperexcitable and display immature temporal dynamics. Current amplitude is plotted on the vertical axis.
(d) Lateral surface of the cat brain. Gray denotes total area of auditory cortex in normal cats. Black square denotes area from which neurophys-
iological signals are measured in panels e and f. D¼dorsal, R¼ rostral, V¼ventral C¼caudal. Horizontal bar¼1 cm. Inward negative EPSCs are
plotted upwards, and outward positive IPSCs are plotted downwards, by convention. (e-f) Areal extent of neural responses in auditory cortex
evoked from activation of a stimulating electrode implanted proximal to the auditory nerve fibers in acutely deafened (e) or congenitally deaf
(f) cats. Current traces in (b) and (c) are adapted from data presented in Sanes and Bao, 2009.
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from normally hearing animals, neurons in cochlear-
ablated slices areas show weaker, prolonged inhibition
that is qualitatively similar to activity found in normal
animal prior to hearing onset. Synaptic excitation is also
prolonged in a similar fashion to pre-hearing animals,
yet the amplitudes are far greater than those observed
in the course of normal development, suggesting that
deafferentation tips the homeostatic balance between ex-
citation and inhibition towards greatly enhanced excit-
ability, in a similar fashion to the CN (Kotak, 2005).

Recent studies have identified a combination of intrin-
sic and synaptic factors that may explain the failure
of synaptic inhibition to mature normally. In terms of
intrinsic biophysical mechanisms, the first postnatal
weeks are marked by a substitution of voltage-gated Kþ

channels that mediate faster membrane kinetics as well
as the appearance of a Kþ-dependent intracellular chlo-
ride transporter, KCC2. During the first week of postnatal
development, when KCC2 expression levels are low,
intracellular chloride concentrations are higher than
the electrochemical equilibrium potential and GABA re-
lease from inhibitory neurons induces a depolarization
of the membrane potential in postsynaptic neurons,
rather than the expected hyperpolarization. As levels
of membrane-bound KCC2 increase in the second week
of postnatal development, greater amounts of intracel-
lular chloride are extruded into the extracellular space,
thereby lowering the equilibrium potential and estab-
lishing the normal hyperpolarizing influence of GABA.
This developmental process is arrested in the IC of
cochlea-ablated animals, where the inhibitory reversal
potential can be elevated by as much as 24 mV above
normally hearing age-matched controls, reducing the
hyperpolarizing effect of GABA binding. Although
overall expression levels of KCC2 are not affected,
pharmacological experiments reveal that cochlear abla-
tion arrests the normal age-dependent maturation of
KCC2 function, contributing to reduced levels of inhib-
itory signaling (Vale, 2003).

A synaptic piece of the puzzle was discovered
through a comparison of GABAA receptor subunit com-
position in the Actx of normal and deafferented animals.
Recall from the description above that GABAA receptors
composed of the a1 and b2/3 subunits appear during the
second postnatal week and are partially responsible for
the transition to shorter, larger-amplitude inhibitory
synaptic currents. Following bilateral cochlear ablation,
juvenile Actx neurons fail to express the mature form of
the membrane-bound GABAA receptor, thereby pre-
venting the sharpening of the inhibitory postsynaptic
currents observed in age-matched controls (Kotak,
2008). Taken together, these results demonstrate a broad
spectrum of intrinsic and synaptic events that fail to de-
velop in the absence of sound evoked-activity. The
sum total of these events render IC and Actx neurons

incapable of tracking rapid fluctuations in sound proper-
ties, an essential characteristic of normal hearing.

2.4.4 Developmental Regulation over
Reinstating Hearing in the Deaf

Synaptic transmission studies in the brain slice prep-
aration shed some light on the molecular targets of affer-
ent signaling and help to identify the complications and
possibilities associated with reinstating hearing in deaf
individuals. Unlike birds, and other non-mammalian
vertebrates, which can regrow hair cells throughout life,
mammals are born with all the cochlear hair cells they
will ever have. Nevertheless, hearing is a possibility
for profoundly deaf individuals through the use of the
cochlear implant, a neural prosthetic device that by-
passes the dysfunctional transduction machinery within
the cochlea and reinstates afferent signals through direct
electrical stimulation of auditory nerve fibers. Approxi-
mately 200,000 individuals have been fitted with co-
chlear implants over the past 40 years and it was
discovered early on that the age of surgical implantation
plays a crucial role in the quality of hearing experienced
by cochlear implant users. While post-lingually deaf in-
dividuals often recover acceptable hearing and speech
recognition whether they are implanted as children or
adults, congenitally deaf individuals stand the best
chance of experiencing the full benefit of the cochlear im-
plant if they undergo the implantation procedure at an
early age, typically by the time they are 7 years old
(Dorman, 2007).

Through careful study of cochlear implants in a spe-
cial breed of congenitally deaf cats, researchers have be-
gun to understand how auditory brain areas represent
signals delivered through the cochlear implant and the
manner by which these representations are shaped
through development and experience. As an experimen-
tal control, normally hearing cats are acutely deafened
with an ototoxic drug and immediately fit with a co-
chlear implant. Neural recordings are made from the
Actx of acutely or congenitally deaf cats at various ages
in response to brief electrical pulses delivered the audi-
tory nerve (Figure 2.9(d)). A comparison of activation
patterns across development in acutely deafened cats re-
veals an exuberant spatial spread of neural activity
across the Actx in young kittens that is culled to a topo-
graphically restricted activation area by 3 months of age
(Figure 2.9(e)). By contrast, activating the implant in
congenitally deaf kittens at 1.5 months evokes a weak
cortical response (Figure 2.9(f)). At 3 months postnatal,
deaf cats show the exuberant activation patterns compa-
rable to normally hearing kittens at 1.5 months and these
activation areas are not consolidated until early adult-
hood (Kral, 2005). The hyper-excitability of the Actx in
congenitally deaf cats at three months may stem from
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the diminished synaptic inhibition and augmented syn-
aptic excitation observed in brain slices of rodents that
undergo cochlear ablation in infancy (Figure 2.9(c)).

Although the mechanisms governing the recovery of
hearing in cochlear implant users remain unclear, one
possible clue has been found through analyzing the end-
bulb of Held synapse in deaf cats that began hearing
through chronic use of the cochlear implant at an young
age. As described previously, the endbulb synapse fails
to develop normally in the absence of cochlear signaling.
Strikingly, the endbulb synapse from cats using the co-
chlear implant for 3 months beginning at an early age
was largely indistinguishable from normally hearing
cats (Ryugo, 2005). Therefore, reinstating afferent activ-
ity to the central auditory system in early life can rescue
the progressive synaptic degradation observed at sev-
eral levels of the central auditory system.

2.4.5 Experience-Dependent Influences
on Functional Circuit Development

For the most part, the influence of afferent signaling
on neural circuit development has been described in
the context of all-or-nothing manipulations; compari-
sons to normally hearing animals are made through co-
chlea removal, genetic deafness, or pharmacological
silencing of the auditory nerve. However, many facets
of auditory perceptual development depend upon the
specific patterns of auditory experience rather than its
presence or absence. For example, before a child utters
a first word in its native language, it will have been ex-
posed to hundreds of thousands of words that bear the
phonemic structure specific to that language. One school
of developmental cognitive psychology has argued that
this repeated auditory exposure to speech sounds, when
appropriately timed during childhood development,
“primes” the auditory and vocal motor areas of the brain
to specialize in the nuances of a given language. A half
century of inspired neurobiology and neuroethology re-
search has shown that the processes through which
songbirds learn their vocal repertoire offers a striking
parallel to human language acquisition. Song and speech
learning both involve a complex interplay between in-
nate predispositions and experience, both forms of learn-
ing are shaped by developmental critical periods, both
require skilled control over the motor vocal apparatus,
and both depend upon precisely calibrated auditory
feedback (for a review of song learning, the reader is re-
ferred to (Brainard, 2002).

Although the circuitry underlying song acquisition is
more closely linked to sensorimotor integration than au-
ditory processing per se, auditory experience has also
been found to exert a profound influence over the devel-
opment of dedicated auditory circuitry within IC and

Actx. In rodents, a tonotopic map of preferred sound fre-
quency tuning can be readily delineated from the pri-
mary field of the auditory cortex (AI), which is visible
along the lateral surface of the brain (Figure 2.10(a)). In
mature animals, the tonotopic map features an orderly
low-to-high gradient of frequency tuning across the
posterior-to-anterior extent of AI, with similar tuning
organized into orthogonal iso-frequency contours
(Figure 2.10(b)). Most recording sites feature closely
matched frequency tuning for tones presented to each
ear, albeit tuning evoked from contralateral stimuli is
more robust than the weaker, high-threshold tuning
for tones presented to the ipsilateral ear. By contrast
to the adult map, AI recordings made shortly after
the onset of hearing (P11-14) reveal narrowly tuned,
high threshold responses restricted to the middle fre-
quency regions of the tonotopic map (Figure 2.10(c)).

A series of studies over the past decade demonstrate
that experimentally modifying the ambient acoustic en-
vironment experienced by young animals during critical
periods of higher auditory circuit development can
dramatically alter the normal developmental sequence
described in Figures 2.10(b) and 2.10(c). For example,
rearing litters of rodents in a sound environment domi-
nated by the repeated presentation of a single tone at a
fixed frequency more than doubles the area of
the tonotopic map tuned to that exposure frequency
(Figure 2.10(d)). As illustrated in Figure 2.10(d), expo-
sure to a repetitive middle frequency tone for just 96
hours beginning at the onset of hearing is associated
with an expansion of the corresponding area within
the tonotopic map at the expense of flanking frequency
representations. The tonotopic map retains this distorted
organization into adulthood despite the fact that animals
hear normal acoustic stimuli from P16 onwards. Con-
versely, rearing animals older than P16 to the repeated
single frequency has no effect on the map regardless of
the length of exposure time (de Villers-Sidani, 2007). Sim-
ilar effects of tone rearing have been reported in the IC.

Whereas rearing animals in fixed frequency tone
environments induces a region-specific reallocation of
territory within the cortical map, rearing animals in
broad-spectrum noise is associated with a degeneration
of Actx tonotopy and an abundance of recording sites
with abnormally broad tuning (Figure 2.10(e)). Similar
to the extended visual cortex critical periods observed
in animals reared in total darkness, the critical period
for the effects of single tone exposure is abnormally
prolonged in animals reared in white noise. Thus, depri-
vation of patterned acoustic input postpones the flip
of a molecular switch that normally limits the critical
period, and the effects of singe tone exposure can distort
the map many weeks after the critical period would
normally have closed (Chang, 2003). That a critical pe-
riod normally observed in infancy can be delayed
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into adulthood supports the possibility that progressive
development of auditory feature representation in Actx
may be more closely linked to an experiential timeline,
rather than a strict chronological timeline.

A parallel can also be drawn between the reversible
lid suture method used extensively in studies of visual
cortex development and the effects of reversible ear ca-
nal ligation on Actx and IC development. Ligating the
ear canal temporarily interferes with the transmission
of acoustic signals to the middle ear, and ultimately
the brain, particularly at high frequencies. By reopening
the ear canal prior to recording from the contralateral AI,
researchers have observed a degraded tonotopic map
populated by weak high-threshold responses to contra-
lateral tones and the occasional absence of contralateral
tuning in higher frequency regions of the map (Popescu,
2010). By contrast to the contralateral bias observed in
normal animals (Figure 2.(10)b), the quality of tuning
for stimuli delivered to the ipsilateral ear is often superior
to the normally dominant contralateral ear (Figure 2.10
(f)). Interestingly, ipsilateral inputs were only enhanced

when the ear canal was ligated in infant and juvenile
animals, but not in adulthood. Collectively, these results
indicate that the allocation of representational resources
within theActx and IC is quite dynamic and can be adap-
tively reassigned to the inputs that are most prominent
during critical periods of early postnatal development.

2.4.6 Conclusions and Directions for Future
Research

Compared to the periphery and brainstem, the assem-
bly of circuits in higher auditory brain areas appears to
be particularly sensitive to sound-evoked patterns of af-
ferent action potentials. Eliminating hearing or even per-
turbing the normal balance of signals between the ears or
across various frequency channels can dramatically alter
auditory signal processing. This plasticity has been
documented at multiple levels of analysis, ranging from
the synaptic transmission between two neurons up to the
coordinated arrangement of frequency tuning across
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FIGURE 2.10 Experience-dependent map reorganization in the developing auditory cortex. (a) Photograph of the lateral surface of the rat-
brain. Color gradient denotes the position and orientation of the tonotopic mapwithin the primary auditory cortex (AI). Horizontal line¼1 cm. (b-
f) Schematics of tonotopic maps reconstructed from microelectrode recordings of tone-evoked action potentials at approximately 100 different
points within AI. At each recording site, the frequency response area (grayscale surface plots) is determined by presenting tones at various fre-
quencies and levels and identifying the frequency to which the neuron is tuned at its threshold intensity (indicated by the color of each dot). (B)
Normal adult animals display a smooth and orderly tonotopic gradient in which neurons at the caudal and rostral boundaries of AI prefer low and
high frequency tones, respectively. Neurons are tuned to the same frequency for sounds presented to each ear, yet responses to the contralateral ear
are more robust than the ipsilateral ear. (c) Tonotopy at the onset of hearing is narrow, high-threshold and restricted to low frequency areas of the
map. Open circles denote recordings sites with no evoked response. (d) Rearing rodents in acoustic environments dominated by presentation of a
singlemiddle frequency tone (represented by green colors and vertical arrows on surface plots) show an over-representation of that tone frequency
within the tonotopic map such that recording sites at distant points within the map have similar tuning. (e) Rearing rodents in continous white
noise is associated with a disrupted tonotopic map featuring numerous recording sites with abnormally broad frequency tuning (represented by
gray dots). (f) Reversibly closing the contralateral ear during critical periods of development is associated with an over-representation of low fre-
quency tones, the loss of contralateral tuning at several points (open circles) and an enhancement of tuning strength to tones delivered to the
developmentally unobstructed ipsilateral ear.
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hundreds of thousands of neurons. Although circuit re-
organization at higher levels of the auditory system is
striking, additional information on the normative course
of development in the IC, MG and Actx as well as a dee-
per mechanistic understanding about the contributions
of transient microcircuits such as the SPN to circuit as-
sembly prior to hearing onset will greatly aid efforts to
understand how the stable networks that underlie nor-
mal hearing are constructed. Absent data that bridge
the gap between synapses and neural networks in nor-
mally developing animals, it is difficult to knowwhether
activity- or experience-dependent modifications derail
normal development or introduce an abnormal outcome
following the conclusion of normal maturation.

The past fifty years of auditory developmental re-
search have revealed a great deal about the interplay be-
tween intrinsic molecular events and dynamic electrical
signaling in functional circuit maturation. The scope of
research in the coming years may widen to include other
biological factors that help to shape functional circuits.
Although neurons are the central players in functional
circuits, they do not operate in isolation. Networks of
developing non-sensory glial cells, cells that form the de-
veloping vasculature and the molecules that form the
extracellular matrix play may key roles in modulating
neural signaling and providing a physical substrate for
growth. As we have seen in the cochlea, the non-sensory
cells that make up Kölliker’s organ may act as the cata-
lyst for electrical signaling throughout the pre-hearing
auditory system and it is probable that exciting new con-
nections between neural development and the non-
neural cells and molecules that support them remain
to be discovered. On the other end of the spectrum, it will
be important to link the observations made at a neurobi-
ological level to their potential behavioral consequences
measured at the level of the whole organism. Demon-
strations of abnormal circuit connectivity or map organi-
zation are worthwhile and interesting in their own right,
but take on additional importance when they can be as-
sociated with changes in perceptual abilities. Studies
that bridge the gaps between these various levels of anal-
ysis and stations of processing along the auditory path-
way promise to reveal more about the etiology and
therapeutic possibilities for treating hearing impair-
ment, and may teach us a great deal about the funda-
mental principles of neural development.
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3.1 NOMENCLATURE

Anatomically, the tectum is that portion of the mesen-
cephalon, or midbrain, sitting between the hindbrain
and the forebrain. The name is the Latin word for roof
and reflects the view of early anatomists that the tectum
formed a roof over the fluid-filled cerebral aqueduct and
the tegmentum. In mammals, it sometimes is referred to
as the tectal plate (or quadrigeminal plate) and is composed
of two pairs of bumps or colliculi (collis means hill in
Latin), one on each side of themidbrain. Themore rostral
pair is referred to as the superior colliculi, and the more
caudal pair is known as the inferior colliculi.

However, the reader should be aware that there is
some confusion in the nomenclature. The term optic tec-
tum (OT) properly refers to the nonmammalian homolog
of the superior colliculus (SC), and its name reflects its
preeminent visual role in these animals. Thus, discus-
sions of the OT are generally specific to the major central
nervous system visual nucleus in birds, reptiles, am-
phibians, and fish, animals from which much has been
learned about the function of the OT. But while themam-
malian homolog of the OT is called the superior colliculus,
projections to and from it are called tectopetal (e.g., retino-
tectal, corticotectal) and tectofugal (e.g., tectoreticular,
tectospinal), respectively. The confusing nature of this
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nomenclature is compounded by the tendency of some
to refer to the SC as the OT and of others to use colli-
culo(ar) for tecto(al).

The primary subject of the following discussion is the
SC; however, the OT and SC have fundamental func-
tional similarities, and research on the OT will be re-
ferred to when it is instructive for understanding SC
organization, function, or both.

3.2 FUNCTIONAL ROLE

Although the SC, like its nonmammalian counterpart,
is clearly visually dominant, it is not strictly visual, and
neither is the OT. Furthermore, the role of the SC is not
restricted to visuomotor behavior (nor is the OT). Rather,
it is a multisensory structure that contains visual, audi-
tory, and somatosensory representations, all of which
contribute to its role in initiating orientation and locali-
zation behaviors that involve multiple sensory organs.
Thus, although the visuomotor role in gaze shifts (i.e.,
movement of the eyes with or without corresponding
movement of the head) is well known (Sparks, 1986), it
also is involved in orientation of the ears (Stein and
Clamann, 1981) and limbs (Stein and Gaither, 1981;
Stuphorn et al., 2000). It is best to think of the SC as in-
volved in the transformation of sensory signals (visual,
auditory, and somatosensory) into motor commands.

Its ability to represent salient stimuli and engage in
sensorimotor transduction so that the organism can ini-
tiate rapid orientation to the initiating event is critical to
survival. The rapid maturation of the SC compared with
that of the cortex reflects its importance in minimizing
early ecological vulnerabilities as neonates develop
greater independence. This is especially evident in altri-
cial species, whose birth at an early stage of maturation
makes observation of neural development far easier than

in their precocial counterparts. However, in the adult
stage of both altricial and precocial species, the commu-
nication between the cortex and SC reaches its apex,
and their complementary and interdependent functions
become linked through their reciprocal connections.

Before discussing the developmental features that
render the SC capable of performing its adult role or
how its inherent plasticity is reflected in changes result-
ing from sensory experience, trauma, or both, it first is
necessary to describe its overall structure and function
in the mature brain. A discussion of the major features
of this remarkable structure follows.

3.3 GENERAL ANATOMICAL
ORGANIZATION OF THE SUPERIOR

COLLICULUS

The SC is a laminated structure, composed of seven
alternating fibrous and cellular layers (Kanaseki and
Sprague, 1974), as shown in the illustration of a cat in
Figure 3.1. Operationally, however, it is divided into
two broad regions: superficial (I–III) and deep (IV–VII)
layers (Edwards, 1980; Harting et al., 1973; Stein, 1984).
The former is strictly visual. It receives a substantial di-
rect projection from the retina, as well as many visual
projections indirectly from a host of other subcortical
and cortical structures (Edwards et al., 1979). Its outputs
ascend the neuraxis via the sensory thalamus and are re-
layed from there to the extrastriate cortex. Its descending
projections pass through the deeper layers to target an-
other visual site, the parabigeminal nucleus.

In contrast, the deep layers of the SC contain a much
more heterogeneous group of neurons, which includes
recipients not only of visual inputs (few come directly
from the retina, but many are relayed from other brain
regions, especially the cortex) but also of inputs from

Superior colliculus

SuperficialSZ
SGS

SO
SGI

SAI
SGP

SAPDeep

FIGURE 3.1 Lateral view of the cat brain
and superior colliculus (SC). A portion of cor-
tex has been removed to reveal the SC and IC
(unlabeled). A coronal section of the SC to the
right shows its layers: SZ, stratum zonale;
SGS, stratum griseum superficiale; SO, stra-
tum opticum; SGI, stratum griseum interme-
diale; SAI, stratum album intermediale; SGP,
stratumgriseumprofundum; SAP, stratum al-
bum profundum. Reproduced from Stein BE,

Meredith MA (1993) The Merging of the Senses.
Cambridge, MA: MIT Press.
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the auditory, somatosensory, and motor systems (Stein
and Meredith, 1993). In keeping with their role in senso-
rimotor transformation, the deeper layers send heavy
descending projections to the regions of the brainstem
and spinal cord that control movements of the eyes, ears,
head, and limbs, as well as outputs to nonspecific
sensory and motor areas of the thalamus (Edwards,
1980; Edwards and Henkel, 1978; Edwards et al., 1979;
Harting, 1977; Harting et al., 1973, 1980; Moschovakis
and Karabelas, 1985; Redgrave et al., 1985, 1986a,b;
Rhoades et al., 1987; Sommer and Wurtz, 1998, 2004a,b;
Stein andEdwards, 1979;Weber et al., 1979). It is the deep
layers that are most closely associated with the sensori-
motor roles for which the SC is best known; because they
contain neurons responsive to multiple sensory modali-
ties, they are referred to as the multisensory layers.

3.4 SPATIAL TOPOGRAPHIES,
MULTISENSORY INTEGRATION,

AND MOTOR OUTPUT

3.4.1 Visuotopy

Physically, the SC is aligned with the general axis of
the brain, so its rostral pole points forward and its caudal
pole points backward. Neurons in its superficial visual
layers are arranged in a visuotopic (i.e., retinotopic)
map of contralateral visual space and the map in the
cat SC (e.g., see Feldon et al., 1970) is generally represen-
tative of those in animals having forward-facing eyes
(see Cynader and Berman, 1972 for a description inmon-
keys). SC neurons having receptive fields in central vi-
sual space are located rostrally in the structure and are
the smallest. Thus, this portion of the map has the great-
est spatial resolution. Neurons having receptive fields
progressively more peripheral (i.e., temporal) in space
are located progressively more caudal in the structure
and are the largest. This portion of the map has the low-
est spatial fidelity. In short, the horizontal meridian from
central to peripheral visual space runs roughly rostro-
caudal. The vertical meridian is roughly orthogonal to
the horizontal meridian, with superior visual space
represented medial and inferior space represented lat-
eral. The central visual point (i.e., the fovea in primates
and area centralis in carnivores) is the point at which the
horizontal and vertical meridians cross.

The central representation of visual space is expanded
in the SC. Thus, for example, the central 10� of space oc-
cupies more than a third of the tissue devoted to the map
in the cat SC andmore than half the tissue inmonkey SC.
In some species, such as the cat, neurons located rostral
to the vertical meridian extend the map to represent up
to 10� of the ipsilateral hemifield. This nasal representa-
tion is essentially nonexistent in monkeys (Cynader and

Berman, 1972), but is much larger in animals such as rats,
which have eyes on the sides of their head (e.g., see
Siminoff et al., 1966).

A retinotopic organization is also characteristic of the
OT, although in some nonmammalian species, the verti-
cal and horizontal meridians are not always as well
aligned with the brain’s rostrocaudal axis as they are
in mammals (e.g., see Gaither and Stein, 1979). The ubiq-
uity of a retinotopy likely represents the ease of using a
map to determine the location of a visual event and of
transforming the visual cues it provides into motor coor-
dinates for orientation responses. However, this sensori-
motor transduction is primarily a function of the deep
(i.e., multisensory) layers of the SC, which also contain
a map of the visual space.

The retinotopy in the deep layers is similar to that of
the overlying superficial layer map; however, the source
of visual afferents differs somewhat. Receptive fields are
considerably larger than those in the overlying layers,
and as a result, there is lower spatial resolution in this
visual map (McIlwain, 1975, 1991; Meredith and Stein,
1990). Yet, it has a better representation of the far periph-
ery and also extends a bit further into the ipsilateral
hemifield than does the superficial layer map
(Meredith and Stein, 1990). Shifts in receptive field size
follow the same trend as those in superficial layers, with
central visual fields being the smallest and far peripheral
receptive fields being the largest. But the visual map in
the multisensory layers is only one of three overlapping
spatiotopic sensory representations in this region of the
structure.

3.4.2 Somatotopy

The somatosensory representation in the multisen-
sory SC is largely of the cutaneous surface and its
maplike representation is called ‘somatotopic.’ Its rela-
tionship to the visuotopic representation has also been
studied most extensively in cats (see Meredith et al.,
1991; Stein et al., 1975; but see also Benedetti and
Ferro, 1995; Dräger and Hubel, 1975; McHaffie et al.,
1989). Like the visual representation, it is formed from
comparatively large receptive fields that are organized
into a map of the body, with a geometric expansion of
the representation of the face and head. The face repre-
sentation is made up of the smallest receptive fields, is
located rostrally, and roughly overlaps the representa-
tion of central visual space. The body and rump are
represented more caudal and the limbs extend laterally,
so that the upper body space is represented medially to
coincide with the representation of upper visual space
and the lower body space is represented laterally to co-
incide with the representation of lower visual space.
Given that the SC also receives inputs from pathways
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carrying information about potentially harmful stimuli,
it is not surprising to find that it also has neurons respon-
sive to noxious stimuli (Stein and Dixon, 1978, 1979).
These neurons have many of the same properties found
in structures better known for dealing with nocicep-
tive information (Larson et al., 1987; Rhoades et al.,
1983). Although this representation has been studied
only in rodents and is largely restricted to the face and
forelimb (McHaffie et al., 1989; see also Auroy et al.,
1991), it incorporates the same general topographic
features employed by the other sensory maps (Stein
and Meredith, 1993).

3.4.3 Audiotopy

Unlike the visual and somatotopic maps, which are
formed directly via afferents from different regions of
the retina or skin (albeit with some geometrical distor-
tions), the spatiotopic nature of the auditory representa-
tion must be derived via neural computation based on
comparisons of the timing, intensity, and frequency of
the sound signals at the two ears. Although the term
‘audiotopic’ is not commonly used and hence seems a
bit awkward, it is as appropriate as ‘retinotopic’ and
‘somatotopic’ in this context. Its properties have also
been examined closely in cats and follow the same gen-
eral organizational features of the maps that have been
outlined earlier. Forward auditory space is represented
in the rostral aspect of the structure, temporal auditory
space in its caudal aspect, and superior–inferior space
is laid out along its mediolateral axis (Middlebrooks
and Knudsen, 1984; see also Palmer and King, 1982;
King and Palmer, 1983).

3.4.4 Multisensory Integration

The alignment of SC sensory maps is evident in the
overlap amongmodality-specific receptive fields of mul-
tisensory SC and OT neurons. Indeed, the individual
maps are largely a reflection of the receptive field prop-
erties of multisensory neurons that, in cats at least, com-
prise the majority of sensory responsive neurons in the
deep layers. Each multisensory neuron has at least two
receptive fields, one for each of the sensory modalities
to which it responds (e.g., see Stein and Meredith, 1993
for a review). For example, a visual–auditory neuronwith
a visual receptive field in central visual spacewill have an
auditory receptive field in an overlapping region of cen-
tral visual space, so that only visual and auditory cues
from roughly the same locations will affect that neuron.

A key element of SC function is derived from the abil-
ity of multisensory neurons to integrate the influences of
the different sensory modalities and the nature of such
integration hinges strongly on map alignment. While

much of the information about multisensory integration
comes from studies of single neurons in cat SC, similar
observations have also been made in the SC and OT of
other species (see, e.g., Bell et al., 2001, 2005; Gaither
and Stein, 1979; Hartline et al., 1978; King and Palmer,
1978; Stein and Gaither, 1981; Van Wanrooij et al., 2009;
Wallace et al., 1996; Zahar et al., 2009). Operationally de-
fined, ‘multisensory integration’ is the process by which
stimuli from different senses combine (i.e., cross-modal)
to produce a response that differs from those produced
by the component stimuli individually. At the level of
the single neuron, integration corresponds to a statistically
significant difference between the number of impulses evoked by
a cross-modal combination of stimuli and the number evoked by
the most effective of these stimuli individually (see Stein
and Stanford, 2008 for discussion). This difference can
be manifested as either a response increase or decrease,
depending on how the stimuli are configured in space.
Cross-modal stimuli that signal a common event (they
are in the same place at the same time) impinge on over-
lapping modality-specific receptive fields, and the inte-
gration of their influences yields response enhancement.
Conversely, modality-specific cues emanating from dis-
parate locations affect nonoverlapping regions of their re-
spective sensorymaps; disparate cues thus fail to produce
enhancement and, in some instances, produce response
depression (Kadunce et al., 1997). Examples of multisen-
sory integration that yield response enhancement and re-
sponse depression are shown in Figure 3.2.

Remarkably, convergence of inputs from different
senses alone is not sufficient formultisensory integration
in the SC. A matching set of converging unisensory in-
puts from association cortex is required (primarily from
the anterior ectosylvian sulcus (AES); Alvarado et al.,
2009; Fuentes-Santamaria et al., 2008a, 2009; Stein
et al., 1983 but also inputs from the rostral–lateral supra-
sylvian sulcus (rLS) play a role – see Jiang et al., 2001).
Without these cortical inputs, SC neurons respond to
individual cues from different senses but do not inte-
grate them to yield (Alvarado et al., 2007, 2008, 2009;
Jiang et al., 2001; Wallace and Stein, 1994). Rather, the
neural response to cross-modal stimulation is no greater
than that to the best of the stimulus components alone, a
finding that is mirrored by an absence of the multisen-
sory advantages that are typical of SC-mediated behav-
iors (Jiang et al., 2002, 2006, 2007; Wilkinson et al., 1996).
The requirement for cortical input has implications
for the development of SC multisensory integration
and the behaviors it supports, as will be discussed later
in this chapter.

Insofar as themagnitude of activity within SC sensory
maps corresponds to the physiological salience of an ex-
ternal stimulus, and thus the likelihood that it will gen-
erate a motor response, the implications of multisensory
integration for behavior are quite clear. Enhanced
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activity for spatially concordant cues corresponds to
an increased likelihood of stimulus detection and an
associated motor response to orient to that stimulus.
In contrast, the multisensory depression that results
from stimuli at competing locations would have an
opposing effect (Calvert et al., 2004; Gillmeister and
Eimer, 2007; Spence et al., 2004; Stein and Stanford,
2008). In either case, sensory-related activation must be
transformed into motor commands, which, like their
sensory counterparts, assume the form of a topographi-
cally organized map.

3.4.5 Mototopic Representation

Many of the neurons in the deep/multisensory layers
are output neurons that project to one or more brain-
stem and spinal cord regions responsible for moving
the eyes, ears, whiskers, head, and limbs (Coulter
et al., 1979; Edwards and Henkel, 1978; Grantyn and
Grantyn, 1982; Harting, 1977; Holcombe and Hall,
1981a,b; Huerta and Harting, 1982a,b; Moschovakis
et al., 1998; Weber et al., 1979; see Gandhi and
Katnani, 2011; Hall and Moschovakis, 2004; Sparks,
1986; Sparks and Mays, 1990 for reviews). The term
‘mototopic,’ like ‘audiotopic,’ is not in common usage
but, once again, seems equally appropriate in this con-
text, given the more commonly used terms ‘visuotopic’
and ‘somatotopic.’ By far, the most is known about the
motor topography for producing gaze shifts and for
movements of eyes (or the eyes and head) to place stim-
uli of interest into the line of sight. Accordingly, the mo-
tor map for gaze shifts is in register with the visual,
auditory, and somatosensory topographies; therefore,
the sensory evoked activity represents the distance and
direction of a stimulus from the current line of sight, and
the motor activity at that site represents a command for
shifting gaze to the corresponding distance and in the
corresponding direction.

The SC motor map is two-dimensional, with gaze
amplitude (from small to large) represented along its
rostrocaudal axis and gaze direction (from upward to
downward) represented along its mediolateral axis (du
Lac and Knudsen, 1990; Goldberg and Wurtz, 1972;
Pare et al., 1994; Robinson, 1972; Schiller and Stryker,
1972;Wurtz and Goldberg, 1972). In amanner analogous
to sensory receptive fields, constituent neurons of the SC
motor map have movement fields, such that they respond
most vigorously in association with gaze shifts within a
particular range of amplitude and direction, and gaze
shifts are produced consequent to the activity of their
premotor activity. Figure 3.3 illustrates a typical SC
movement field for a neuron recorded from the right
SC of amonkey. This neuron dischargesmost vigorously
(peak of the 3D plot) for saccades having a direction of
approximately 190� (leftward and slightly downward)
and having an amplitude of approximately 7� of visual
angle (i.e., deviation of eye from the straight ahead posi-
tion). Considered in the context of the motor map of the
right SC, this neuronwould be located toward the rostral
pole (small movements) and slightly lateral (down-
ward). Thus, like the SC sensory maps, which constitute
‘place codes’ for stimulus location in sensory space, the
SC motor map is a ‘place code’ for movement vector,
such that the locus of activation determines the ampli-
tude and direction of an impending movement.

3.4.6 Maintaining Sensory and Motor Map
Alignment

The overlap among the sensory and motor maps is
unlikely to be serendipitous, as it appears to be the most
straightforward way to coordinate the cross-modal sen-
sory cues and movements of the various sensory organs
toward a salient event. Nevertheless, given the ability
to move the different sensory organs independently,
retaining the registry of their midbrain maps presents
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FIGURE 3.2 Multisensory enhancement. Left: A square-wave broadband auditory stimulus (A, 1st panel) and amoving visual stimulus (ramp
labeled V, 2nd panel) evoked unisensory responses from this neuron (illustrated below the stimulus by rasters and peristimulus time histograms).
Each dot in the raster represents a single impulse; each row, a single trial. Trials are ordered from bottom to top. The 3rd panel shows the response
to auditory and visual stimulus presentation at the same time and location, which is muchmore robust than either unisensory response. Yet, when
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fewer impulses than did the visual stimulus individually. This ‘response depression’ is illustratedwithin the 4th panel. Right: Themean number of
impulses/trial elicited by each of the four stimulus configurations. Note the difference betweenmultisensory enhancement (VA) andmultisensory
depression (VAi). Reproduced from Stein and Rowland, 2011, Progress in Brain Research.
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a nontrivial problem. The problem is partially solved by
the nonstatic nature of these maps. Studies in various
species show that shifting the eyes voluntarily or induc-
ing long-term shifts in the optical axis via surgical
or prismatic means produces a corresponding shift
in the SC auditory map (Brainard and Knudsen, 1998;
Hartline et al., 1995; Jay and Sparks, 1984; King et al.,
1988; Peck et al., 1995). A similar shift may also be initi-
ated in the somatosensory map (Groh and Sparks, 1996).
These observations suggest that the different senses are
linked to an oculocentric coordinate system, though
compensatory shifts in the nonvisual maps do not
completely compensate for large ocular misalignments

(Metzger et al., 2004). Maintaining intermap registry en-
sures that any visual, auditory, or somatosensory cue
(and any combination of them) derived from the same
location in space activates neurons in approximately
the same SC location. This, in turn, accesses the same
point in the motor map to produce coordinated orienta-
tion of all the sensory organs toward the location of the
initiating event. This not only helps determine the nature
of that event but also puts the animal in an appropriate
position to evaluate it.

3.5 THE MATURATION OF THE
SUPERIOR COLLICULUS

3.5.1 The Neonate

In altricial species, such as cats, the ability of the SC to
use sensory information to initiate overt behaviors is
poorly developed at birth. Unlike primates, ungulates,
and other precocial species, the newborn carnivore
(rodent, lagomorph, marsupial, etc.) is poorly equipped
to deal with its sensory environment. Its eyes are closed,
there is a vascular network around the lens that impedes
the transmission of light (Bonds and Freeman, 1978;
Thorn et al., 1976), and it is functionally blind. Similarly,
its ear canals are still sealed, and it is deaf. The only sen-
sory inputs that activate SC neurons at this time are tac-
tile. These inputs are already functional prenatally but
are only weakly effective and stay that way for some
time after birth (Stein et al., 1973a,b). The newborn car-
nivore’s motor capabilities are also poorly developed,
and it depends heavily on its mother for things like
warmth and protection, and even the initiation of feed-
ing (Larson and Stein, 1984; Rosenblatt, 1971). The imma-
turity of the newborn cat’s SC makes it a good model for
exploring how sensory responses develop, how the dif-
ferent sensory representations become established, and
how multisensory integration develops so that SC neu-
rons can use the available sensory information synergis-
tically to optimize SC-mediated behavior.

3.5.2 Sensory Chronology

As noted, somatosensory responsiveness in some cat
SC neurons precedes birth and provides the structure
with its first source of information about the world.
Auditory responses begin to appear in some SC neurons
at 5 days postnatally, and neurons develop visual re-
sponsiveness last (Stein et al., 1973a,b). Interestingly,
visual responses develop in two sequential phases, first
appearing from top to bottom in themost superficial (i.e.,
visual) layers of the structure and then in a similar man-
ner in neurons in its multisensory (deeper) layers. These
phases are widely separated in time, with neurons in the
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FIGURE 3.3 Superior colliculusmovement field. Neurons in the SC
have movement fields and discharge most for movements within par-
ticular ranges of amplitude and direction. The 3D polar plot (above) il-
lustrates the movement field of an SC neuron that discharges for
relatively small and slightly downward saccadic eye movements. Be-
low left, the premotor activity profiles are shown aligned on the onsets
of saccades (blue dotted line) of five different amplitudes (top to bot-
tom) and representing a ‘slice’ through the peak of the movement field
along the line of best direction. Representative saccade trajectories are
shown to the right of the activity profiles. Note that maximum activity
corresponds to a slightly downward saccade having amplitude corre-
sponding to roughly 7� of visual angle. Reproduced from Stanford and

Sparks, unpublished observations.
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most superficial strata of the superficial layers beginning
to respond to visual stimuli at about 6 postnatal days,
and those in the multisensory layers not showing re-
sponsiveness to visual stimuli for several weeks (Kao
et al., 1994).

3.5.2.1 Retinotectal Inputs and the Development of
a Superficial Layer Visuotopy

Because of the visually dominant role of the SC, the
development of its visual inputs (especially those com-
ing directly from the retina) has received a great deal
of attention. Once again, cats have been one of the pri-
mary sources of this information, along with rodents,
opossums, and monkeys. Given the functional immatu-
rity of the newborn cat’s SC (there is no visual respon-
siveness yet), it is surprising to note the advanced state
of its retinotectal topography during late embryonic
development (Graybiel, 1975; Williams and Chalupa,
1982). Although, at this point, the retinotectal projections
appear to be restricted to the superficial layers of the SC,
segregation of inputs from the contralateral and ipsilat-
eral eyes is already apparent several days before birth
(Figure 3.4(b); embryonic day 56), and by embryonic
day 61 (Figure 3.4(c)) further refinement leads to an al-
most adult-like patterning of inputs. This advanced pat-
tern of retinal projections is achieved by sculpting it from
a far more widespread projection that is evident at ap-
proximately embryonic day 38 (Figure 3.4(a)). At that
point, the projections from the two retinas are inter-
mingled and distributed across the entire rostrocaudal
and mediolateral extent of the SC. This pattern is

progressively altered so that by embryonic day 61 (4–7
days before parturition) the pattern of ipsilateral and
contralateral retinotectal inputs closely resembles the
pattern characteristic of the adult. Although the timing
is different, similar developmental processes have been
noted in monkeys (Rakic, 1977), hamsters (Frost et al.,
1979), rats (Land and Lund, 1979), and opossums
(Cavalcante and Rocha-Miranda, 1978).

Data from a variety of nonmammalian and mamma-
lian models have suggested that chemoaffinity cues pro-
vide the basis for the fundamental topographical order
of retinotectal projections and that this coarse represen-
tation is subsequently refined by activity-dependent
mechanisms (Drescher et al., 1997; Fraser, 1992;
Ruthazer and Cline, 2004; Ruthazer et al., 2003; Sperry,
1963; Walter et al., 1987). There is good reason to assume
that similar processes are involved in determining the
adult-like pattern of sensory afferents to the multisen-
sory layers of the SC, but observations of the develop-
ment of its retinotectal projections are hampered by
weak input, and less attention has been directed toward
the maturation of nonvisual inputs. Nevertheless, it has
been noted that somatosensory tectopetal afferents are
already widespread in the multisensory layers of the
SC at birth, and they too appear to have an adult-like
configuration (McHaffie et al., 1986, 1988).

The apparent maturity of the representation of tecto-
petal sensory afferents (inputs) at birth stands in contrast
to the significant immaturity in at least one of its tectofu-
gal efferent (output) sensory projections, namely, those
to the lateral geniculate nucleus (LGN). This transient

E-38 E-56 E-61
(a) (b) (c)

FIGURE 3.4 Retinotectal projection patterns to the superficial superior colliculus are highly developed in cats before birth. Shown are pho-
tographic illustrations of the distribution of a tracer (horseradish peroxidase shown as dark regions) from one eye to both colliculi approximately
17 ((a), at E38) and 9 days before birth ((b), at E56). Sections are ordered from rostral (bottom) to caudal (top), with the contralateral SC on the left.
The calibration bar is 1 mm.Note that the projection has largely withdrawn from the ipsilateral SC and changed its distribution in the contralateral
SC by E56. Several days later, ((c), at E61), an almost adult-like pattern input is apparent. Adapted from Williams RW, Chalupa LM (1982) Prenatal

development of retinocollicular projections in the cat: An anterograde tracer transport study. Journal of Neuroscience 2:604–622.
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tectogeniculate projection is topographic and is part of
the ascending wing of the SC’s visual projection that
eventually reaches the cortex via polysynaptic path-
ways. In adults, the tectogeniculate projection is con-
fined to the ventral C layers, but in neonates it extends
across all layers of the LGN as well as into the medial
interlaminar nucleus. It is retained for approximately
3 postnatal weeks, long after visual function has been
initiated, and is eliminated by mechanisms that are
not yet fully understood (Stein et al., 1985). Its immatu-
rity contrasts with the more rapidly maturing tecto-
fugal pathways involved in motor functions (Stein
et al., 1982, 1984).

Despite the adult-like pattern of retinotectal projec-
tions at birth, the visual system is not yet functional.
Visual responsiveness begins in superficial layer SC
neurons at 6 days of age. At this time, the eyelids are still
closed (they open naturally at 7–11 days postnatal) and
visually responsive neurons are rare, which are clus-
tered together between ineffective loci (Kao et al., 1994;
Stein et al., 1973a). This reflects a random onset of visual
activity via random functional coupling of retinotectal
afferents and their SC target neurons and/or the random
openings in the vascular networks around the lens that
begin at about the time of eye opening (Freeman and
Lai, 1978).Most active sites are located in themiddle por-
tion of the structure and in its most superficial aspect.
Nevertheless, the general topographic organization
established by the afferent projections is apparent at this
time (Kao et al., 1994; Figure 3.5).

Curiously, the initial visual activity is restricted not
only across the horizontal aspect of the SC, but also, as
noted earlier, in its vertical aspect. Neurons in the most
superficial portion of the SC, where inputs from retinal
W cells terminate, begin responding earliest. Neurons
deeper in the superficial layers, where Y-cell inputs
dominate, develop later, and visual responsiveness in
the subjacent multisensory layers develops last (Kao
et al., 1994; Wallace and Stein, 1997). The bases for this
particular pattern of functional development remain ob-
scure, but it occurs at the same time that the number of
active loci across the horizontal aspect of the structure in-
creases to yield a continuous retinotopy that underlies its
visuotopic organization (Figure 3.6).

These early responsive neurons are functionally im-
mature and have many properties that typify function-
ally immature neurons elsewhere in the nervous
system. Their receptive fields are very large and require
either long-duration flashed stationary targets or very
slowly moving stimuli for activation. They fatigue read-
ily with repeated stimulation, require very long intersti-
mulus intervals to respond to sequential stimuli, and
have very long latencies (Kao et al., 1994; Stein et al.,
1973b). They also lack binocularity and direction selec-
tivity, properties that characterize these neurons when

mature and are believed to facilitate orientation to mov-
ing targets. These properties develop over a 6- to 8-week
period. It is not clear what, if any, visual behaviors these
early responding neurons can support, as overt visual
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FIGURE 3.5 The maturation of the visuotopic map in the superfi-
cial superior colliculus. Data from three age groups are shown. Each
contains a diagram of the visual field on the left and a schematic of
the dorsal surface of the SC on the right. Circles on the SC represent
electrode penetrations (filled, no visual activity, open, visual activity).
Correspondence between the electrode penetrations and visual recep-
tive fields are shown by numbers and letters (only the ‘best area’ of
a receptive field was mapped). No visual activity was encountered
before 6 days postnatal (dpn) but was already represented in a maplike
pattern when first encountered. Adjacent electrode penetrations in the
SC yielded visual activity at adjacent sites in visual space. By 9–10 dpn,
most SC locations had become responsive to visual stimulation. Repro-
duced from Kao CQ, Stein BE, Coulter DA (1994) Postnatal development of

excitatory synaptic function in deep layers of SC. Abstracts – Society for
Neuroscience 20: 1186.
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function is not observed in cats until 2–3 weeks after
birth, by which point they have already matured consid-
erably (Fox et al., 1978; Stein et al., 1973a). Nevertheless,
the physiological maturation of the receptive field prop-
erties of these superficial layer neurons takes 2months or
more to reach their adult status. This reflects, in part, the
physiological maturation of visual tectopetal afferents,
especially those from the cortex (e.g., see Stein and
Gallagher, 1981).

Although sensory experience is critical for the forma-
tion of many neural properties in the central nervous
system, the fundamental features of SC visuotopy and
the responsiveness of its constituent neurons appear to
progress in a manner independent of visual experience.
Superficial layer and deep (multisensory) layer neurons
in dark-reared cats show robust visual responses and
adult-like resistance to fatigue with repeated stimula-
tion, although their receptive fields remain compara-
tively large and their more sophisticated properties
developmore gradually. Similarly, in the newbornmon-
key, the ocular properties are far moremature than those
of the cat, and SC neurons already show a well-ordered
and continuous superficial layer visuotopy. Although
the receptive fields of its neurons are also larger than

those in the adult and their visual latencies are longer,
the neurons respond robustly to visual stimuli and
already have many adult-like response properties
(Wallace et al., 1997). The maturational differences in
the newborn monkey and cat SC likely reflect both the
shorter gestational period in the cat and its higher de-
pendence on corticotectal inputs for construction of its
neuronal response properties (Stein, 1984).

3.5.2.2 Development of Deep Layer Sensory
Topographies

Attention to the maturation of neurons in the deep
layers has been focused on their functional properties
rather than their topographies. Thus, much of what is
known about this feature of their development has to
be inferred. The somatosensory and auditory receptive
fields of neonatal neurons are, like their visual counter-
parts, extremely large. Neonatal somatosensory recep-
tive fields cover much of the contralateral body and
early auditory receptive fields are ‘omnidirectional,’
having receptive fields that encompass the whole of
the contralateral auditory space. They gradually shrink
in size over the first few months of life, and in the ab-
sence of evidence that neurons have receptive fields that
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are ‘mislocated,’ it is assumed that the resolution of their
maps gradually increases as individual receptive fields
contract. The functional changes that ensue in these
layers as a consequence of development are discussed
in the section on the maturation of multisensory integra-
tion. Examples of receptive field development are also
provided.

3.5.3 The Development of Multisensory
Neurons

Although a great deal of effort has been expended on
understanding the maturation of the superficial layer
visuotopy to understand the maturation of SC-mediated
orientation behaviors, as noted earlier, it is actually the
deep (multisensory) layer visual responsiveness that is
most closely linked to this function. Also, these layers
are slower to develop. Because the maturation of these
neurons has been most closely studied in cats, unless
otherwise stated, the descriptions in what follows relate
to this species.

Because neurons in the multisensory layers become
responsive to visual cues only after 3 postnatal weeks
(Kao et al., 1994; Wallace and Stein, 1997), it is obvious
that neither the weak direct retinal projection to these
layers (Beckstead and Frankfurter, 1983; Berson and
McIlwain, 1982) nor the relay of visual input from active
neurons in the superficial layers (e.g., Behan and Appell,
1992; Grantyn et al., 1984; Moschovakis and Karabelas,
1985) are capable of activating these neurons before this
time. Yet somatosensory- and auditory-evoked neuronal
activity is already apparent, though the responsive neu-
rons also have the large receptive fields and tendency to-
ward fatigue that are characteristic of neonatal neurons.
This developmental chronology (somatosensory first,
auditory second, visual last) parallels the development
of sensory-evoked orientation behaviors (Fox et al.,
1978; Norton, 1974; Villablanca and Olmstead, 1979).

At this time, there is a gradual increase in the number
of SC neurons that can respond to multiple sensory in-
puts. Thus, each of the different possible convergence
patterns of responsiveness to visual, auditory, and/or
somatosensory inputs becomes evident. One of the hall-
mark features of multisensory SC neurons, however, is
their ability to use information from the different senses
synergistically. This process of integrating cross-modal
inputs markedly facilitates SC-mediated behavior and
begins at about the fourth postnatal week.

3.5.4 Superficial Layer and Deep (Multisensory)
Layer Maturational Delay

As noted earlier, visual responsiveness occurs com-
paratively early in superficial layer neurons, beginning
before the end of the first week, and comparatively late

in the multisensory layers, where it begins in the third or
fourth postnatal week. This maturational delay relative
to superficial layer visual activity underscores the sig-
nificant maturational difference between the sensory-
specific properties of superficial-layer neurons and their
multisensory counterparts in the deep layers. Synthesiz-
ing information from multiple senses is surely a more
complex process than responding to any one of them in-
dividually and therefore requires greater maturational
time. These superficial–deep-layer differences also ex-
tend to the functional roles to which their information
processing contributes. Although both neuronal popula-
tions probably share functions related to perception and
overt behavior, superficial layer visual neurons are be-
lieved to contribute more to the former and deep-layer
multisensory neurons to the latter.

Developing the ability to integrate cross-modal inputs
is amultistep process. Neurons first develop responsive-
ness to a single sensory input, then to at least two differ-
ent (i.e., cross-modal) inputs, and can finally develop the
ability to integrate the information carried in multiple
sensory channels.

The maturation of the various possible multisensory
convergence patterns follows closely the chronology of
unisensory maturation. Thus, somatosensory–auditory
neurons are the first multisensory neurons to appear.
They become evident 10–12 days post parturition, and
visual–nonvisual neurons become evident at approxi-
mately the third postnatal week, as soon as visual re-
sponsiveness begins in the multisensory layers. Yet, it
still takes many weeks of maturation before the adult-
like incidence of the various modality-convergence pat-
terns is reached and the adult-like incidence of neurons
capable of multisensory integration is achieved. As
might be suspected from their unisensory counterparts,
the receptive fields of the initial multisensory neurons
are very large. They contract over several months,
thereby progressively increasing the spatial resolution
of the individual sensory maps to which they contribute
and enhancing their spatial register with one another
(Figure 3.7). The changes in receptive field size are ac-
companied by an increase in response vigor and reliabil-
ity, as well as by a decrease in response latency. These
functional changes reflect a combination of developmen-
tal factors taking place in afferent systems, as well as
within the internal circuitry of the SC.

3.5.5 The Development of Multisensory
Integration

The ability to integrate cross-modal inputs is delayed
until at least 1 month after birth (Wallace and Stein,
1997), and before it develops, the cross-modal responses
of multisensory neurons look like the responses elicited
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by one (the more effective) of the component stimuli
alone. At this age, however, some neurons respond to
cross-modal stimuli with responses that significantly ex-
ceed the presumptive unisensory responses, but such
neurons are rare at this time. The incidence of these in-
tegrative neurons progressively increases with age, but
the mature condition is not reached until the animal is
several months old and has had a great deal of sensory
experience.

The absence of an ability to integrate cross-modal in-
puts in the neonatal cat’s SC is not due to the general im-
maturity of these neurons. The macaque monkey is born
much later in development than the cat. Its eyes and ears
are open at birth and it sees and hears quite well, and un-
like the cat, it already has multisensory SC neurons in its
SC. But they cannot integrate their cross-modal inputs to
produce response enhancement (Wallace and Stein,
2001) and, therefore, respond to these stimuli very differ-
ently than do their adult counterparts (Wallace et al.,
1996). The likely reason is that they have not yet had
the necessary sensory experience. Apparently, postnatal
sensory experience is not critical for the appearance of
multisensory neurons, but these observations strongly
suggest that it is necessary for them to integrate their dif-
ferent sensory inputs. Observations from experiments
with human subjects are consistent with this hypothesis
(e.g., Gori et al., 2008; Neil et al., 2006; Putzar et al., 2007),
though critical direct observations showing that the new-
born cannot yet use cross-sensory cues synergistically are
not yet available. Nevertheless, newborn human infants

are capable of engaging in a host of multisensory tasks,
the best known of which is cross-modal matching (see
Stein et al., 2010 for further discussion).

3.5.6 The Impact of Sensory Experience on the
Maturation of Multisensory Integration

As noted earlier, when discussing multisensory inte-
gration, inputs from association cortex (e.g., primarily
from the anterior ectosylvian sulcus, or AES, in cats)
have been found to be essential for SC multisensory in-
tegration. Thus, one might expect that the functional
coupling of this input with multisensory SC neurons is
a necessary precondition for the development of SCmul-
tisensory integration, and this appears to be the case. An-
atomically, the corticotectal projections from AES have
already grown into the multisensory layers of the SC
prior to birth and long before SC neurons are responsive
to multiple sensory inputs (McHaffie et al., 1988). How-
ever, they are unlikely to be functional at this time. Their
critical contribution tomultisensory integration becomes
obvious as soon as a neuron in the SC exhibits this capa-
bility. As noted earlier, this first happens for some rare
neurons at about 1 month of age. Deactivating AES at
this stage eliminates that capacity as effectively as it
does in adulthood. The neurons’ responses to the
cross-modal stimulus combination are now no longer sig-
nificantly different from those to the most effective com-
ponent stimulus (Wallace and Stein, 2000; Figure 3.8).
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513.5 THE MATURATION OF THE SUPERIOR COLLICULUS

I. CIRCUIT DEVELOPMENT



Although the association cortex component of the SC cir-
cuit appears to be critical formultisensory integration, it is
not sufficient. Appropriate sensory experience is also a
key factor.

During this early phase of life, the brain is learning
about external events and the statistical relationships
among stimuli that are derived from the same event.
Cross-modal stimuli that are produced by the same
event are temporally and spatially coincident, or at least
proximate in space and time. These relationships must
be learned (e.g., via Hebbian learning rules) and some-
how represented in the underlying circuitry responsible
for multisensory integration. Given the arbitrary nature
of many cross-modal relationships, it is difficult to con-
ceive of an effective scheme for incorporating this infor-
mation without actual experience. Experience with
cross-modal stimuli establishes a principled way of
interpreting and interacting with external events so that
only a select group of cross-modal stimuli will produce
multisensory integration. For example, the brain learns
to expect that some visual and auditory cues are linked

to the same event, based on their location and timing.
This information is used to establish principles for
categorizing cross-modal stimuli derived from the same,
or different, events.

To test the hypothesis that sensory experience plays a
key role in the development of multisensory integration
capabilities, cats were raised in darkness in order to pre-
clude visual–nonvisual experiences. Normally, the
physiology of SC multisensory integration is reached
at 3–4 months of age (Wallace and Stein, 1997), and these
dark-reared animals were not studied until at least 6
months of age. Visual experience was not essential for
the appearance of visually responsive neurons, and such
neurons were common in these dark-reared animals, as
well as in newborn monkeys (Wallace and Stein, 2001).
Each of themodality-convergence patterns was also well
represented among the neurons encountered (Wallace
et al., 2004). However, their receptive fields were still
quite large and more typical of the neonate than the
mature animal (Figure 3.9). The failure to contract their
receptive fields was indicative of their physiological im-
maturity and this wasmost apparent in their inability to
integrate cross-modal cues. As shown in Figure 3.9,
their multisensory response to a cross-modal visual–
nonvisual stimulus was approximately equal to their
response to the visual component stimulus alone.
Multisensory responses that approximate the response
to the most effective component stimulus are typical of
neonatal neurons that have not yet developed their
capacity for multisensory integration and of adult mul-
tisensory neurons deprived of the critical input from
association cortex.

Human subjects who have had their early vision com-
promised by congenital cataracts also show persistent
visual–nonvisual integration deficits even many years
after the cataracts have been removed (Putzar et al.,
2007). These observations support the hypothesis that
cross-modal experience is a critical factor in the matura-
tion of the capacity to integrate multisensory cues
(Figure 3.10), but they do not provide information about
whether the nature of that early experience determines
the principles that govern this process. To test this pos-
sibility, animals were reared from birth to 6 months of
age in a dark room in which pairs of visual and auditory
stimuli were periodically presented, but these stimuli
were always spatially disparate (Wallace and Stein,
2007). The properties of their multisensory SC neurons
were then assessed.

Once again, visually responsive neurons were com-
mon, as were visual–nonvisual neurons. Yet, the major-
ity of visual–auditory neurons appeared to have been
unaffected by the experience with the disparate visual–
auditory cues and had properties characteristic of neo-
nates. Their receptive fields were very large and were
unable to integrate these cross-modal cues. But there
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the functional coupling of AES-SC projections. The developmental in-
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tion is paralleled by the effectiveness of AES deactivation in blocking
the expression of this capability. Nearly all SC neurons lost this ability
during AES deactivation, regardless of age (the number of neurons
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tion of SC neurons whose multisensory integration capability was un-
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was a substantial minority of such neurons that did ap-
pear to have incorporated the visual–auditory experience.
Their receptive fields were somewhat smaller (but still
quite large) and were in poor spatial register with one an-
other. Some neurons had visual and auditory receptive
fields that were elongated along their horizontal axes
and had only small portions overlapping one another.
In other cases, there was no receptive field overlap, a con-
figuration that is highly unusual in normal animals, but
one that was consistent with the early visual–auditory ex-
perience of these animals. Most important in the present
context was that they could integrate visual–auditory
stimuli. But the cross-modal stimuli had to be spatially
disparate in order to fall within their respective receptive
fields simultaneously. An example of such a neuron is
shown in Figure 3.11.

Collectively, the data reveal that experience is essen-
tial for the development of multisensory integration and
that the nature of the experience directs the formation of

the underlying neural circuit through which this inte-
gration is achieved. Although the specifics of that circuit
remain to be fully explored (e.g., see Fuentes-Santamaria
et al., 2006, 2008a,b, 2009), the cortex is known to play a
critical role (e.g., see Alvarado et al., 2009; Jiang et al.,
2001; Stein, 2005; Wallace and Stein, 1994) and its abla-
tion early in life precludes the maturation of SC multi-
sensory integration (Jiang et al., 2006, 2007). It appears
that early experience is essential for the brain to learn
the statistics of cross-modal events, and there is good
reason to suspect that this experience exerts its critical
impact on the AES-SC (anterior ectosylvian sulcus-
superior colliculus) projection.

This possibility was explored by Rowland et al.
(2005) and Stein et al. (2008), who deactivated AES and
adjacent association cortex ipsilaterally during the
period in which SC multisensory integration normally
develops. This deprived the cortex of cross-modal expe-
rience but did not compromise the responsiveness of SC

Superior colliculi

FIGURE 3.10 Multisensory enhancement is evident in
the human superior colliculus using fMRI. Coronal (left)
and sagittal (right) sections reveal high degrees of enhanced
SC multisensory activity (red indicates elevated BOLD re-
sponses). Elevated activity is in response to visual–auditory
as opposed to the best of these stimuli (i.e., visual) indi-
vidually. Adapted from Calvert GA, Hansen PC, Iversen SD,

Brammer MJ (2001) Detection of audio-visual integration sites

in humans by application of electrophysiological criteria to the
BOLD effect. Neuroimage 14: 427–438.
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neurons to these stimuli via many other input channels.
Chronic deactivation was accomplished by implanting
muscimol-infused pledgets of Elvax (a polymer) over
the association cortex. The GABAa agonist was slowly
released from the polymer, deactivating underlying neu-
rons. When the polymer was depleted or removed,
cortical activity returned rapidly and was once again
responsive to environmental stimuli. Behavioral and
physiological studies were then conducted when the an-
imals had reached 1 year of age. Although experiments
are still ongoing, the preliminary data reveal that the
animals appeared normal in their ability to respond
to visual stimuli in both visual fields. They also benefited
from visual–auditory cues in the ipsilateral hemifield as
much as normal animals. However, they were severely
compromised in their multisensory responses to cross-
modal stimuli in their contralateral hemifield. Cross-
modal stimuli in this hemifield were no more effective
in facilitating SC-mediated behavior than was the visual
stimulus alone. Thus, as expected, the inability of associ-
ation cortex to monitor the statistics of visual–auditory

events compromised the maturation of the circuit neces-
sary for SC multisensory integration. This was also evi-
dent in the inability of multisensory neurons in the
ipsilateral SC to integrate visual–auditory information.

That these deficits in multisensory integration were
apparent long after the cortex was once again active (a
period far longer than that required for its normal acqui-
sition in early life) could be interpreted as reflecting a ‘crit-
ical’ or ‘sensitive’ period for instantiating this process.
If the former were the case, this capacity would never
develop. This possibility was examined in some of these
same animals that were retained for several years.
These animals were then tested as before. Their behav-
ior appeared to be normal, indicating that they acquired
the ability to integrate visual–auditory cues later in life.
That this acquisition likely involved multisensory SC
neurons was indicated by the finding that the multisen-
sory responses of ipsilateral SC neurons, while not
completely normal, did exhibit multisensory response
enhancement to spatiotemporally coincident visual–
auditory stimuli.
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Early experience determines how the senses will interact. Journal of Neurophysiology 97: 921–926.

54 3. DEVELOPMENT OF THE SUPERIOR COLLICULUS/OPTIC TECTUM

I. CIRCUIT DEVELOPMENT



3.5.6.1 Motor Development

Much less is known about the development of the
motor thanthesensorypropertiesofSCneurons.Although
there is little doubt that the fundamental properties
involved in gaze shifts are not species-specific, most of
the available information comes from studies in one
preparation: the alert monkey trained to make gaze
shifts. For obvious reasons, technical limitations make
conducting such studies in neonates quite difficult,
especiallymakinganydirect correlationswith thematura-
tion of sensory properties in the primary sensory deve-
lopmental model, the cat. Nevertheless, for neonatal
SC sensory responses to have any direct impact on behav-
ior, their efferents to the brainstem and/or spinal
cord must be in place and capable of carrying tectofugal
signals.

These pathways can be seen exiting the SC and con-
tacting targets involved in eye movements within hours
of birth in the cat. The target areas include the central
gray overlying the oculomotor nucleus, an area into
which oculomotor dendrites project, as well as segments
of the pontine and medullary reticular formation that
connect to the abducens nucleus (Stein et al., 1982). Tec-
tofugal projections also reach the cervical spinal cord.
This region is involved in controlling head and limb
movement, and these projections are detailed in adults
by Huerta and Harting (1982a,b).

Using electrical stimulation of the SC, this motor path-
way has already been demonstrated to have functional
capabilities in 2-day-old cats (Stein et al., 1980), days be-
fore natural auditory stimuli can activate multisensory
layer neurons and weeks before visual stimuli are effec-
tive. Such electrical stimulation elicits eye, ear, neck,
whisker, and limb movements, albeit with a higher
threshold and lower reliability than in adults. Further-
more, the motor topography in the SC is already evident.
Stimulation of homotopic loci in each SC produces
mirror-image eye movements. Nevertheless, many SC
stimulation sites proved to be ineffective at this stage
of maturation. Presumably, this is due to the immaturity
of the SC, as direct stimulation of the oculomotor nucleus
evoked reliable eye movements. It is not yet known,
however, whether tactile stimuli, which can already ac-
tivate SC neurons in preterm kittens, can initiate SC-
mediated movements in neonates. If, on the other hand,
the SC is organized in motor coordinates, as has been
suggested by some investigators (e.g., see Sparks, 1986;
Sparks and Porter, 1983), it could indicate that early
motor functioncould influence later auditoryandvisual or-
ganization. It would also be consistent with the idea (e.g.,
see Hein et al., 1979) that eye-movement-generated
movement of an image across the retina is necessary for
interpreting that visual image and that during deve-
lopment, the former precedes the latter (though spontane-
ous or vestibular cues could produce the necessary eye

movements in neonatal cats; Fish and Windle, 1932;
Windle and Fish, 1932).

3.6 SUMMARY

It is important to acknowledge that this chapter has
focused on certain anatomical and physiological aspects
of SC development for which functional implications
are readily apparent. Thus, for example, the formation
of topographic representations and the development
of multisensory integrative capabilities have obvious
implications for producing behavioral output and be-
havioral correlates in developing animals. In doing
so, however, voluminous bodies of literature on, for
example, the chronology of synapse formation and the
appearance of histochemical markers that parallel SC
functional development have been ignored. Likewise,
with few exceptions, the focus has been primarily on
the SC, but there is also a wealth of comparative data
pertaining to the OT from studies of a wide array of
nonmammalian species. While the same general princi-
ples of development apply, maturational differences
dictated by the varied and specialized environmental
niches that these animals occupywould require a discus-
sion that is beyond the scope of this chapter. Lastly, it is
important to point out what already may be obvious:
knowledge of SC development disproportionately fa-
vors aspects relevant to its sensory capabilities. This
weighting belies the truly integrated sensorimotor func-
tion of the SC and highlights a rather substantial gap in
the knowledge of how the SC develops to play its adult
role. It can only be hoped that future studies will address
this imbalance to provide a more complete picture of the
SC developmental chronology.
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4.1 INTRODUCTION: MULTISENSORY
PERCEPTION AND BEHAVIOR

As they interact with their surroundings, humans and
other animal species typically experience multiple stim-
uli that are registered by different sense organs. These
signals may provide complementary information about
the same object or event. This is likely to be the case if
the stimuli occur at more or less the same time and orig-
inate from the same location in space or – in the case of
more complex signals, such as the auditory and visual
components of speech – if they are semantically related.
The capacity of the central nervous system to merge and
integrate input from different sensory modalities can
have profound effects on perception and behavior. This
can be seen as an improvement in an animal’s ability
to detect or discriminate objects, or determine where
they are located, and a reduction in the time required
to react to them (reviewed by Alais et al., 2010; Calvert
et al., 2004).

In addition to enhancing perceptual judgments,
particularly when the stimulus information supplied
by one or more sensory modalities is weak or ambi-
guous, crossmodal interactions can induce various illu-
sions if the different sensory inputs provide conflicting

cues. These illusions provide further evidence of how
the brain attempts to merge multisensory inputs so that
they are perceived as if they originate from the same ex-
ternal event. One of the most striking examples involves
the effect of vision on speech perception. Being able to
view the speaker’s face improves speech comprehension
so long as the audiovisual cues are congruent (Ma et al.,
2009; Sumby and Pollack, 1954), but watching the
speaker articulate a different speech sound from the
one that is being presented results in the perception of
a third sound that represents a combination of what
was seen and heard (the “McGurk effect”; McGurk
and MacDonald, 1976). Another well-known example
of the influence of vision on auditory perception is pro-
vided by the “ventriloquism effect.” Although spatially
aligned visual cues can improve the accuracy of auditory
localization (Shelton and Searle, 1980; Stein et al., 1988),
misaligned visual cues can bias or capture the perceived
location of a sound source (Howard and Templeton,
1966; Slutsky and Recanzone, 2001).

In addition to their effects on the perceived identity
and location of stimuli, interactions between the senses
can determinewhen those stimuli are perceived to occur.
For example, if a single light flash is accompanied by
multiple auditory beeps, subjects report seeing multiple
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flashes (Shams et al., 2000). Similarly, sounds can alter
the perceived timing of visual events (Fendrich and
Corballis, 2001; Recanzone, 2003). Thus, whereas vision
tends to dominate audition in the spatial domain, the
reverse is true for temporal tasks (Welch and Warren,
1980). This is because in many species, including
humans, the spatial resolution of the visual system is
superior to that of the auditory system, whereas tempo-
ral sensitivity is much greater for audition (King and
Nelken, 2009). However, this relationship between the
senses is not fixed because the ventriloquism effect can
work in reverse, with audition capturing vision, if visual
signals are degraded so that they become harder to local-
ize (Alais and Burr, 2004). It seems, therefore, that the
integration of different sensory cues in the brain is statis-
tically optimal, in the sense that each cue is weighted
in a task-specific way according to how reliable it is
(Alais et al., 2010; Ernst and Banks, 2002).

These examples illustrate how interactions between
the senses can have a considerable impact on how the
world is perceived. Circuits within the brain must there-
fore be able tomergemultisensory signals that are linked
in space and time, as well as more complex cues, such as
facial expressions and their associated vocalizations.
Although certain brain regions such as the superior col-
liculus (SC) in the midbrain and the posterior parietal
cortex, prefrontal cortex, and superior temporal sulcus
have long been associated with specific multisensory
functions, it is now clear that convergence of different
modality inputs is much more widespread than previ-
ously realized. This is particularly the case in the cortex,
where even those areas typically associated with
modality-specific processing, such as the auditory or
visual cortex, are now thought to be part of an inter-
activenetworkofbrain regions that are influencedbymul-
tiple sensory systems (reviewed by Alais et al., 2010;
Ghazanfar andSchroeder, 2006). Inputs fromothermodal-
ities to primary and secondary cortical areas may serve to
amplify responses to related input from the dominantmo-
dality (Schroederetal.,2008),but there isalsoevidence that
they can alter the sensitivity of cortical neurons in more
specific ways (e.g., Bizley and King, 2008; Ghazanfar
et al., 2005). Moreover, the finding that early cortical
sensory areas are engaged when crossmodal illusions,
including the ventriloquism effect (Bonath et al., 2007)
and the sound-induced perception of illusory light flashes
(Mishra et al., 2007), are experienced indicates that these
brain regions as well as the more traditional association
areas are likely to contribute to perception in a multisen-
sory world.

In spite of the widespread intermixing of sensory mo-
dalities in the cerebral cortex, surprisingly little is known
about the development of those circuits. Instead, the SC
has, for many years, served as a model system for inves-
tigating both the principles of multisensory integration

by neurons in the adult brain and the developmental
processes that allow different sensory inputs to be com-
bined and coordinated in the first place. This chapter
therefore focuses primarily on the developmental mech-
anisms involved in merging multisensory spatial infor-
mation in this midbrain structure. Although relatively
few attempts have beenmade to examine thematuration
of multisensory processing in the cortex, valuable in-
sights into how the different senses interact at this level
during development have been obtained by investigat-
ing the crossmodal consequences of early sensory depri-
vation. These studies, which are based predominantly
on humans and other species that have been deprived
of their vision or hearing, are considered in the second
part of the chapter.

4.2 MULTISENSORY PROCESSING
IN THE SC

The mammalian SC receives visual, auditory, and
somatosensory afferents from a large number of subcor-
tical and cortical brain areas (e.g., Edwards et al., 1979;
King et al., 1998a; Wallace et al., 1993). As far as we
know, these inputs are all unisensory and converge, of-
ten on the same neurons, in the deeper layers of the SC.
In contrast, the superficial layers contain only visually
responsive neurons. Nevertheless, the sensory represen-
tations found in both the superficial and deeper layers
are arranged topographically with respect to their recep-
tive field locations (Cynader and Berman, 1972; King and
Hutchings, 1987; King and Palmer, 1983; Middlebrooks
and Knudsen, 1984; Stein et al., 1976; Wallace and Stein,
1996). Moreover, these maps lie in spatial register with
one another so that different modality signals arising
from a particular direction in space, and therefore, po-
tentially from the same source, are represented in a cor-
responding region of the SC. For those deep-layer
neurons that receive converging visual, auditory, and so-
matosensory afferents, this means that their unisensory
receptive fields overlap and covary with the anatomical
location of the neurons within the SC.

Oneof themost important andwell-studiedproperties
of SC neurons is that the number of spikes evoked by a
combination of two or more stimulus modalities is often
higher than that of the response to each stimulus pre-
sented by itself and may even exceed the sum of those
responses. Multisensory enhancement is typically most
pronounced when the individual stimuli are weakly
effective in driving the neurons (Meredith and Stein,
1986) and is observed when those stimuli are presented
in close temporal and spatial proximity (King and
Palmer, 1985; Meredith and Stein, 1996; Meredith et al.,
1987). In contrast, pairing multisensory signals that are
widely separated in time or space does not enhance,
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and may even depress, the response to unisensory stim-
ulation. These interactions between the different sensory
inputs reaching the SC should therefore serve to amplify
the neuronal responses to a multisensory target, such as
an object that can be seen and heard.

Neurons in the deeper layers also discharge prior to
eye and headmovements, andwhile the SC is implicated
in different motor behaviors, its principal function is
to shift an animal’s gaze toward sensory stimuli located
on the contralateral side of the body (reviewed by
Gandhi and Katnani, 2011). Superimposing the different
sensory representations in the SC therefore allows each
of the spatial cues associated with a multisensory target
to trigger, via a common motor output map, a gaze shift
in that direction. The principles of multisensory integra-
tion exhibited by SC neurons suggest that spatiotempo-
rally coincident stimuli will, by evoking stronger
responses in SC neurons, promote more accurate orient-
ing behavior, whereas pairing unisensory stimuli from
different locations or at different times should have the
opposite effect. Similarly, integration of inputs from dif-
ferent sensory modalities would be expected to have the
greatest effect on orienting behaviorwhen the individual
cues are weak. Studies in cats (Stein et al., 1988) and
humans (Corneil et al., 2002) have indeed confirmed
that this is the case. Moreover, in cats, deactivation of
descending projections from two association areas in
the cortex, the anterior ectosylvian sulcus (AES) and
the rostrolateral suprasylvian sulcus (rLS), eliminates
both the multisensory integrative processes displayed
by SC neurons (Jiang et al., 2001) and the behavioral
benefits of synthesizing inputs from different sensory
modalities (Jiang et al., 2002).

Becausemultisensory enhancement of the responses of
SC neurons occurs only when each stimulus falls within
its excitatory receptive field, the spatial registration of
the sensory maps in the SC would appear to be essential
if these interactions are to signal the different modality
cues associated with a common source. However, main-
tainingmap registration is problematic because spatial in-
formation is specified by each sensory modality using a
different frame of reference. The visual map is coded in
retinal coordinates, and so the receptive fields of SC neu-
rons will shift relative to the head as the eyes move and
therefore potentially become misaligned with the audi-
tory receptive fields, which are centered on the head
and ears, and the body-centered somatosensory receptive
fields. However, electrophysiological recordings from SC
neurons in awake animals have shown that somato-
sensory (Groh and Sparks, 1996) and auditory (Hartline
et al., 1995; Jay and Sparks, 1984; Populin et al., 2004)
responses are modified by changes in eye position, sug-
gesting that these signals are partially transformed into
a common eye-centered reference frame that matches
the coordinates of the visual map.

Combining appropriate inputs from different sensory
modalities during development is also challenging, par-
ticularly since the spatial relationship between the sense
organs can change as the body grows. The following sec-
tion examines the role of sensory experience in aligning
the different modality maps and in the maturation of
multisensory integration in the SC.

4.3 DEVELOPMENT OF MULTISENSORY
RESPONSES IN THE SC

Each of the sensory systems appears to begin function-
ing at a different stage of development, with somatosen-
sory sensitivity emerging first and visual last (Gottlieb,
1971) (see Chapter 3). This sequence has also been
observed in the SC, where recordings from newborn
kittens have shown that the earliest sensory responsive
neurons are activated only by tactile stimuli, followed a
few days later by the first acoustically responsive neurons
and subsequently by responses to visual stimuli
(Figure 4.1; Stein et al., 1973). Thematuration of multisen-
sory neurons follows the same order, with neurons sensi-
tive to both tactile and auditory stimuli appearing during
the second postnatal week, almost 2 weeks before the first
visually responsive multisensory neurons (Figure 4.1;
Wallace and Stein, 1997). However, inmore precocial spe-
cies, including humans and other primates, most sensory
systems become functional before birth, and the SC of
newborn monkeys has been shown to contain manymul-
tisensory neurons (Wallace and Stein, 2001).

Despite these differences in the postnatal age at
which multisensory neurons develop, a common fea-
ture of all the species, both precocial and altricial, that
have been studied is that the sensory response proper-
ties of deep SC neurons initially differ in a number of
ways from those seen in older animals (Campbell
et al., 2008; Stein et al., 1973; Wallace and Stein, 1997,
2001; Withington-Wray et al., 1990a). In common with
other brain areas, sensory responses recorded from
SC neurons in very young animals typically have longer
latencies, are more sluggish, and show greater habitua-
tion to repeated stimulation than is the case in later life.
They also lack at least some of the stimulus selectivity
that is characteristic of the adult. The details of these
age-dependent differences vary to some extent between
species and stimulus modalities, but it has consistently
been observed that the spatial receptive fields of SC
neurons in infant animals are larger than those found
in adults and that the earliest multisensory neurons
lack the capacity to integrate different modality cues
in ways that either enhance or depress their responses.

The key events in the maturation of the sensory
representations in theSC therefore compriseagradualcon-
traction of receptive fields and the appearance of
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multisensory integration. Indeed,Wallace and Stein (1997)
observed that there is a clear correlation between these de-
velopmental changes,with the sizeof thedeep-layer recep-
tive fields in cats being a good predictor of whether the
neurons will display the capacity to synthesize multisen-
sory inputs. Although this suggests that these events
may be causally related, perhaps involving maturation of
the same or closely related cellular mechanisms, other as-
pects of sensory processing also need to be considered.

Foremost among the other factors is the sometimes
overlooked fact that the development of sensory represen-
tations in the brain depends on the maturation of the
relevant sense organs as well as the neural circuits
involved (See Rubenstein and Rakic, 2013. Readers are
also encouraged to readChapters 2, 3, 14within this book).
Determining the relative contributions of these factors is
generally not straightforward, but studies of the develop-
ing auditory representation have provided unique in-
sights into this. Because sound frequency is mapped
along the length of the cochlea in the inner ear, sound
source location has to be derived by comparing the ampli-
tude and timing of sounds reaching each ear and by
sensing the spectral-shape cues produced by the
direction-dependent way in which the external ears filter
the incoming sound (King et al., 2001). Individual varia-
tions in the size and shape of the head and external ears
are matched by differences in the binaural and monaural
localization cue values corresponding to each direction
in space. Consequently, the localization cues available in
infancy, when the auditory receptive fields are very large
and lack topographic order, are different from those pro-
vided by adult ears. But, if virtual acoustic space stimuli
are used to allow infant ferrets to hear through adult ears,
the auditory receptive fields immediately shrink and are

no longer any different in size from those found in adult
animals (Campbell et al., 2008).

This result would seem to indicate that growth-related
changes in the physical dimensions of the head and exter-
nal ears can account for the contraction of auditory spatial
receptive fields that occurs during postnatal develop-
ment. However, whether a similar process contributes
to the maturation of spatial tuning in other modalities is
less clear. In the visual system, for example, the matura-
tion of receptive fields seems to be determined more by
the specificity of the afferent connections than by the res-
olution of the optics or the photoreceptors (Jacobs and
Blakemore, 1988; Kiorpes and Movshon, 1990; Tavazoie
and Reid, 2000) (see Chapter 14). Moreover, even though
providing infant ferrets with adult ears removes age-
dependent differences in spatial tuning, no improvement
is seen in the topography of the auditory representation
in the SC, which gradually emerges over the course of
several weeks following hearing onset (Figure 4.2;
Campbell et al., 2008). Thus, centralmechanismsmust also
be involved in auditorymapdevelopment (seeChapter 2).

As noted in the previous section, descending signals
from association areas of the cerebral cortex must be
available if multisensory integration is to be observed
in adult cats. Those inputs also appear to be critically
involved in the maturation of the multisensory integra-
tive properties of SC neurons. Evidence for this comes
from the observation that the development in these neu-
rons of a capacity to integrate their different sensory in-
puts coincides with the functional maturation of inputs
from the AES (Wallace and Stein, 2002). Moreover, in
cats in which the AES and rLS were lesioned in infancy,
no difference is seen either physiologically (Jiang et al.,
2006) or behaviorally (Jiang et al., 2007) between the
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responses to spatiotemporally matched visual and audi-
tory stimuli and those made to the most effective unisen-
sory stimuli. What signals the cortex provides that are
apparently so critical for multisensory integration in
the midbrain have yet to be identified.

Collectively, these studies suggest that infant animals
should not be able to benefit from combining inputs
across the different senses. Unfortunately, little is known
about the multisensory perceptual abilities in develop-
ing animals because of the difficulty of conducting such
experiments. In contrast, a great deal of research has
been carried out on human infants. Although these stud-
ies have demonstrated that certain multisensory pro-
cessing skills are present at birth, the ability to match
or integrate particular combinations of sensory cues con-
tinues to mature over the following months and years.
Of particular relevance to the maturation of multisen-
sory spatial processing is the finding that infants only
start to integrate auditory and visual localization cues to-
ward the end of the first year of life (Neil et al., 2006),
which is clearly consistent with the gradual appearance
of themultisensory integrative properties of SC neurons.
But while many studies point to a progressive expansion
in multisensory abilities, such as the ability to perceive

more complex crossmodal relationships based on gen-
der or affect, recent work suggests that a developmental
narrowing also takes place, leading to infants losing their
initial ability to match the visual and auditory attributes
of nonnative social signals (reviewed by Lewkowicz
and Ghazanfar, 2009). What appears to be critical for
these changes in multisensory perception is exposure
to appropriate sensory inputs during early life. How ex-
perience influences the maturation of multisensory cir-
cuits in the brain is considered in the following sections.

4.3.1 Role of Experience in Aligning the Sensory
Maps in the SC

The importance of experience in merging the spatial
cues provided by different sense systems has been dem-
onstrated in a number of studies in which sensory inputs
have been altered in particular ways. For example, if
barn owls (Knudsen, 1985; Mogdans and Knudsen,
1992) or ferrets (King et al., 1988, 2000) are raised with
one ear blocked, the auditory receptive fields in the SC
(or its homolog in birds, the optic tectum) develop rela-
tively normally and follow the topography of the visual
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Virtual adult ears reveal the roles of acoustical factors and experience in auditory space map development. Journal of Neuroscience 28: 11557–11570, with
permission.
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representation, even though the sound localization cues
available are highly abnormal. A compensatory change
in the developing auditory representation can also be in-
duced by manipulating the visual inputs. This has been
achieved in barn owls by mounting prisms in front of
theanimal’seyes,which,because theseanimalshavevery
limited eye movements, results in a corresponding dis-
placement of the visual map in the optic tectum. Prism
rearing produces a corresponding shift in both the tectal
map of auditory space (Figure 4.3(a) and 4.3(b); Knudsen
and Brainard, 1991) and in the accuracy of sound-evoked
head-orienting responses (Knudsen andKnudsen, 1990).
A shift in the auditory map in the SC has also been
observed in ferrets in which the orbital position of the
contralateral eye was changed by removing the medial
rectus muscle in infancy (King et al., 1988). As discussed,

auditory responses in the mammalian SC are modulated
whenever an animal alters its direction of gaze.However,
the shift in auditory spatial tuning observed in this study
appeared to be caused by visual experience rather than
the change in eye position itself (King and Carlile, 1995).

In barnowls, prism-inducedplasticity of auditory spa-
tial tuning has also been described in another midbrain
nucleus, the external nucleus of the inferior colliculus
(ICX), where a map of auditory space is first generated
and then relayed to the optic tectum (Brainard and
Knudsen, 1993; Figure 4.3(c) and 4.3(d)). The shift in the
auditory map in the ICX is brought about by a rewiring
of connections from the central nucleus of the inferior col-
liculus (ICC; DeBello et al., 2001) and appears to be trig-
gered by visual signals that are transmitted from the
upper layers of the optic tectum to the ICX (Hyde and
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Knudsen, 2002). A similar circuit is likely to exist inmam-
mals,where theexclusivelyvisual superficial layersof the
SC project topographically both to the deeper multisen-
sory layers and to the nucleus of the brachium of
the inferior colliculus (IC; Doubell et al., 2000, 2003),
which is the principal source of auditory input to the
SC (Figure 4.4; King et al., 1998a). The finding that partial
lesions of the superficial SC layers in neonatal ferrets dis-
rupt the developing topography of the underlying
auditory representation suggests that theymight provide
a template for guiding the development and plasticity of
the auditory responses (King et al., 1998b).

Therefore, vision plays an instructive role in merging
multisensory spatial information during development
through its influence on the maturation of the auditory
space map. This resembles the visual dominance seen
in studies of stimulus localization by adult humans
described in the first section of this chapter and is consis-
tent with the fact that vision generally providesmore pre-
cise and reliable spatial information. Moreover, as
previously discussed, a map of auditory space has to be
computed in the brain by tuning neurons to spatial cues

whose values depend on the physical dimensions of the
head and external ears, and those dimensions often
change considerably during development. The retinoto-
pic visual map most likely guides the emergence of audi-
tory spatial selectivity by helping to overcome the
uncertainty and variability in the relationship between
auditory localization cues and directions in space and
thus promotes the alignment of sensory maps that are
constructed in differentways (Gutfreund andKing, 2012).

Early loss of vision therefore results in a partial break-
down in visual–auditory map alignment (King and
Carlile, 1993; Knudsen et al., 1991; Wallace et al., 2004).
Some studies have also reported that auditory neurons
in the SC of visually deprived animals can have abnor-
mally large receptive fields (Knudsen et al., 1991;
Wallace et al., 2004; Withington, 1992; Withington-
Wray et al., 1990b) or are ambiguously tuned to multiple
sound directions (King and Carlile, 1993). Although con-
firming that visual inputs play a pivotal role in guiding
the formation of a normal map of auditory space in the
brain, accurate sound localization can develop in the ab-
sence of vision. Indeed, as discussed in more detail later
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in this chapter, visually impaired or blind individuals
can localize sound just as well as or even better than sub-
jects with normal sight (Collignon et al., 2009; King and
Parsons, 1999; Lessard et al., 1998; Rauschecker and
Kniepert, 1994; Röder et al., 1999). Such improvements
in perceptual abilities could, of course, be based on
changes in other regions of the brain, particularly in
the cortex. But, where multisensory spatial representa-
tions are brought together, as in the SC, concurrently
available visual inputs are used to constrain the deve-
loping auditory map so that it matches the visual field
representation.

Although these studies emphasize the importance
of vision in coordinating multisensory inputs in the
developing brain, it is not always vision that dominates
intersensory spatial relations. If the somatosensory re-
ceptive fields of SC neurons are shifted by modifying
the position of the vibrissae in newborn mice, a compen-
satory reorganization of the visual map takes place
(Benedetti and Ferro, 1995). Indeed, while there is strong
evidence that plastic auditory inputs are guided by a sta-
ble visual template, it has also been proposed that each of
the senses is weighted during development according to
the reliability of the spatial information they provide
(Witten et al., 2008) in much the same way that visual
and auditory spatial signals are now thought to interact
when humans make localization judgments (Alais et al.,
2010). In this scenario, auditory receptive fields are
plastic simply because they are larger than the visual
receptive fields and therefore convey less precise spatial
information.

4.3.2 Role of Experience in the Development of
Multisensory Integration in the SC

In addition to its importance in aligning the different
maps in the SC, appropriate sensory experience is crit-
ical for the emergence of the multisensory integrative
abilities of SC neurons. Thus, multisensory neurons
in the SC of dark-reared cats have abnormally large
spatial receptive fields and lack the capacity to inte-
grate different modality cues (Wallace et al., 2004). In
other words, combining spatiotemporally congruent
visual and auditory stimuli did not produce the en-
hancement of unisensory responses that is characteris-
tic of animals that have been raised normally.

However, while experience with objects that can be
both seen and heard promotes intersensory map align-
ment, this is not a prerequisite for multisensory integra-
tion. Wallace and Stein (2007) showed this by raising
cats in the dark and periodically presenting them with
simultaneous light and sound at a fixed spatial disparity.
Although most of the SC neurons recorded when the
animals were fully grown again had receptive fields that
had failed to contract and lacked multisensory

integration, a few had relatively small visual and auditory
receptive fields whose relative locations matched the spa-
tial configuration of the bisensory stimuli to which they
had been exposed (Wallace and Stein, 2007). As in nor-
mally raised control cats, these neurons did exhibit multi-
sensory enhancement when visual and auditory stimuli
occurred together within their respective receptive fields,
but thisnowmeantpresenting thosestimuli fromdifferent
locations in space. Provision of abnormal multisensory
experience can therefore lead to neurons developing the
capacity to integrate visual and auditory cues from seem-
ingly unrelated sources. This illustrates the importance
of aligning the different sensory maps in the SC, as it is
presumably only then that behaviorally relevant crossmo-
dal interactions can take place.

Behavioral observations in visually deprived humans
also highlight the importance of experience in acquiring
the ability to synthesize inputs from different modali-
ties. Like the dark-reared cats, humans lacking early
patterned visual experience as a result of congenital
cataracts show reduced auditory–visual interactions,
whereas their performance in unisensory tasks was
normal (Putzar et al., 2007).

4.4 DEVELOPMENT OF MULTISENSORY
CIRCUITS IN THE CORTEX

Early anatomical studies reported the presence in
newborn animals of transient inputs from other sensory
systems toareasof the cortex that are traditionallyviewed
as modality specific (Dehay et al., 1988; Innocenti and
Clarke, 1984). However, since multisensory convergence
is observed to a greater or lesser extent throughout
the fully mature cerebral cortex, it is unlikely that such
connections disappear altogether. Little is known about
the maturation of the multisensory response properties
of cortical neurons. However, Wallace et al. (2006)
recorded in the AES of cats at different postnatal ages
and found that responsiveness to somatosensory, audi-
tory, and visual stimulation emerges in that order and
that the capacity of themultisensory neurons to integrate
crossmodal cues takes several months to mature. This
sequence therefore parallels the ontogeny of sensory
function in the SC.

By raising barn owls with prismatic spectacles, Miller
and Knudsen (1999) found that, as in the space-mapped
regions of the midbrain, visual experience shapes the
developing auditory spatial receptive fields of neurons
in the forebrain. However, the great majority of evidence
for multisensory interactions in the cortex during devel-
opment has come from studies in mammals in which
experience of one modality has been restricted or elimi-
nated altogether. In the cat AES, for example, early visual
deprivation has been reported to cause an expansion
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in the territory of auditory neurons (Rauschecker and
Korte, 1993) and a sharpening of their spatial sensitivity
(Korte and Rauschecker, 1993), as well as a change in
multisensory integrative properties, which become dom-
inated by response depression rather than enhancement
(Carriere et al., 2007). These results therefore differ from
those described previously for the SC, in which visual
deprivation tends to either broaden or leave auditory
spatial tuning unchanged and prevents the appearance
of multisensory integration. Nevertheless, they show
that, as in themidbrain, sensoryexperienceplaysacritical
role in shaping the functional organization of cortical
multisensory areas.

Many other studies have also examined the cross-
modal consequences of temporary or permanent loss
of one of the senses. The enhanced perceptual abilities
that are often reported in those studies could result
from altered processing within the neural pathways
of the intact modalities (Elbert et al., 2002; Korte and
Rauschecker, 1993), perhaps reflecting the greater at-
tention paid to those modalities in the absence of
the sense that has been lost. But the functional identity
of an area of sensory cortex can also change if its pri-
mary input is removed, to be replaced by inputs from
other modalities (Figure 4.5). Remarkably, this can-
happen even if existing multisensory inputs are tem-
porarily unmasked in adulthood. Thus, wearing a
blindfold for a few days leads to primary visual cortex
becoming recruited for tactile processing (Merabet
et al., 2008). However, the most dramatic examples of
sensory substitution have been reported in humans
who are congenitally deaf or blind. For example, the vi-
sual cortex appears to contribute to the superior auditory
localization abilities of blind individuals (Collignon et al.,
2007; Gougoux et al., 2005; Renier et al., 2010). This pre-
sumably results either from the formation of novel

functional connections from auditory to visual brain
areas or from the unmasking of connections that are
now known to exist normally.

The capacity of a cortical area to take on the functions of
adifferent sensorymodalityhas been illustrated in a series
ofstudies inanimals inwhichvisual inputsweresurgically
redirected into theauditory thalamusandcortex.Neonatal
lesions of the midbrain (SC and IC) partially remove nor-
mal retinal targets and themainsourceofauditory input to
the medial geniculate body. As a result, retinal afferents
form connections that allow visual information to be con-
veyedtotheauditorycortex (Kalil andSchneider,1975;Sur
et al., 1988). In ‘rewired’ ferrets, neurons in the auditory
cortex have been shown to display receptive field proper-
ties, includingorientationanddirectionselectivity, charac-
teristic of the visual cortex (Roe et al., 1992), and even
support limited visually guided behavior (von Melchner
et al., 2000). Similar results havebeenobtained inhamsters
inwhichvisualafferentswereredirected intoeither theau-
ditory (Frost et al., 2000) or somatosensory cortex (Métin
and Frost, 1989).

These studies show that the modality specificity of
a given area of the cortex is determined by its inputs
and can change in behaviorally relevant ways if normal
inputs are replaced by those from another sense. Never-
theless, the functional specificity of different cortical
areas seems to be retained following crossmodal reorga-
nization. In early blind humans, part of the occipital cor-
tex normally involved in visual spatial processing is
more strongly activated when subjects perform auditory
or tactile localization rather than identification tasks
(Renier et al., 2010). Similarly, visual localization deficits
are produced in deaf cats by deactivating auditory corti-
cal areas that are known to be involved in sound locali-
zation in animals with normal hearing (Lomber et al.,
2010; Meredith et al., 2011). Such crossmodal plasticity
could potentially arise from an expansion or unmasking
of connections that selectively link cortical areas sharing
the same or related functions in different modalities. Al-
ternatively, this reallocation of resources might be medi-
ated via top–down pathways to different sensory areas
involved in stimulus localization.

4.5 SENSITIVE PERIODS IN THE
MATURATION OF MULTISENSORY

PROCESSING

The finding that human multisensory perceptual abili-
ties narrow during infancy (Lewkowicz and Ghazanfar,
2009) suggests that a sensitive period of development
may exist duringwhich experience is particularly effective
in shaping the functional architecture of the brain. Several
studies have indicated that the guiding influence of vision
onthematurationofauditoryspacemapsinthemidbrain is
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FIGURE 4.5 Crossmodal plasticity in the cortex following sensory
deprivation. (a) Recruitment of visual cortex in the blind for tactile pro-
cessing (e.g., Braille reading, sound localization, and verbal memory).
(b) Recruitment of auditory and language-related areas in deaf people
for viewing sign language, peripheral visual processing, and vibrotac-
tile stimulation. Reproduced from Merabet LB and Pascual-Leone A (2010)

Neural reorganization following sensory loss: The opportunity of change.Na-
ture Reviews Neuroscience 11: 44–52.
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developmentallyregulated(Kingetal.,1998b;Knudsenand
Brainard, 1991), and similar findings have been obtained
from behavioral studies (Knudsen and Knudsen, 1990).
However,more recent experiments have shown that adap-
tive crossmodal plasticity is possible throughout life. To
someextent, plasticity in later life is constrainedby changes
inneuralcircuitrythattakeplaceduringthesensitiveperiod.
For example, visual experience can adjust auditory spatial
tuninginthemidbrainofadultbarnowlsif theanimalswere
previouslyexposedtothesameprismaticdisplacement,but
not if adult birds are fitted with prisms that displace the
visual field in the opposite direction (Knudsen, 1998). This
experience-specificplasticityinadulthoodcanbeaccounted
for by changes in midbrain connectivity induced by prism
rearing (Figure 4.3), which leave a ‘trace’ that can be reacti-
vatedbyappropriateexperienceinlaterlife.Asimilarexpla-
nation likelyapplies toother formsof sensoryplasticity that
werepreviouslythoughttoberestrictedtoasensitiveperiod
of development (Hofer et al., 2009).

The question of whether sensitive periods exist can
also be addressed in deprivation studies either by deter-
mining whether the age at which the sensory loss occurs
influences the nature and extent of the changes that
take place in the brain or by examining the potential
for recovery if the missing function is restored. That a
sensitive period is present for the acquisition of multi-
sensory integration is suggested by studies of patients
who have had congenital cataracts removed. Even after
several years of multisensory experience, they lack the
ability to synthesize different modality cues normally
(Putzar et al., 2007). Integration of auditory and visual
cues is possible, however, if sensory function is restored
early enough. Congenitally deaf children fitted with
cochlear implants within the first 2 ½ years of life exhibit
the McGurk effect, whereas, after this age, auditory and
visual speech cues can no longer be fused (Schorr et al.,
2005). In contrast, recent animal studies suggest that sen-
sitivity to crossmodal experience might bemaintained in
later life. Following repeated presentation of spatiotem-
porally congruent visual and auditory cues to anesthe-
tized adult cats that had been reared in the dark, SC
neurons start to acquire their characteristic multisensory
integrative properties (Yu et al., 2010).

Most of the evidence for compensatory crossmodal
changes in neural processing and behavior following sen-
sory deprivation has come from subjects who have been
blind or deaf from birth or early in life. But while func-
tional and anatomical differences do exist between early-
and late-onset blind individuals (e.g., Cohen et al., 1999;
Jiang et al., 2009; Stevens and Weaver, 2009), enhanced
nonvisual abilities have also been reported following
late-onset blindness (Fieger et al., 2006; King and
Parsons, 1999; Occelli et al., 2008; Voss et al., 2004).

Together, these studies show that the mature brain
retains some capacity for crossmodal plasticity, although

to a lesser extent than that seen during development.
As with other aspects of sensory processing (e.g.,
Kacelnik et al., 2006), behavioral training is likely to be
an important factor in determining the extent to which
themature brain can adapt to changes in input. Similarly,
adult barn owls exhibit much greater visually induced
auditoryplasticity if the stimuli acquirebehavioral signif-
icance for the animals (Bergan et al., 2005). This suggests
that top–down regulation of sensory responses is part
of the circuitry involved in integrating multisensory
information in the brain.

4.6 CONCLUDING REMARKS

The studies reviewed in this article show that sensory
experience plays a vital role during development in
establishing and maintaining the neural circuits respon-
sible for synthesizing information across different sen-
sory modalities. Much of this evidence has come from
research in animals, which provide an opportunity both
to alter sensory inputs in a controlled and reproducible
manner in ways that are not possible in humans and to
investigate how different senses interact at the level of
individual neurons. Nevertheless, many of the animal
studies have examined the crossmodal consequences
of depriving inputs in one sensory modality and there-
fore offer valuable insights into the changes that likely
take place in the human brain following blindness or
deafness.

The emphasis in most of the animal work has been on
the development of multisensory spatial interactions,
particularly at the level of the SC, where vision has been
shown to play a pivotal role in aligning the different
modality maps and in the maturation of multisensory
integration. The SC has provided a model system for
research in this area, leading to the formulation of a
number of general principles that also apply to other
aspects of multisensory processing. Nevertheless, most
multisensory functions, at least in primates, rely on cor-
tical activity, and it will clearly be important to extend
the range of developmental studies to include other pro-
cesses, such as the integration of faces and voices during
infancy.

The considerable crossmodal plasticity that takes
place during development, and to some extent in later
life too, has clear adaptive value. This enables informa-
tion from different sensory modalities to be merged in
behaviorally relevant ways and allows for crossmodal
compensatory changes to take place following sensory
deprivation. However, these changes can potentially
be maladaptive in that they may limit the capacity of
the brain to utilize sensory inputs that are restored as
a result, for example, of cataract surgery or cochlear im-
plantation. The growing evidence for adult crossmodal
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plasticity nevertheless holds out the promise of develop-
ing effective rehabilitation strategies in such cases for
patients who are recovering from early sensory loss.
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5.1 OVERVIEW OF THE
MICROCIRCUIT IN THE CEREBELLAR

CORTEX

5.1.1 Cell Types and Afferent Fibers

The cerebellum consists of the cortex and the centrally
located deep cerebellar nuclei (DCN). The cerebellar cor-
tex exhibits a characteristic trilaminar structure com-
posed of the molecular layer, Purkinje cell (PC) layer,
and granular layer. In its mediolateral extent, the cere-
bellar cortex is divided into three longitudinal regions:
vermis (medial cerebellum), paravermis (intermediate
cerebellum or pars intermedia), and hemisphere (lateral
cerebellum). Each of these regions is folded into lobules.
TheDCNalso have three divisions: themedial (fastigial),

interpositus (globose and emboliform), and lateral (den-
tate) nuclei, each of which is connected topographically
with the vermis, paravermis, and hemisphere, respec-
tively. Cerebellar neurons with distinct cytological and
neurochemical properties reside in specific layers and
sites of the cerebellum. They are connected with each
other and also with specific brain regions outside the cer-
ebellum (Figure 5.1).

PCs are the sole output neurons of the cerebellar cor-
tex. The somata of PCs are aligned in the PC layer. PCs
extend well-arborized dendrites in the molecular layer
and project g-aminobutyric acid (GABA)ergic axons to
DCN and vestibular nuclei. There are two distinct excit-
atory afferents to the cerebellum, that is, climbing fibers
(CFs) and mossy fibers (MFs; Palay and Chan-Palay,
1974). In adulthood, each PC is innervated by a single
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CF originating from the inferior olive of the contralateral
medulla oblongata (Eccles et al., 1966). Each CF forms
hundreds of synapses by twisting around the proximal
dendritic compartment. Therefore, activation of CFs
causes strong depolarization of PC dendrites, triggers re-
generative ‘Ca2þ spikes’ due to activation of voltage-
gated Ca2þ channels (VDCCs) in PC dendrites
(Miyakawa et al., 1992), and generates characteristic
‘complex spikes’ in the PC soma (Eccles et al., 1966) that
are composed of a fast somatic Naþ action potential fol-
lowed by slow dendritic Ca2þ spikes. In contrast, MFs
originating from various extracerebellar regions, such
as the spinal cord, pontine nuclei, and reticular forma-
tion, convey motor and sensory information to the distal
dendritic compartment of PCs through parallel fibers
(PFs), the axons of granule cells (GCs; Ito, 1984). Approx-
imately, 105–106 PFs innervate a given PC, while each PF
forms only one or two synapses onto individual PCs
(Napper and Harvey, 1988). Thus, excitation of a single
PF only weakly depolarizes PC dendrites, and about 50
GCs should fire synchronously to generate a single Naþ

action potential (called ‘simple spike’) in the PC soma

(Barbour, 1993). PFs also excite two types of GABAergic
interneurons in the molecular layer, basket cells, and
stellate cells. Although these two types of interneuron
share similar features (Sultan and Bower, 1998), they dif-
fer in short-term plasticity (Bao et al., 2010), gene expres-
sion (Schilling and Oberdick, 2009), and most
importantly, the target of projection. Basket cell axons in-
nervate the soma and surround the axon initial segment
(AIS) of PCs, while stellate cells innervate dendrites of
PCs (Palay and Chan-Palay, 1974). The specialized con-
ical structure formed by basket cell axons around the AIS
is called the pinceau formation (Ango et al., 2004).

In the granular layer, there are several types of inter-
neurons, which do not project to PCs directly. Golgi cells,
Lugaro cells, and globular cells are inhibitory interneu-
rons with a dual glycinergic/GABAergic phenotype
(Ottersen et al., 1988). Golgi cells extend dendritic trees
radiating through the cerebellar cortex. They receive ex-
citatory inputs from PFs in the molecular layer and from
MFs and presumably also fromCFs in the granular layer.
Golgi cells, in turn, innervate GC dendrites in the cere-
bellar glomeruli, thus providing both feedforward and
feedback inhibition to GCs. Golgi cells also receive inhib-
itory inputs presumably from other Golgi cells, basket
cells, stellate cells, and Lugaro cells. Lugaro cells are fu-
siform inhibitory interneurons lying just beneath the PC
layer. They receive GABAergic inputs from axon collat-
erals of PCs and project axons to the molecular layer to
innervate basket and stellate cells, thus providing feed-
back inhibition to PCs through these molecular layer in-
terneurons (Laine and Axelrad, 2002). Globular cells
have globular somata at variable depths in the granular
layer and are thought to be a subtype of Lugaro cells
(Laine and Axelrad, 2002). Lugaro cells and globular
cells are neurochemically distinguished fromGolgi cells;
the former express calretinin, while most of the latter
express mGluR2 and neurogranin (Simat et al., 2007).
Unipolar brush cells are excitatory interneurons
enriched in the granular layer of the vestibulocerebel-
lum. They are characterized by single short dendrites
terminating with a brush of dendrites, which engulf
one or two rosettes of glutamatergic and cholinergic
MFs. They innervate dendrites of other unipolar brush
cells and GCs, thus regarded as an intermediate compo-
nent that amplify excitatory drives of MFs on to GCs
(Mugnaini and Floris, 1994).

DCN neurons receive excitatory inputs from collat-
erals of MFs and CFs, and inhibitory inputs from PC
axons. Thus, information from the cerebellar cortex is in-
tegrated with direct inputs from MFs and CFs in DCN
neurons. In the DCN, GABAergic neurons are either lo-
cal interneurons or projection neurons targeting their
axons to the inferior olive (De Zeeuw et al., 1988), while
non-GABAergic neurons (presumably glutamatergic)
project to the rest of the brain, including the red nucleus
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FIGURE 5.1 Neuronal component and synaptic wiring diagram of
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and the thalamus. Thus, the DCN is in the key position
of the cerebellar system and the source of cerebellar
output.

5.1.2 Generation of Neurons that Constitute
Microcircuits Related to PCs

All GABAergic neurons in the cerebellum originate
from Ptf1a-expressing cells in the ventricular zone
(Hoshino et al., 2005). Of these, projection neurons, that
is, PCs and DCN neurons projecting to the inferior olive,
are specified within the ventricular zone at the onset of
cerebellar neurogenesis in early prenatal life (Altman
and Bayer, 1997; Miale and Sidman, 1961). GABAergic
interneurons also derive from the ventricular zone, but
the progenitors continue to proliferate in the prospective
white matter up to postnatal development (Zhang and
Goldman, 1996). Phenotypic specification and diversity
of GABAergic interneurons appear to be created by in-
structive cues provided by the microenvironment of
the prospective white matter (Leto et al., 2009). On the
other hand, the rhombic lip generates all progenitors
of glutamatergic cerebellar neurons which then migrate
via different pathways. Glutamatergic neurons in the
DCN migrate to the nuclear transitory zone before des-
cending to the prospective DCN (Fink et al., 2006). GC
precursors first migrate to the cerebellar surface and
form the external granular layer. There, they continue
to proliferate during the postnatal period, and then
descend to the internal granular layer (Rakic, 1971).
Unipolar brush cells migrate to their destination through
developing white matter (Englund et al., 2006).

5.1.3 Compartmentalization of the Cerebellum

Although the basic cellular composition and wiring
diagram are uniform across the cerebellum, longitudinal
organization of the cerebellar cortex has been demon-
strated using anatomical, physiological, and molecular
mapping techniques (Apps andHawkes, 2009). Longitu-
dinal cerebellar zones have been defined anatomically
by cholinesterase labeling in the white matter and topo-
graphic projection of CFs and PC axons (Voogd and
Ruigrok, 2004). Longitudinal zones are further divided
into smaller units called microzones, based on high
synchrony of complex spike activity (Llinas and
Sasaki, 1989; Sugihara et al., 1993) and Ca2þ spikes
(Mukamel et al., 2009; Schultz et al., 2009). Each micro-
zone is�500 mm inwidth, stable across behavioral states,
and has a sharp boundary with the neighboring micro-
zones (Mukamel et al., 2009). This synchrony is based
on electrical coupling of nearby olivary neurons through
dendrodendritic gap junctions (Llinas et al., 1974; Sotelo

et al., 1974) and topographical olivocerebellar projec-
tions, that is, from given subregions of the inferior olive
to specific longitudinal cortical zones (Sugihara et al.,
2001).

Elaborate and fine compartmentalization can be rec-
ognized as cerebellar stripes by histochemistry for vari-
ous molecules expressed in PCs. The best example of
‘late’ markers, which reveal the adult topography (post-
natal day 15 onward), is aldolase C or zebrin II antigen
(Hawkes and Leclerc, 1987), while ‘early’ markers of to-
pography, such as calbindin and L7, typically reveal
zones and stripes during perinatal development (embry-
onic day 13 (E13) to postnatal day 5(P5); Wassef et al.,
1985)). These stripes are reproducible between individ-
uals and conserved across species. Using a novel molec-
ular marker, phospholipase Cb4 (PLCb4), which is
continuously expressed in zebrin II-negative PCs
from embryonic stage to adulthood (Nakamura et al.,
2004; Watanabe et al., 1998), some stripes in the adult
cerebellum have been shown to derive from two or
more distinct embryonic clusters (Marzban et al.,
2007). Importantly, studies with small tracer injections
have shown that the topography of zebrin II expression
pattern corresponds to that of the olivary projection to
the cerebellar cortex and further to that of the
olivary projection to the DCN and cerebellar cortical pro-
jection to DCN (Pijpers et al., 2005; Sugihara and
Shinoda, 2004, 2007). These lines of evidence support
the idea that the entire cerebellar system is formed by
parallel assembly of an olivo–cortico–nuclear microcom-
plex (Ito, 1984).

5.2 DEVELOPMENT OF CF–PC SYNAPSES

5.2.1 Multiple Innervation of PCs by CFs
in Early Postnatal Period

PCs undergo drastic changes in their morphology
from late embryonic to early postnatal days (Armengol
and Sotelo, 1991). PCs are born at the cerebellar ventric-
ular zone at E10–E13 and migrate to form a multilayer
below the molecular layer. At the end of radial migra-
tion, PCs exhibit bipolar shapes at E19–P0 (‘simple and
fusiform cell’ by Armengol and Sotelo, 1991). Then, at
P1–P3, new stem dendrites emerge from all aspects of
the cell bodies, which confer the complex shapes of
PCs (‘complex-fusiform cell’ by Armengol and Sotelo,
1991). From P3 to P6, such stem dendrites disappear
by retraction of the long dendritic branches (‘regressive–
atrophic dendrites’ by Armengol and Sotelo, 1991). In
the meantime, PCs line up in a monolayer, which is
completed by P5. PCs undergo explosive outgrowth
of perisomatic protrusions that emerge in all directions
from the cell bodies (the stage of ‘stellate cells’ by
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Armengol and Sotelo, 1991). Upto P10, PCs extend sin-
gle or double stem dendrites into the molecular layer,
which grow and split into many dendritic branches,
with simultaneous withdrawal of long somatic pro-
cesses. The polarity of PCs is determined during this
developmental period. From P10 to P15, the growth
of the dendritic arbor occurs mainly in its lateral do-
main, whereas from P15 on, the dendritic growth oc-
curs in the vertical plane and the height of the
dendritic field reaches the adult level at P30.

After reaching the primitive cerebellum around E18,
axons of inferior olivary neurons give rise to thick and
thin collaterals (Wassef et al., 1992). This stage is called
the ‘creeper stage’ (Chedotal and Sotelo, 1993) at which
the ‘CFs,’ the thick collaterals of olivary axons, creep be-
tween immature PCs. At this stage, PCs have just com-
pleted their migration and are organized in a multilayer
of ‘simple and complex-fusiform cells’. Initially, each oli-
vocerebellar axon forms about 100 ‘creeper’ CFs
(Sugihara, 2005). Then, the CF to PC synapse undergoes
three distinct phases of postnatal development, which
are described by Ramón y Cajal in his pioneering studies
(Cajal, 1911): the ‘pericellular nest’ stage, the ‘capuchon’
stage, and the ‘dendritic’ stage. At the ‘pericellular nest’
stage, CFs surround the cell bodies of PCs and establish
contacts with the abundant pseudopodia stemming from
the soma and form a plexus on the lower part of the PC
soma. At this stage, PCs have many perisomatic protru-
sions that emerge in all directions from the cell bodies,
and therefore, this stage is called the phase of ‘stellate
cells’ (Armengol and Sotelo, 1991). Among the 100
‘creeper’ CFs of each olivocerebellar axon, only around
10 can develop ‘pericellular nests.’ The ‘capuchon’ stage
is characterized by the displacement of the plexus of CF
collaterals to the apical portion of PC somata and main
dendrites. Finally, at the ‘dendritic’ stage, CFs undergo
translocation to growing PC dendrites and expanding
their innervation territories.

Earlier electrophysiological studies on juvenile rats in
vivo showed that stimulation to the inferior olive after P3
elicits CF-mediated responses in PCs (Crepel, 1971).
However, in contrast to the all-or-none nature of CF
responses in the adult animals, the responses of juvenile
PCs are graded in parallel with the increase in the
stimulus strength (Crepel et al., 1976). This was the first
evidence that PCs are innervated by multiple CFs in
early postnatal development. Later extensive studies in
vivo revealed that both the percentage of PCs innervated
by multiple CFs and the average number of CFs inner-
vating individual PCs decrease with postnatal deve-
lopment and that most PCs become singly innervated
by CFs (Crepel et al., 1981; Mariani and Changeux,
1981). These results clearly indicate that developmental
elimination of redundant CF inputs occurs during
postnatal development.

5.2.2 Functional Differentiation
of Multiple CFs

Multiple CFs initially form functional synapses on the
PC soma at around P3 (Chedotal and Sotelo, 1993;
Morando et al., 2001). When recorded from PCs in cere-
bellar slices at this developmental stage, excitatory post-
synaptic currents (EPSCs) elicited by stimulating
multiply-innervating CFs are much smaller than those
of mature CFs (Bosman et al., 2008; Hashimoto and
Kano, 2003, 2005; Ohtsuki and Hirano, 2008; Scelfo and
Strata, 2005). Therefore, CF inputs become stronger,
while redundant CFs are eliminated during postnatal
development.

Changes in the relative synaptic strengths of multiple
CFs innervating the same PC have been systematically
studied during postnatal development (Hashimoto
and Kano, 2003) by recording CF-mediated EPSCs in
PCs from cerebellar slices of mice aged P2–P21. This
systematic study showed that more than five discrete
CF-EPSCs with similar amplitudes are recorded in PCs
from neonatal mice around P3 (Figure 5.2(a), �P3). In
contrast, in the second postnatal week, PCs with multi-
ple CF-EPSCs have one large CF-EPSC and a few small
CF-EPSCs (Figure 5.2(a), �P7 and �P12). These results
indicate that synaptic strengths of multiply-innervating
CFs are relatively uniform in neonatal mice, and one CF
is selectively strengthened during postnatal develop-
ment (Bosman et al., 2008; Hashimoto and Kano, 2003,
2005). Quantitative assessments of the disparity among
the amplitudes of multiple CF-EPSCs in individual
PCs demonstrate that one CF is selectively strengthened
among multiple CFs innervating the same PC from P3 to
P7 (Figure 5.2(b); Hashimoto and Kano, 2003). These
electrophysiological data are consistent with the mor-
phological observation that the innervation pattern of
CFs over PCs drastically changes during this postnatal
period in rats (Sugihara, 2005). At P4, CFs have many
creeping terminals in the PC layer and their swellings
do not aggregate at particular PC somata (creeper type).
Then, from P4 to P7, CFs surround several specific PC
somata and form aggregated terminals on them (nest
type; Sugihara, 2005).

There are clear differences in electrophysiological
properties between EPSCs elicited by the strongest CF
input and those by other weaker inputs. Transient rises
of glutamate concentration in the synaptic cleft are sig-
nificantly higher after stimulation of the strongest CF
than the weaker CFs (Hashimoto and Kano, 2003). This
is thought to result from the fact that the probability of
multivesicular release (i.e., more than one synaptic ves-
icle released simultaneously to a given postsynaptic site
from the corresponding presynaptic release site) is
higher for the strongest CF than for the weaker CFs.
Further electrophysiological examination suggested that
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the number of release sites facing a narrow postsynaptic
PC region is larger in the strongest CF than in weaker
CFs (Hashimoto and Kano, 2003).

5.2.3 Dendritic Translocation of Single CFs

Morphological evidence indicates that the site of CF
innervation of PC changes from soma to dendrite during
early postnatal development, a phenomenon known as
‘CF translocation’ (Altman and Bayer, 1997). The rela-
tionship between the selective strengthening of single
CFs and CF translocation was investigated by using both
electrophysiological and morphological techniques
(Hashimoto et al., 2009a). The location of synapses along
the somatodendritic domains of PCs can be estimated by
analyzing the kinetics of quantal EPSCs (qEPSCs) arising
from single synaptic vesicles in CF terminals.

At P7–P8 when the selective strengthening of single
CFs on each PC has just been completed, there is no sig-
nificant difference in the distribution of the rise times
(i.e., time from the onset to the peak) of qEPSCs for the
strongest compared with the weaker CFs. Since the rise
time of qEPSCs is proportional to the distance from the
synaptic sites to the somatic recording site (Roth and
Hausser, 2001), synapses of the strongest and weaker
CFs are thought to be located on the soma at around
P7 (Figure 5.2(a), �P7). At P9–P10, the incidence of
qEPSCs with slow rise times was more frequent for the
strongest than for the weaker CFs, suggesting the initia-
tion of CF translocation (Figure 5.2(b)). The difference in
the distribution of qEPSC rise times for the strongest

compared with the weaker CFs becomes larger from
P11 to P14. While the incidence of qEPSCs with slow rise
times becomes more frequent for the strongest CFs with
age, the qEPSC rise times for weaker CFs remain almost
unchanged from P9 to P14. These electrophysiological
data collectively indicate that (1) synaptic competition
among multiple CFs occurs on the soma before P7
(Figure 5.2(a), �P3 and �P7, Figure 5.2(b)), (2) only the
strongest CF (‘winner’ CF) starts to translocate to den-
drites at P9 and the translocation continues thereafter
(Figure 5.2(a), �P12, Figure 5.2(b)), and (3) synapses of
the weaker CFs (‘loser’ CFs) remain around the soma
(Figure 5.2(a), �P12).

Morphological data are consistent with these electro-
physiological observations. When subsets of CFs are
labeled by an anterograde tracer, biotinylated dextran
amine (BDA), injected into the inferior olive, pericellular
nests with extensive branching of CFs are observed at P7,
P9, and P12. At P7, in spite of the presence of immature
stem dendrites in PCs, CFs innervate the soma and spare
the dendrites (Figure 5.3(a)). Dendritic innervation of
CFs starts at P9 (Figure 5.3(b)) and at P12, and thereafter,
the territory of innervation extends progressively along
the PC dendrites (Figure 5.3(c) and 5.3(d)).

5.2.4 Early Phase of CF Synapse Elimination

Detailed assessment of the postnatal development of
CF innervations in mouse cerebellar slices demonstrates
that there is no significant reduction in the average num-
ber of CFs per PC from P3 to P6 when functional
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FIGURE 5.2 Postnatal development of CF–PC synapses. (a) Diagrams of CF–PC synapses at four representative stages of postnatal develop-
ment in mice. (b) Four distinct phases in postnatal development of CF–PC synapses. Reproduced with permission from European Journal of Neuro-
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differentiation of multiple CFs occurs (Hashimoto et al.,
2009b). The value then decreases progressively from P6
to around P15 (Hashimoto et al., 2009b; Scelfo and Strata,
2005). CF synapse elimination therefore does not pro-
ceed in parallel with functional differentiation of multi-
ple CFs but starts after the strengthening of single CFs to
individual PCs. Crepel et al. (1981) showed that elimina-
tion of surplus CFs consisted of two distinct phases, the
early phase up to around P8 and the late phase from
around P9 to P17 (Crepel et al., 1981). The early phase oc-
curs normally in animals with mild X-irradiation to the
cerebellum during the early postnatal period, which
causes selective loss of GCs and PFs while leaving PCs
intact. In marked contrast, the late phase is severely im-
paired by inhibiting GC production by X-irradiation.
This study indicates that the early phase of CF synapse
elimination is independent of PF–PC synapse formation,
whereas the late phase is critically dependent on it. How-
ever, since the animal models with ‘hypogranular’ or
‘agranular’ cerebella often have abnormalities of cerebel-
lar development other than GC genesis and PF–PC syn-
apse formation, there remains a possibility that CF
synapse elimination might be influenced by such devel-
opmental defects.

The analysis of mutantmice deficient in the glutamate
receptor d2 subunit (GluRd2 or GluD2) demonstrates
that there are two distinct phases of CF synapse elimina-
tion. GluRd2 is richly expressed in PCs and its deletion
causes impairment of PF–PC synapse formation leading
to reduction of PF–PC synapse number to about half of
that in wild-type mice. In spite of the severe impairment
of PF synapse formation, GluRd2 deletion does not sig-
nificantly affect the laminar structure of the cerebellum
and morphology of the PC and its dendritic tree
(Kashiwabuchi et al., 1995; Kurihara et al., 1997). In
GluRd2 knockout mice, the average number of CFs

innervating each PC is similar to that of control mice
from P5 to P11. However, the value is significantly larger
than that of control mice from P12 to P14. Thus, CF syn-
apse elimination in mice can be classified into two dis-
tinct phases, namely, the ‘early phase’ from P6 to
around P11 which is independent of PF–PC synapse for-
mation and the ‘late phase’ from around P12 and there-
after which requires normal PF–PC synapse formation
(Figure 5.2(b); Hashimoto et al., 2009b).

Molecular mechanisms of the early phase of CF syn-
apse elimination remain largely unknown. However,
patterns of CF activity have been reported to influence
the early phase of CF synapse elimination. Andjus
et al. disrupted the normal activity pattern of CFs in
rat at P9–P12 by administration of harmaline, which in-
duced synchronous activation of inferior olive neurons
(Andjus et al., 2003). This treatment caused persistent
multiple CF innervations of PCs in rats at P15–P87.
Furthermore, a recent report strongly suggests that
PC activity is crucial for CF synapse elimination.
Lorenzetto et al. (2009) generated transgenic mice that
expressed a chloride channel-YFP fusion protein specif-
ically in PCs to suppress their excitabilities. In these
mice, the expression of chloride channel was observed
in PCs during the ‘early phase’ at P9, and multiple CF
innervations persisted up to P90. Therefore, perturba-
tion of PC activity is considered to cause impairment
of the ‘early phase’ of CF synapse elimination. In addi-
tion, insulin-like growth factor I (IGF-1) is reported to
be involved in CF synapse elimination from P8 to P12
(Kakizawa et al., 2003). IGF-1 is thought to enhance the
strengths of CF synapses and promote their survival,
whereas the shortage of IGF-1 appears to impair the de-
velopment of CF synapses (Kakizawa et al., 2003). In ad-
dition, Sherrard et al. reported recently that the active,
phosphorylated form of full-length TrkB, a receptor for
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FIGURE 5.3 Developmental profile of CF innervations from perisomatic nest stage to peridendritic stage. (a–e) Fluorescent labeling of
CFs with BDA (red) and PCs with calbindin antibody (green) at respective postnatal days. Reproduced from Hashimoto K, Ichikawa R, Kitamura

K, Watanabe M, and Kano M (2009) Translocation of a ‘winner’ climbing fiber to the Purkinje cell dendrite and subsequent elimination of ‘losers’ from the
soma in developing cerebellum. Neuron 63: 106–118, with permission.
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brain-derived neurotrophic factor (BDNF), fell around
the onset of the early phase of CF synapse elimination.
In contrast, the expression of the truncated form, which
acts as a negative regulator of TrkB signaling, rose at the
same developmental stage (Sherrard et al., 2009). This
finding suggests that decrease in TrkB signaling might
permit the elimination of surplus CF synapses, although
TrkB signaling appears to be involved in the ‘late phase’
of CF synapse elimination presumably through the
maturation of GABAergic inhibitory synapses (see
Section 5.2.5).

Morphological data indicate that CFs that undergo
dendritic translocation keep their synapses on the PC
soma during the second postnatal week. In contrast, syn-
aptic terminals of the weaker CFs are confined to the
soma and the basal part of the primary dendrite. The
characteristic pericellular nest consists of somatic synap-
ses originating from collaterals of a single predominant
CF and from weaker CFs and thus represents multiple
CF innervation of PCs (Hashimoto et al., 2009a). There-
fore, CF synapse elimination is thought to be a process
of nonselective pruning of perisomatic synapses, which
spares dendritic synapses of a single predominant CF
and leads to monoinnervations of that CF (Hashimoto
et al., 2009a).

Hashimoto et al. (2011) have recently reported that the
P/Q-type VDCC expressed in PCs drives the early phase
of CF synapse elimination (Hashimoto et al., 2011). They
generated mice with PC-selective deletion of CaV2.1, a
pore-forming subunit of the P/Q-type VDCC that consti-
tutes the major Ca2þ current component in PCs (PC-
CaV2.1 KO mice; Mintz et al., 1992; Stea et al., 1994).
Although initial CF to PC synapse formation appears

normal at around P4 in PC-CaV2.1 KO mice, subsequent
CF synapse development and elimination are severely
impaired. First, biased strengthening of a single CF input
in each PC from P5 to P7 is absent in PC-CaV2.1 KOmice,
and multiple CF inputs equally become larger by about
fourfold. Second, more than one CF undergoes translo-
cation to dendrites in PC-CaV2.1 KOmice. Third, CF syn-
apse elimination is severely impaired in PC-CaV2.1 KO
mice until around P12 (Hashimoto et al., 2011). Global
CaV2.1 KO mice have essentially the same defects in
CF synapse development and elimination as PC-
CaV2.1 KO mice (Hashimoto et al., 2011; Miyazaki
et al., 2004). These results indicate that Ca2þ influx
through P/Q-type VDCC into PCs is essential for selec-
tive strengthening of a single CF input in each PC, den-
dritic translocation of the strengthened CF, and the early
phase of CF synapse elimination.

5.2.5 Late Phase of CF Synapse Elimination

In GluRd2 knockout mice, CFs invade into the distal
dendrites and form ectopic synapses there (Hashimoto
et al., 2001; Ichikawa et al., 2002). These ectopic CF syn-
apses appear around P10 when PF synapse formation
and PC dendritic arborization occur most vigorously.
The similar type of multiple CF innervation is also found
in a mutant mouse deficient in cbln1 in which PF to PC
synapse formation is severely impaired (Hirai et al.,
2005). These results indicate that PFs compete for the in-
nervation territory with CFs during development and
play a role in restricting CF innervation to proximal den-
drites (Figure 5.4). The details of this phenomenon will
be described in Section 5.3.3.
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the latephase. PF synapses are formedandmaintainedondis-
tal dendrites of PCs through the interaction of Cbln1 and
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Second, neural activity along the pathway of mossy fiber,
GC, and PF involving N-methyl-D-aspartate (NMDA) recep-
tor at MF to GC synapses drives mGluR1 to PKCg signaling
cascades in PCs (activation of mGluR1 signaling cascade).
The signaling molecules downstream of PKCg are currently
unknown, but this eventually leads to elimination of somatic
CF synapses including those of weak CFs and of somatic col-
laterals of strong CF (elimination of somatic synapses). TrkB,
myosin Va, brain-specific receptor-like protein (BSRP), and
glutamate-aspartate transporter (GLAST) are also involved
in the late phase of CF synapse elimination, but details of the
mechanisms of their actions inCF synapse elimination are un-
known.Modified from Kano, M., Hashimoto, K., Tabata, T., 2008.
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akeymolecule responsible for long-termdepression, endocannabinoid
signalling and synapse elimination. Philosophical Transactions of

the Royal Society B 363, 2173–2186.
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Another role of PF synapses is to activate type 1 meta-
botropic glutamate receptor (mGluR1) and its down-
stream signaling cascades in PCs to drive the process
of CF synapse elimination. It is shown that the mutant
mouse deficient in mGluR1 is impaired in CF synapse
elimination (Kano et al., 1997; Levenes et al., 1997). Mice
deficient in signalingmolecules downstream ofmGluR1,
that is, Gaq, PLCb4, and PKCg, are also impaired in CF
synapse elimination (Hashimoto et al., 2000; Kano
et al., 1995, 1998; Offermanns et al., 1997). Electrophysi-
ological examination of CF innervation following postna-
tal development demonstrates that the regression of CF
synapse normally occurs during the first and second post-
natal weeks in all of the four mouse strains. However,
thesemice display abnormality in CF synapse elimination
during the third postnatal week. These results suggest
that the signaling cascade frommGluR1 to protein kinase
C (PKC)g is essential for the late phase of CF synapse
elimination, but it is dispensable for the early phase of
CF synapse elimination (Figure 5.2(b)). Importantly, the
formation and function of PF to PC synapses are normal
in thesemutantmice. Therefore, the impaired CF synapse
elimination is not caused secondarily by the defect in PF
synaptogenesis.

The defect in the CF synapse elimination in the
mGluR1-deficient mouse is restored in the mGluR1-
rescue mice in which mGluR1a has been introduced spe-
cifically into PCs (Ichise et al., 2000). Regression of CF
synapses is impaired in mice by PC-specific expression
of a PKC inhibitor peptide (De Zeeuw et al., 1998).
Furthermore, the distribution of multiply-innervated
PCs in the cerebellum of PLCb4 knockout mice exactly
matches that of the PCs with predominant expression of
PLCb4 in the wild-type mouse cerebellum (Kano et al.,
1998). These lines of evidence clearly indicate that the
signaling from mGluR1 to PKCg in PCs but not other cell
types plays a central role in CF synapse elimination.

The mGluR1 signaling required for the late phase of
synapse elimination is thought to be driven by PF activ-
ity, since mGluR1 can readily be activated by PF inputs
(Batchelor et al., 1994; Finch and Augustine, 1998;
Takechi et al., 1998). Furthermore, chronic blockade of
N-methyl-D-aspartate (NMDA) receptors within the cer-
ebellum results in the impairment of CF synapse elimi-
nation (Rabacchi et al., 1992) specifically in its later
phase (Kakizawa et al., 2000). NMDA receptors are not
present at either PF or CF synapses onto PCs during sec-
ond and third postnatal weeks, but they are abundantly
expressed at MF to GC synapses (Kakizawa et al., 2000).
Therefore, the chronic blockade of NMDA receptors
within the cerebellum should affect MF to GC transmis-
sion. These results suggest that neural activity along
MF–GC–PF–PC pathway and subsequent activation of
mGluR1 are prerequisite for the late phase of CF synapse
elimination (Figure 5.4; Kakizawa et al., 2000).

Besides the mGluR1 signaling in PCs, a neurotrophin
receptor, TrkB (Bosman et al., 2006; Johnson et al., 2007),
a motor protein, myosin, Va (Takagishi et al., 2007), a
glutamate transporter, glutamate-aspartate transporter
(GLAST) (Watase et al., 1998), and a novel brain-specific
receptor-like protein family, brain-specific receptor-like
protein (Miyazaki et al., 2006), are also involved in CF
synapse elimination. Since genetic or pharmacological
deletion of these molecules in mice impairs CF synapse
elimination in the second postnatal week, these signaling
cascades are thought to be involved in the ‘late phase’ of
CF synapse elimination. The involvement of a neurotro-
phin receptor, TrkB, is especially interesting, because
TrkB signaling is required for normal development of
GABAergic innervations of PCs. In TrkB knockout mice,
the number of GABAergic synapses is reduced and the
inhibitory postsynaptic currents are prolonged (Bosman
et al., 2006), which suggest the GABAA receptors do
not undergo the normal a3 to a1 subunit switching
(Takayama and Inoue, 2004). It is therefore possible that
normal development of GABAergic inhibitory synapses
onto PCs is prerequisite for the late phase of CF synapse
elimination (Nakayama et al., 2012). As for other mole-
cules potentially involved in the late phase of CF synapse
elimination, null mutant mice deficient in Ca2þ/calmod-
ulin-dependent protein kinase IV (CaMKIV) are reported
to have persistent multiple CF innervations, but it is
unclear at what stage of postnatal development the im-
pairment occurs (Ribar et al., 2000). It is also reported that
null mutant mice deficient in a-calcium/calmodulin-de-
pendent protein kinase II (CaMKIIa) display multiple
CF innervations at P21–P28, but this phenotype disap-
pears in adulthood (Hansel et al., 2006), suggesting that
CaMKIIa deficiency delays but does not prevent CF
synapse elimination.

During synapse elimination in the neuromuscular
junction, bulb-shaped tips of retreating motor axons
and the axon fragments (‘axozomes’) are engulfed by
Schwann cells (Bishop et al., 2004). These axon bulbs, axo-
zomes, and Schwann cell cytoplasm are often positively
stained with Lysotracker Red, a marker for the lysosomes
and late endosomes of living cells, suggesting axonal di-
gestion through autophagy and subsequent heterophagy
by Schwann cells (Song et al., 2008). It is also reported that
Lysotracker-positive structures surrounding PCs, which
are presumed to be within Bergmann glia, are abundant
during the second and third postnatal weeks (Song
et al., 2008). This result suggests that retreating CF axons
might be digested in a manner similar to the retreating
motor axons at neuromuscular junction.

The current model for the mechanisms underlying
the late phase of CF synapse elimination is illustrated
in Figure 5.4. First, PF synapses confine the CF innerva-
tion territories to proximal dendrites of PCs (Figure 5.4).
Second, PF activity involving NMDA receptor at MF to
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GC synapses drives mGluR1 to PKCg signaling cascades
in PCs (Figure 5.4), which leads to nonselective elimina-
tion of somatic CF synapses (Figure 5.4). The signaling
molecules downstream of PKCg are currently unknown.
The molecular mechanisms underlying morphological
elimination of the weaker CFs are also unknown. Some
mechanismsmust convey transsynaptic retrograde signal-
ing from PCs to weaker CFs.

A recent study using organotypic slice culture shows
thatCF synapse elimination occurs only during the critical
period thatdependson thematuration stageofpostsynap-
tic PCs but not on presynaptic olivary neurons (Letellier
et al., 2009). The authors cocultured immature or mature
medulla containing the inferior olive with naı̈ve or non-
naı̈ve PCs (i.e., PCs that have not undergone synapse
elimination or those that have experienced synapse elimi-
nation, respectively). They found that multiple CF inner-
vation was observed when either the PCs were naı̈ve or
CFs were immature. Interestingly, non-naı̈ve PCs could
not eliminate multiple CFs. These results suggest that CF
synapseeliminationduringthecriticalperiodleaves indel-
ible trace inPCs thatprevents theeliminationprocess from
occurring in the later stage (Letellier et al., 2009).

5.3 DEVELOPMENT OF PF–PC SYNAPSES

5.3.1 Formation of PF–PC Synapses

PF–PC synapses increase in number andmature in the
early postnatal period, concomitant with differentiation
of GCs and growth of PC dendrites. During the first
10 days of a rodent’s life, production and migration of
GCs as well as growth of PC dendrites are slow
(Altman and Bayer, 1997). In this period, the prolifera-
tive or outer zone of the external granular layer has con-
stant thickness of four to five cells, while the depth of the
premigratory or inner zone increases progressively
(Altman and Bayer, 1997). In the premigratory zone,
postmitotic GCs extend future PFs in the transverse
plane, and then migrate downward along Bergmann
fibers in the molecular layer (Altman and Bayer, 1997;
Rakic, 1971). As a consequence, T-shaped axon of GCs
differentiates, and horizontal beams of PFs become a
part of the upper zone of the molecular layer. PC den-
drites are immature, particularly in the upper zone of
the molecular layer, where dendrites extend filopo-
dium-like protrusions, PF–PC synapses are few in num-
ber, spines are often free of innervation, and coverage by
Bergmann glia is incomplete (Kurihara et al., 1997;
Yamada et al., 2000).

In the next ten postnatal days, PC dendrites grow dy-
namically, the bulk of GCs come into existence, and
PF–PC synapses explosively increase in number (Takacs
and Hamori, 1994). Moreover, almost all spines form

synaptic contact with PF terminals, and PF–PC synapses
are equipped with well-developed postsynaptic density
and complete astroglial coverage (Kurihara et al., 1997;
Spacek, 1985; Yamada et al., 2000). Analyses using agra-
nular and hypogranular animal models, where PF–PC
synaptogenesis is hindered by spontaneous gene muta-
tion or postnatal X-ray irradiation, have demonstrated
that PF synapse formation in PCs plays a critical role
in the elongation, branching, and planar development
of dendritic trees (Sotelo, 2004).

5.3.2 Stabilization and Maintenance
of PF–PC Synapses

Our understanding of the molecular mechanism of PF
synapse formation in PCs has been greatly advanced by
molecular identification of GluRd2 (Araki et al., 1993;
Lomeli et al., 1993) and analyses of mutant mice defec-
tive in this gene grid2 (GluRd2-knockout mice and spon-
taneous hotfoot mutant mice; Guastavino et al., 1990;
Kashiwabuchi et al., 1995). Like other ionotropic GluR
subunits, GluRd2 preserves three transmembrane do-
mains (TM1, TM3, and TM4), reentrant hairpin loop
(TM2) surrounding a channel pore, ligand-binding
domains in the N-terminal region, and protein–protein
interaction sites in the C-terminal region (Uemura
et al., 2004; Yuzaki, 2004). However, GluRd2 does not
function as a glutamate-gated ion channel (Kakegawa
et al., 2007a,b).

In the brain, GluRd2 is expressed almost exclusively in
PCs (Araki et al., 1993; Lomeli et al., 1993) and selectively
localized at PF but not CF synapses (Landsend et al., 1997;
Takayama et al., 1995). PCs in GluRd2-defective mice dis-
play characteristic phenotypes mostly related to PF syn-
apse structure and function, including reduction in the
number of PF synapses per PC to about half of the
wild-type mice (54% in control PCs; Kurihara et al.,
1997), emergence of free spines lacking synaptic contact
in the distal dendritic domain (37% of the total spines;
(Ichikawa et al., 2002; Kurihara et al., 1997)), mismatching
of pre- and postsynaptic specialization at PF synapses
(Guastavino et al., 1990; Takeuchi et al., 2005), impaired
long-term depression (LTD) at PF synapses (Kakegawa
et al., 2008; Kashiwabuchi et al., 1995; Uemura et al.,
2007), impaired motor learning (Kakegawa et al., 2008;
Kishimoto et al., 2001), and severe ataxia (Guastavino
et al., 1990; Kashiwabuchi et al., 1995). In a drug-
inducible, PC-specific GluRd2-knockout mouse strain,
mismatched PF–PC synapses, free spines, and motor
discoordination are induced and exacerbated in the
adult cerebellum, concomitantwith a decrease inGluRd2
protein (Takeuchi et al., 2005). Furthermore, expression
of theN-terminal domainofGluRd2 in human embryonic
kidney cells inducespresynapticdifferentiation (Uemura
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andMishina, 2008) and its viral transfer to adult GluRd2-
knockout mice rapidly restores PF synapse formation
andmotor discoordination (Kakegawa et al., 2009). Thus,
GluRd2 strengthens and regulates the connectivity of
PF–PC synapses in both the developing and adult cere-
bella. On the other hand, the last seven amino acids
known as the T-site, which binds to various PDZ
domain-containing proteins including postsynaptic den-
sity (PSD)-93, PTPMEG, delphilin, nPIST, and synaptic
scaffolding molecule are essential for cerebellar LTD
and motor learning (Kakegawa et al., 2008; Uemura
et al., 2007).

Cbln1 or precerebellin was originally identified as a
precursor of PC-specific peptide cerebellin (Slemmon
et al., 1984). However, C-terminal two-thirds of Cbln1
shares significant structural similarity with the globular
domain of complement C1q chain (Urade et al., 1991),
and the full-length Cbln1 is released into the culture me-
dium as a hexameric complex (Bao et al., 2005). Thus,
Cbln1 now belongs to the C1q/tumor necrosis factor
superfamily. Of fourmembers (Cbln1–4), Cbln1 is highly
expressed in cerebellar GCs together with Cbln3 (Hirai
et al., 2005;Miura et al., 2006), exists as Cbln1 homomeric
and Cbln1/3 heteromeric complexes (Iijima et al., 2007;
Pang et al., 2000), and selectively accumulates in the
synaptic cleft facing PF terminals, but not CF terminals,
in PCs (Iijima et al., 2007; Miura et al., 2009). Cbln1-
knockout mice show characteristic phenotypes similar
to, or even severer than, GluRd2-knockout mice (Hirai

et al., 2005). In PCs of Cbln1-knockout mice, 78% of
the spines are free of innervation and 14% have mis-
matching in pre- and postsynaptic differentiation
(Figure 5.5). Hence, only 8% of spines in Cbln1-knock-
out mice establish normal matched synapses with PF
terminals. LTD at PF–PC synapses and motor coordi-
nation is also impaired. When recombinant Cbln1 is
applied to the subarachnoid space of adult Cbln1-
knockout mice, only a single injection can rapidly re-
store PF–PC synapse structure and function, and cere-
bellar ataxia (Ito-Ishida et al., 2008). These common
phenotypes in GluRd2- and Cbln1-knockout mice and
their rapid rescue by genetic or molecular supplemen-
tation are explained by the fact that transsynaptic inter-
action of postsynaptic GluRd2 and presynaptic
neurexins is mediated by Cbln1. Thus, through this
unique interaction, Cbln1 acts as a bidirectional synap-
tic organizer for both pre- and postsynaptic compo-
nents at PF–PC synapses (Matsuda et al., 2010;
Uemura et al., 2010).

The strengths of PF synapses, but not CF synapses,
in PCs are selectively decreased when postsynaptic
mGluR1 or inositol 1,4,5-trisphosphate (IP3) signaling
is chronically inhibited, when PF activity is inhibited
by suppressing NMDA receptor-mediated inputs to
GCs or when antibody against BDNF is applied in vivo
(Furutani et al., 2006). The weakening is due to reduc-
tion of glutamate release probability from PFs. The
weakening of PF–PC synaptic strength is reversed by
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FIGURE 5.5 Electron micrographs of free spines (f) and
mismatched synapses (m) in Cbln1-knockout mice. Free
spines are thoroughly enwrapped by the lamellate
processes of Bergmann glia.Arrowheads indicate the portion
of the PSD that is not opposed by the presynaptic active
zone. Normal matched synapses (n) are very rare in this
mutant. In (d), the presence of postsynaptic density with
no presyanptic terminal differentiation suggests that the
spine with such postsynaptic density is either free or mis-
matched spine (hence labeled “f/m(?).” Scale bar¼0.2 mm.
Reproduced from Watanabe, M., Molecular mechanisms govern-

ing competitive synaptic wiring in cerebellar Purkinje cells.

Tohoku Journal of Experimental Medicine 214, 2008:175–

190, with permission.
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in vivo application of BDNF. These results suggest that
postsynaptic mGluR1 activation and the following IP3

signaling maintain presynaptic function through BDNF
at PF–PC synapses (Furutani et al., 2006). In this regard,
it is interesting to note that free spines on PC dendrites
emerge in the spontaneous ataxic mutant rigoletto (rig)
(also known as waddles; wdl), which is caused by a
19-bp deletion in the exon 8 of carbonic anhydrase-re-
lated protein Car8 (Hirasawa et al., 2007). Car8 is known
to bind to IP3 receptor and reduce its affinity for IP3
(Hirota et al., 2003). In future studies, it is important
to investigate how Car8 modulates the mGluR1-IP3 sig-
naling and whether Car8 is involved in the GluRd2–
Cbln1–neurexin interaction, both of which regulate the
connectivity of PF–PC synapses.

5.3.3 Heterosynaptic Competition Between
PF and CF Inputs

The proximal compartment of PC dendrite appears
smooth in contour due to low spine density and is inner-
vated by single CFs. On the other hand, the distal com-
partment is made up of spiny branchlets studded with
numerous spines and innervated by PFs (Figure 5.6,
middle). Accumulated experimental evidence indicates
that the construction of such excitatory synaptic organi-
zation stands on competitive equilibrium between CFs
and PFs whose expansions are promoted by distinct
mechanisms. Surgical, pharmacological, and genetic
manipulations that shift this equilibrium can alter the
organized innervations pattern.

Disruption of GluRd2 gene inmice not only causes ab-
normal structure and function of PF synapses but also af-
fects the mode of CF innervations (Ichikawa et al., 2002).
In themolecular layer, CF branches are distributed in the
inner four-fifths (84% of themolecular layer thickness) in

control mice, whereas their distribution almost reaches
the pial surface (95%) in GluRd2-knockout mice. When
the tracer-labeled CFs were followed from the soma to
the tips of PC dendrites by serial electron microscopy,
CF branches in GluRd2-knockout mice extend distally
and take over the free spines on the distal dendrites.
Such aberrant extension occurs toward not only distal
dendrites of the same PCs but also those of the neighbor-
ing PCs. The latter type of spine takeover results in
multiple innervation of a PC by CFs of different neu-
ronal origins. This anatomical evidence for multiple
CF innervation is consistent with electrophysiological
recording combined with Ca2þ imaging. In GluRd2-
knockout mice, a single strong CF elicits large EPSCs
with a fast rise time and large Ca2þ transients over the
entire dendritic tree, whereas weak CFs elicit small
EPSCs with a slow rise time and small Ca2þ elevation
that is confined to distal dendrites (Hashimoto et al.,
2001). These findings indicate that GluRd2 is essential
for restricting CF innervation to the proximal dendritic
compartment and thereby preventingmultiple CF inner-
vation at the distal dendritic compartment (Figures 5.4
and 5.6, right).

This mechanism is also active in the adult cerebellum.
The ablation of GluRd2 in adulthood also leads to
progressive distal extension of ascending branches of
CFs, and they aberrantly innervate distal dendrites of
the target and neighboring PCs (Miyazaki et al., 2010).
Furthermore, transverse branches of CFs, which are
shortmotile collaterals forming no synapses inwild-type
animals (Nishiyama et al., 2007), display aberrant med-
iolateral extension and innervate distal dendrites of
neighboring and remote PCs. Consequently, many PCs
are connected by single main CFs and surplus CFs that
innervate small parts of the distal dendrites. Surplus
CF-EPSCs with slow rise time and small amplitude also
emerge progressively after GluRd2 ablation. Therefore,
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Cbln1-KO
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FIGURE 5.6 Summary diagram of molecular mecha-
nisms for competitive synaptic wiring in PCs. Note that
the climbing fiber (CF) and parallel fiber (PF) territories
are reversed in mutant mice defective in GluRd2/Cbln1
(left) and CaV2.1 (right). With both mechanisms, CF and
PF territories are sharply segregated, and CFmono-innerva-
tion is established inwild-type animals (middle).Reproduced
fromWatanabe,M., 2008.Molecular mechanisms governing com-

petitive synaptic wiring in cerebellar Purkinje cells. Tohoku
Journal of Experimental Medicine 214, 2008:175–190, with

permission.
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GluRd2 is essential to keep CF mono-innervation in the
adult cerebellum by suppressing aberrant invasion of CF
branches to the territory of PF innervation.

In contrast, CF innervation is regressed but PF innerva-
tion expands to the proximal compartment,when surgical
lesion to olivocerebellar projections is made in adult ani-
mals or activities in the cerebellar cortical neurons are
blocked with the sodium channel blocker tetrodotoxin
or with the synaptic scaffolding molecule AMPA) recep-
tor antagonist 2,3-Dioxo-6-nitro-1,2,3,4-tetrahydrobenzo
[f]quinoxaline-7-sulfonamide (Bravin et al., 1995; Cesa
et al., 2007; Kakizawa et al., 2005). The latter change often
accompanies hyperspiny transformation at the proximal
dendritic compartment (Bravin et al., 1995; Cesa et al.,
2007). Similar changes are reproduced in global knockout
mice of CaV2.1, a pore-forming subunit of the P/Q-type
VDCC (Miyazaki et al., 2004). In CaV2.1-knockout mice,
hyperspiny transformation is induced at proximal den-
drites and somata of PCs, and many of these ectopic
spines are innervated by PF terminals. Conversely, the
distribution of CFs is regressed to lower portions of the
molecular layer, and they innervate spines from somata
and basal dendrites. Furthermore, in more than 90% of
CaV2.1-knockout PCs, their basal dendrites and somata
are innervated by CFs of different neuronal origins. As a
result, the proximal somatodendritic compartment in
CaV2.1-lacking PCs receives chaotic innervation by
numerous PFs and multiple CFs (Figure 5.6, right). Thus,
CF activities leading to AMPA receptor activation and
subsequent Ca2þ influx through P/Q-type Ca2þ channels
are essential for monopolizing the proximal dendritic
compartment by a single main CF and for expelling other
excitatory inputs from that compartment.

Taken altogether, excitatory synaptic wiring in PCs is
formed andmaintained through homosynaptic competi-
tion amongCFs andheterosynaptic competition between
PFs andCFs. GluRd2 andCbln1 fuel heterosynaptic com-
petition in favor of PF innervation, whereas P/Q-type
VDCCs facilitate both heterosynaptic and homosynaptic
competitions in favor of single main CFs. Based on these
molecular mechanisms, PCs establish territorial innerva-
tions by PF and CF and mono-innervation by CF.

5.4 DEVELOPMENT OF INHIBITORY
SYNAPSES FROM STELLATE CELLS

AND BASKET CELLS TO PCS

5.4.1 Formation of Basket Cell–PC Synapses

Basket cells innervate the AIS of PC and constract
characteristic pinceau formation in the mature cerebel-
lum (Ito, 1984; Palay and Chan-Palay, 1974). The inner-
vation by basket cell axons of PCs seems to begin
when basket cells migrate across the PC layer at the

end of the first postnatal week (Ango et al., 2004). The
basket cell axons initially form synaptic contacts on the
somata of PCs. Then, they appear to move directly to
AIS without searching for other possible targets. Upon
reaching the AIS, basket cell axons extend multiple ter-
minal branches and eatablish pinceau formation. This
behavior strongly suggests that there are guidance cues
for basket cell axons along the surface of the PCwith gra-
dient from soma to AIS.

Several molecules have been identified that accumu-
late at AISs of PCs. These include membrane-associated
adaptor protein ankyrin-G and one of its binding
partner, neurofascin 186 (NF186), a splice variant of neu-
rofascin which belongs to the L1 subgroup of the Ig
superfamily (Brummendorf et al., 1998). It is thought that
ankyrin-G is stabilized at the AIS partly through its inter-
action with b4-spectrin tetramers which bind to actin net-
work (Davis et al., 1996). Ankyrins and b-spectrins are
known as intracellular adaptor proteins that recruit ion
channels, transporters, and cell adhesionmolecules to sub-
cellular domains. They are thought to constitute micro-
domains for intercellular contact and signaling (Bennett
and Baines, 2001; Bennett and Chen, 2001). On the other
hand, neurofascin is known as a cell-surface glycoprotein
that is shown to mediate axon–axon interactions in vitro
(Rathjen et al., 1987). The distribution of NF186 on PC sur-
face is particularly intriguing. NF186 exhibits subcellular
concentration gradient in PCs from AIS toward the soma
anddendrites, being highest at AIS and very low at the top
of the soma and in the dendrites (Figure 5.7(a); Ango et al.,
2004). This gradient is already formed at the endof the first
postnatal week when the basket cell axons first contact
the somata of PCs. Therefore, it is highly likely that the
gradient of NF186 plays an important role in guiding
basket cell axons to AIS (Figure 5.7(a)). Since ankyrin-G
is expressed exclusively at AISs in PCs, there may be
two forms of NF186, the ankyrin-G bound form that is
restricted to AIS and the ankyrin-G free form that is dis-
tributed to the surface of the PC soma.

Evidence for the requirement of ankyrin-G andNF186
in basket cell axon targeting and pinceau synapse forma-
tion at AIS of PC has been presented by the analysis of
ankyrin-G knockout mice in which the NF186 gradient
in PCs is abolished (Figure 5.7(b); Ango et al., 2004). In
these mice, basket cell axons are not restricted to AIS
but instead are present on the soma and slightly more
distal portion of PC axons (Figure 5.7(b)). Although
some basket cell axon bundles successfully reach the
AIS, they are very thin, extend along PC axons abnor-
mally, and followed the ectopic localization of NF186.
The synaptic contacts visualized by a GABA
synthesizing enzyme, GAD65, were greatly reduced at
pinceau synapses. These results strongly suggest that
NF186 is a substrate for the growth of basket cell axons
and its gradient functions as a guidance cue. The results

86 5. CEREBELLAR CIRCUITS

I. CIRCUIT DEVELOPMENT



also suggest that NF186 bound to ankyrin-G at AIS is
required for the stabilization of pinceau synapses. Further
supporting evidence of this notion has been obtained
from the experiments to disrupt NF186 function directly
in PCs (Ango et al., 2004). Expression of the dominant-
negative form of NF186 into PCs during the process
of establishing pinceau does not affect AIS-restricted
ankyrin-G distribution or guidance of basket cell axons
to AIS. However, GAD65-labeled pinceau formation is
decreased in the infected PCs to the same extent as in
ankyrin-G-deficient PCs. Therefore, either remaining en-
dogenous NF186 can guide the basket cell axons to AIS or
NF186 is required specifically for pinceau synapse stabi-
lization while other molecules interacting with ankyrin-G
guide the basket cell axons to AIS (Huang et al., 2007;
Williams et al., 2010).

5.4.2 Formation of Stellate Cell–PC Synapses

Stellate cells are GABAergic inhibitory interneurons
whose somata are located in the molecular layer. In
the mature cerebellum, their axons innervate dendrites
of PCs with ascending and descending collaterals, and
with a plexus of finer branches and terminals. Similarly
to basket cells, stellate cells are derived from dividing
progenitors in the white matter of postnatal cerebellum
(Zhang and Goldman, 1996). The stellate cell precursors
migrate into themolecular layer a few days later than the
basket cell precursors, with a peak between P8 and P11
but continuing till P14 (Yamanaka et al., 2004). By using a

green fluorescent protein- bacterial artificial chromo-
some transgenic reporter mouse line in which GFP
was mainly expressed in stellate cells and basket cells,
Huang and colleagues demonstrated how stellate cell
axons establish their innervations of PC dendrites after
they reach the molecular layer (Ango et al., 2008).
Between P12 and P16, stellate cells become bipolar and
extend neuritis in horizontal orientation. Then, at P16–
P18, stellate cell axons send ascending and descending
collaterals, which are further elaborated with appear-
ance of plexus of finer branches up to P40. Importantly,
both ascending and descending collaterals of stellate cell
axons are strictly associated with the fibers of Bergmann
glia that are visualized by the staining of the glia-specific
cytoskeleton protein glial fibrillary acidic protein
(GFAP). During the third and fourth postnatal weeks,
Bergmann glia fibers are known to extend lateral vari-
coses and fine processes and form an extensive reticular
meshwork. Radial fibers from neighboring Bergmann
glia are aligned to form palisades in parlobular plane,
which are perpendicular to PC dendrites (Altman and
Bayer, 1997). In contrast to the close association to Berg-
mann glia fibers, stellate cell axons do not follow PCden-
drites. Bergmann glia fibers enwrap segments of PC
dendrites in a patchy, en passant pattern,which is in con-
trast to the close association to stellate cell axons. Triple
immunolabeling of stellate cell axon terminals, Berg-
mann glia fibers and PC dendrites indicates that stellate
cell boutons are formed at the intersection between Berg-
mann glia fibers and PC dendrites. Thus, Bergmann glia
fibers may function as an intermediate scaffold to guide
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FIGURE 5.7 Subcellular specificity of basket cell and stellate cell inhibitory connections to PCs. Schematics showing the inhibitory synaptic
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stellate cell axons along the characteristic trajectories
toward multiple PC dendrites and to form synaptic
contacts (Figure 5.7(a); Ango et al., 2008).

Since neurofascin, a member of the L1 cell adhesion
molecule (L1CAM) subfamily, is crucial for targeting
of basket cell axons to the AIS of PC, it is possible that
other members of L1CAM might be important for the
targeting of stellate cell axons to PC dendrites. A system-
atic survey of the expression patterns of L1CAMs during
postnatal cerebellar development revealed that close ho-
mologue of L1 (CHL1) is distributed in a radial stripe
pattern that exactly matches the expression of the Berg-
mann glia marker GFAP, but not the PC marker calbin-
din (Ango et al., 2008). CHL1 expression in Bergmann
glia fibers is prominent as early as P8, reaching higher
levels around P18, and then declining in adulthood.
CHL1 is also expressed in stellate cells, but the expres-
sion is delayed, being undetectable at P8, becoming ob-
vious around P14, and remaining in adulthood (Ango
et al., 2008). These expression patterns suggest the in-
volvement of CHL1 in the stellate cell axon targeting
to PC dendrites.

A series of experiments using CHL1-deficient mice
have clarified the importance of Bergmann glia fibers
and CHL1 in organizing stellate cell innervations of
PC dendrites (Figure 5.7(c); Ango et al., 2008). In CHL1
knockout mice, stellate cell axons exhibit abnormal tra-
jectories and orientation, and aberrant innervations of
PC dendrites (Figure 5.7(c)). In addition, there is a clear
reduction in the staining of GAD65, a marker for
GABAergic inhibitory synaptic terminal, and the density
of stellate cell synapses along PC dendrites. Such aber-
rant stellate cell axons can formmorphologically normal
synapses onto PC dendrites albeit with reduced efficacy
and density, but many of them are not maintained and
the stellate cell axon terminals become atrophic with
age. In contrast, there is no change in the GAD65 staining
in the AIS of PC (Figure 5.7(c)). Furthermore, there is no
change in excitatory synapses from PFs and CFs in
CHL1-deficient mice. Importantly, the selective defect in
stellate cell innervations and synapse formation on PC
dendrites is observed in mice with conditional deletion
of CHL1 in Bergmann glia. These results demonstrate that
Bergmann glia fibers function as guiding scaffolds, and
CHL1 is a molecular signal for organization of stellate cell
axon arbors and directing their innervations of PC den-
drites (Huang et al., 2007; Williams et al., 2010).

5.4.3 Activity-Dependent Remodeling
of Inhibitory Synapses

Several lines of evidence indicate thatGABAA receptor-
mediated signaling coordinates pre- and postsynaptic
maturation during activity-dependent development of
inhibitory synapses (Huang, 2009; Huang and Scheiffele,

2008; Huang et al., 2007). For example, altering GABA
synthesis by manipulating the expression of GAD67
greatly influences inhibitory synaptic innervation in
the visual cortex (Chattopadhyaya et al., 2007). Acute
suppression of the g2 subunit of GABAA receptor not
only disrupts GABAA receptor clustering but also re-
duces innervations of the g2-deficient neurons by
GABAergic terminals (Li et al., 2005). In cerebellar
PCs, genetic deletion of the a1 subunit of GABAA re-
ceptor in mice causes complete loss of functional
GABAA receptors and synaptic inhibition in PCs by
P18 (Fritschy et al., 2006). Morphologically, GABAergic
synaptic terminals from stellate cells are reduced by
75%, whereas basket cell synapses on PC soma are
not affected. During postnatal development, GABAer-
gic terminals from stellate cells are initially formed
normally onto PC dendritic shafts. PCs of the a1
knockout mice transiently express a3 subunit and have
functional GABAA receptors during early postnatal de-
velopment (Patrizi et al., 2008). However, subsequent
down-regulation of a3 results in complete loss of
GABAergic currents and a decreased rate of GABAer-
gic synaptogenesis (Patrizi et al., 2008). Simulta-
neously, ectopic mismatched synapses begin to be
formed between GABAergic terminals and PC den-
dritic spines (Fritschy et al., 2006; Patrizi et al., 2008)
on which normally glutamatergic excitatory terminals
make synaptic contacts. Interestingly, the postsynaptic
adhesion molecule neuroligin-2 is correctly targeted to
inhibitory synapses lacking GABAA receptors, whereas
neuroligin-2 is absent from the mismatched synapses
albeit the presence of GABAergic terminals (Patrizi
et al., 2008). These results indicate that GABAA recep-
tors are not required for the formation of synapses, but
they appear to be crucial for activity-dependent
regulation of synaptic density, presumably through
promoting the stabilization of transient axodendritic
contact into mature inhibitory synapses.

5.5 SUMMARY AND CONCLUSIONS

The cerebellum provides a good system to study how
microcircuits are formed during peri- and postnatal de-
velopment. The cerebellar cortex consists of only seven
types of neurons, that is, PC, GC, basket cell, stellate cell,
Golgi cell, Lugaro cell, and unipolar brush cell, and there
are two glutamatergic excitatory afferents. The PC is the
sole output neuron of the cerebellar cortex and inhibits
neurons in the DCN. Bergmann glia, the characteristic as-
trocyte in the cerebellar cortex, plays multiple roles in
neural circuit formation and synaptic transmission such
as migration of GCs and guidance of stellate cell axons.
The neural circuits made by these cell types and afferents
are basically the same throughout the cerebellum.
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In the first section of this chapter, we briefly described
the cell types and the synaptic organization of the
cerebellum and how these cells are generated and mi-
grate to their final positions. We also mentioned the
mediolateral compartmentalization based on olivocere-
bellar projection and some molecular background of
the compartmentalization.

In the second section, we made an overview of post-
natal development of CF–PC synapses, which is one of
the best-studied examples of synapse elimination in
the brain. Shortly after birth, each PC is innervated by
multiple CFs with similar synaptic strengths on the
soma. Subsequently, a single CF is selectively strength-
ened during the first postnatal week. Then, at around
P9, only the strongest CF (‘winner’ CF) starts to extend
its innervation to PC dendrites. In contrast, synapses
of the weaker CFs (‘loser’ CFs) remain on the soma
and the most proximal portion of the dendrite, and they
are eliminated progressively during the second and
third postnatal weeks. From P6 to P11, the elimination
proceeds independently of PF–PC synapse formation.
From P12 and thereafter, the elimination of weaker
CFs requires normal PF–PC synapse formation and is de-
pendent on the PF synaptic inputs that activate mGluR1
and its downstream signaling in PCs.

In the third section, we described how PF synapses
are formed and maintained on dendritic spines of PCs.
We introduced a recent hot topic that Cbln1 interacts
with GluRd2 on PC dendritic spines and neurexin on
PF terminals and that the GluRd2–Cbln1–neurexin sys-
tem stabilizes and maintains PF–PC synapses. We also
mentioned that mGluR1-mediated calcium signaling in
PC dendrites causes release of BDNF andmaintains pre-
synaptic function of PFs. Furthermore, we showed that
innervation territories of PFs and CFs on PC dendrites
stand on the equilibrium caused by heterosynaptic com-
petition between PFs and CFs and homosynaptic compe-
tition between multiple CFs.

In the fourth section, we summarized how GABAergic
inhibitory synapses from basket and stellate cells are tar-
geted to the PC’s AIS and dendrites, respectively. Basket
cell axons seem to be guided to PC’s AIS following the
gradient of neurofascin, a member of L1CAM. This gradi-
ent is caused by cross-linking of neurofascin to ankyrin-G
that is localized to AISs. On the other hand, stellate
cells direct their axons along Bergmann glia fibers to PC
dendrites. The association of stellate cell axons to Berg-
mann glia fibers is mediated by CHL1, another member
of L1CAM. We also mentioned that GABAA receptors
appear to be crucial for activity-dependent regulation of
the density of inhibitory synapses on PCs.

The cerebellum has been attracting many neuroscien-
tists who pursue the mechanisms of synapse formation,
synapse elimination, and synapse remodeling. The small
number of cell types and little regional variation in the

layer structure and synaptic organization in the cerebel-
lum enable us to perform quantitative and detailed mor-
phological and electrophysiological analyses, when
compared to other brain areas. An example is the study
of developmental synapse elimination. While this pro-
cess is intensively studied in peripheral synapses such
as neuromuscular junction and autonomic ganglia, it is
generally very difficult to do detailed analyses of syn-
apse elimination in the CNS because of small synapse
size, heterogeneity and abundance of synaptic inputs
to each neuron, and the complexity of synaptic organiza-
tion. TheCF to PC synapse is one of a few examples in the
CNS inwhich developmental synapse elimination can be
studied quantitatively by electrophysiological and mor-
phological techniques. Synapses from retinal ganglion
cells to the lateral geniculate nucleus and those from
the lateral lemniscus to the ventral basal thalamus are
also known to undergomassive elimination during post-
natal development and have been studied intensively.
Formation of inhibitory topographic map in the auditory
brainstem is another example in which developmental
refinement occurs through synapse elimination. As for
the molecular and cellular mechanisms, developmental
synapse elimination at CF to PC connection is best char-
acterized among the four types of synapses, as detailed in
this review. Thus, CF synapse elimination is an excellent
model system for the study of developmental synapse re-
finement,which is comparable to that of the visual cortex.

The topics introduced in this chapter, that is, CF syn-
apse elimination, maintenance of PF synapses through
GluD2-cbln1-neurexin interaction, and targeting of bas-
ket cell and stellate cell axons to PCs, are breakthroughs
in this field of neuroscience. Continuing researches on
cerebellar microcircuits will elucidate fundamental
mechanisms of the formation, elimination, maturation,
and maintenance of neural circuits in developing CNS.
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6.1 INTRODUCTION

Dendritic spines are the principal site for excitatory
transmission in the brain. Since their description by
Ramon y Cajal and Tanzi at the end of the nineteenth

century, dendritic spines have been at the focus of
intense research aimed at understanding their function
in the processing of neuronal activity. The initial belief
that they could play a role in learning and memory
processes actually has received strong support from
numerous studies that have analyzed their morphologi-
cal and functional properties. First, dendritic spines
exhibit important activity-dependent forms of plasticity
that affect both their strength and structural organiza-
tion, contributing in this way to information processing.
Second, recent developments in confocal imaging tech-
niques have provided evidence that spines are dynamic
structures that can grow and be eliminated throughout
life and thus make possible a continuous adaptation of
brain circuits to experience. Third, at themolecular level,
dendritic spines, and particularly their postsynaptic
density, the region where receptors are located, form a
highly complex structure in terms of protein composi-
tion, diversity, and implicated signaling mechanisms,
illustrating the key role played by dendritic spines in
signal integration. Finally, progress in the genetic iden-
tification of molecular defects underlying human
diseases has provided strong evidence that alterations
of a wide array of synaptic proteins lead to important
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cognitive and behavioral disorders, establishing a direct
link between dendritic spine synapses and higher brain
functions.

6.2 GENERAL MORPHOLOGICAL
CHARACTERISTICS OF DENDRITIC

SPINES

Dendritic spines are mostly found on cortical excit-
atory neurons. They can however also be found on inhib-
itory interneurons such as cerebellar Purkinje cells, spiny
stellate cells of basal ganglia or olfactory granule cells.
Spines are also found in invertebrates, for example in
mushroom bodies in flies or arthropods, and many of
the properties described here also apply to these other
types of spines.

A major characteristic of dendritic spines is their high
level of morphological variability (Figure 6.1(a)). Tomake
sense of the functional implications of this variability, re-
searchers have tried to classify them according to various
morphological criteria, including size, shape, organiza-
tion of the spine and/or postsynaptic density (PSD),
or presence of specific organelles revealed in electron
microscopic (EM) studies. In the rat hippocampus, where
most studies of dendritic spines have been performed, the
size of the spine head determined by the length of
the largest diameter varies between 0.2 and 1.3 mm,which
roughly corresponds to volumes of 0.004–1.2 mm3; thus,
corresponding to variations differed by a factor of about
300. These variations in spine volumeusually also are cor-
related with variations in the size of the PSD, size of the
presynaptic terminal, and presence of various organelles

in the spine: large spines aremore likely to contain a spine
apparatus or ribosomes.

Dendritic spine synapses are composed of several dif-
ferent elements. The PSD is a highly organized structure
characterized by a high density of receptors and channels,
associated signaling proteins, adhesion molecules, and
cytoskeletal elements assembled together by a variety of
scaffold proteins. It represents the contact zone, where
synaptic transmission occurs. PSD size, measured with
three-dimensional (3D) EM reconstruction, can vary
widely, between 0.008 and 0.54 mm2 at hippocampal
CA1 excitatory synapses (Harris and Stevens, 1989).
The shape of the PSD is also quite variable and in most
cases, it appears on 3D EM reconstruction as a single,
macular area, but more complex shapes are not uncom-
mon andparticularly have been associatedwith increased
synaptic remodeling and possibly receptor content and
turnover (Ganeshina et al., 2004; Geinisman et al., 1993;
Toni et al., 1999, 2001). These include PSDs interrupted
in the middle, often referred to as perforated PSDs, or
PSDs composed of two or multiple individual parts that
may correspond to separate transmission zones, referred
to as segmented PSDs (Figure 6.1(b)). Synapses with com-
plex PSDs are mostly present on large mushroom-type
spines and may represent, depending on conditions, be-
tween 5% and 25% of all PSDs.

The postsynaptic membrane of dendritic spines is
separated from the presynaptic terminal by a synaptic
cleft (Figure 6.1(a)) that is usually 10–20 nm wide
and contains dense material binding the two mem-
branes together. The exact content of the synaptic
cleft material is not known, but it likely consists of
transsynaptic fibrils that often are regularly spaced
(Zuber et al., 2005).

*
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FIGURE 6.1 EM illustrations of the variability
of spine and PSD size and shape. (a) Spine heads
of different sizes and shapes (nos 1–5). Spine no.
1 is of a thin type, spine nos. 2–5 are of mushroom
type. PSDs in spines 2 and 4 are of a complex shape.
Arrow points at spine apparatus in spine no. 4.
Spine nos. 1, 4, and 5 contact the same presynaptic
bouton (multi-synaptic bouton). Arrows in spine
no. 2 point at a complex PSD. Astrocytic processes
surrounding this synapse are marked with aster-
isks. Scale bar 0.5 mm. (b) 3D reconstructions of
different types of PSDs (macular, U-shaped, perfo-
rated, segmented, and multi-innervated spine with
two separate PSDs, shown with contacting presyn-
aptic boutons).
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Dendritic spines are almost always in contact with
a presynaptic bouton formed by an enlargement of
the axonal shaft and filled with synaptic vesicles con-
tainingneurotransmitter that is releasedat thepresynaptic
active zone facing a PSD (Figure 6.1(a)). In addition, spine
synapsesareoften surroundedby fineastrocyticprocesses
(Figure 6.1(a)) that may contribute to synaptic network
functions by controlling the local synaptic environment
and coordinating synaptic activity and plasticity
(Genoud et al., 2006; Haydon, 2001; Lushnikova et al.,
2009; Volterra and Meldolesi, 2005; Witcher et al., 2007).

Dendritic spines may also contain several intracellu-
lar organelles. About half of them have what is referred
to as the spine apparatus composed of smooth endo-
plasmic reticulum (ER) (Spacek and Harris, 1997).
Smooth ER forms a continuous network throughout
dendritic segments and spines (Cooney et al., 2002)
and is likely to be important for regulating calcium con-
tent, local protein synthesis, or both. Confocal imaging
has shown a continuity of spine ER with dendritic ER
and a surprisingly high degree of turnover in individ-
ual spines (Toresson and Grant, 2005). Ribosomes are
often found at the base of dendritic spines. They are ei-
ther associated with ER or free in the cytoplasm and
serve local protein synthesis. Free polyribosomes
showed redistribution from dendritic shafts into en-
larged spines after induction of long-term potentiation
(LTP), pointing at the importance of local synthesis for
synaptic plasticity (Bourne et al., 2007; Ostroff et al.,
2002). Spines may contain endosomal systems consist-
ing of clathrin-coated vesicles and pits, large uncoated
vesicles, tubular compartments, multivesicular bodies,
and multivesicular bodies–tubule complexes. The recy-
cling endosomes, the part of the system that transports
membrane-bound proteins onto and off the cell surface,
is of particular importance for activity-related delivery
of glutamate receptors to the synapse, as well as for
activity-induced structural plasticity of spines (Park
et al., 2006; Racz et al., 2004). Another important compo-
nent of dendritic spines is actin filaments (F-actin).
They constitute a major element of dendritic spine cyto-
skeleton and as such play an essential role in many as-
pects of spine formation, plasticity and dynamics
(Hotulainen and Hoogenraad, 2010). Finally, microtu-
bules, a major cytoskeletal element of dendrites and small
unmyelinated axons, are generally absent from dendritic
spines. However, recent studies have provided evidence
for the presence of microtubules in a small portion of den-
dritic spines. Notably, growing microtubule ends can
transiently enter dendritic spines, interact with F-actin
binding protein cortactin, andpresumablymodulate actin
dynamics in the spine in an activity-dependent fashion
(Hu et al., 2011; Jaworski et al., 2009). A recent EM
study, using a special microtubule-stabilizing fixative,
demonstrated the presence of microtubules in CA1

dendritic spines after strongLTP induction and suggested
that they could be implicated in AMPA receptors
(AMPAR) trafficking to stimulated PSDs (Mitsuyama
et al., 2008).

6.3 VARIATIONS IN SPINE SYNAPSE
ORGANIZATION

Although the significance of the variability in spine
size and shape is still largely unclear, one distinction
that has emerged as potentially meaningful is between
spines with a large head, a constricted neck and a large
PSD (usually referred to as mushroom type spines:
Figures 6.1(a) and 6.2(e)), and long and thin spines, with
a small head and a filopodia-like shape (often referred to
as thin spines: Figures 6.1(a) and 6.2(d)). There is now ev-
idence that these two classes of spines may have different
functional properties and could correspond to different
phases of the life of a spine: thin spines representing im-
mature, newly formed protrusions that are less likely to
remain stable, while mushroom type spines would repre-
sent mature, stable spines that have undergone a process
of activity- or plasticity-mediated enlargement and remo-
deling (Bourne and Harris, 2007). Along with mushroom
spines and thin spines, which represent more than 80% of
all excitatory spines inmature tissue, several other protru-
sionmorphologies or spine structures have been reported
under particular developmental or activity conditions.

A first type of protrusion, mainly seen during the
early phases of synaptic network development, is com-
prised by filopodia (Figure 6.2(c)). Filopodia are typically
referred to as long, very motile protrusions devoid
of an enlargement at the tip. They can grow and retract
within minutes and have been shown to be able to trans-
form into dendritic spines. They are therefore believed to
represent precursors of dendritic spines (Ziv and Smith,
1996). Filopodia are mainly seen during early stages
of development, where they can represent up to 20%
of all protrusions, but their proportion then decreases
with maturation, so that in mature tissue they constitute
only a few percent depending upon criteria used to iden-
tify them. A clear distinction between filopodia and thin
spines is indeed often difficult. At the EM level, filopodia
are often defined by the absence of a PSD at the tip, while
with confocal imaging it is the absence of enlargement
at the tip and their motility that best characterize them.
Filopodia may sometimes express a PSD, which is then
usually located at the base or along the length of the
protrusion. Formation and stability of filopodia appears
to be controlled by calcium transients present in the
developing dendrite (Lohmann et al., 2005) and their
growth seems to be targeted, as they are able to form tran-
sient contacts specifically with excitatory axons and not
with inhibitory ones (Lohmann and Bonhoeffer, 2008).
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While filopodia grow directly from dendrites, thin
and motile protrusions extending from dendritic spines
can also be observed. These have been referred to as spi-
nules, and they are usually associated with spines
having large heads and complex PSDs. Their occurrence
appears to be promoted by glutamate application and
seems to require AMPAR transmission (Richards et al.,
2005). They could therefore result from a reorganization
of the spine actin cytoskeleton mediated by synaptic
activity and thus be associated with activity- or plasticity-
mediated spine remodeling.

Other particular categories of synaptic contacts are
made up of shaft and sessile synapses. Shaft synapses
are contacts made by an axonal bouton directly on a den-
dritic shaft (Figure 6.2(a)). In adults, most shaft synapses
seen onmajor apical dendrites are actually formed by in-
hibitory contacts, but a fraction of them may also be
excitatory. Overall, excitatory shaft synapses represent
less than 10% of all excitatory synapses in mature tissue.
This proportion, however, is higher during development
and may also vary as a function of neuronal type and

brain region. It has been shown that shaft synapses
can give rise to dendritic spine synapses through the
extension of a protrusion (Marrs et al., 2001). Alterna-
tively, shaft synapses could also result from the re-
traction of dendritic spines. Finally, they might have
specific functions, as their contribution to signal integra-
tion in dendrites is more important than for spine
synapses. Consistent with this interpretation, their for-
mation and number appear to be specifically regulated
by a signaling system implicating ephrin B3 (Aoto
et al., 2007).

Synaptic contacts can also bemade on short dendritic
protrusions devoid of a neck; these are referred to as
stubby or sessile spines (Figure 6.2(b)). They probably
represent an intermediate stage between excitatory
shaft synapses and spine synapses with a neck. At the
EM level, they usually constitute only a very small
proportion (in the range of a few percent) of all protru-
sions in mature tissue. Reportedly, their number is
modulated by activity and induction of LTP (Chang
and Greenough, 1984).
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FIGURE 6.2 EM illustrations of different types of excitatory synapses. (a) Two presynaptic terminals (magenta) making shaft synapses
(red) on the dendritic shaft (blue), cut transversally, with a mitochondria in the center surrounded with endoplasmic reticulum. (b) Stubby
spine on a dendritic segment (blue) with a macular PSD (red). (c) Filopodia. (d) Thin spine with a macular PSD. (e) Mushroom spine
with a complex PSD and spine apparatus (arrow). (f) Two spines (s) sharing a common presynaptic bouton (multi-synaptic bouton).
(g) Multi-innervated spine (s) with two different PSDs (arrows) contacting two different presynaptic boutons. (h) Cortical spine (s) with ex-
citatory (top) and inhibitory (bottom) synaptic contacts. Scale bars for the top and bottom rows: 0.5 Mm.
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While most spine synapses are formed between indi-
vidual axonal boutons and dendritic spines, there are
examples where a single axonal bouton contacts multi-
ple dendritic spines (also referred to as multiple spine
bouton, Figure 6.2(f)) and cases where a single spine
is contacted by multiple axonal boutons (forming
multi-innervated spines, Figures 6.1(b) and 6.2(g)).
These cases are usually quite rare, representing only a
few percent of all synaptic contacts in mature tissue,
but their occurrence has been shown to increase under
developmental or plasticity conditions. Notably, an in-
crease in multiple spine boutons has been reported fol-
lowing induction of LTP, with the additional
interesting feature that in many cases the two spines
contacted by the same axonal boutons arose from the
same dendrite (Toni et al., 1999). This observation
was therefore interpreted as indicating a process of
new spine growth and synapse formation triggered
by induction of plasticity. Similar images of multiple
spine boutons have also been reported when analyzing
the development and integration of new neurons in the
hippocampal dentate gyrus (Toni et al., 2007) or under
conditions of spine growth promoted by whisker trim-
ming in the somatosensory cortex (Knott et al., 2006).
These results therefore suggest that images of multiple
spine boutons could reflect a transient competition for
the same presynaptic boutons between a pre-existing
spine and a newly formed one, and thus translate an on-
going process of synaptogenesis.

Multi-innervated spines are similarly rather infre-
quent in mature tissue, reaching 2–3% of all protru-
sions. Recent analysis of the mechanisms underlying
this particular synaptic configuration has revealed
the role played by the transsynaptic release of nitric
oxide (NO) by the growing spine. Under conditions
where this release is enhanced, it promotes the differ-
entiation of nearby axonal shafts into presynaptic
boutons and the formation of additional synaptic con-
tacts on the same spine. Conversely, blockade of NO
production during development is associated with a
reduction in the formation of spines and synapses
(Nikonenko et al., 2008). As the production of NO at
synapses is linked to the level of expression of scaffold
proteins such as PSD-95 or SAP97 (Poglia et al., 2010),
one might consider the possibility that the formation of
a multi-innervated spine occurs as a result of enhanced
growth of the PSD. Also, as the strength of a synapse
correlates with the size of the PSD, multi-innervated
spines could reflect the existence of highly potent syn-
aptic contacts.

Finally, there are also cases of excitatory dendritic
spines that bear at the same time an inhibitory synaptic
contact (Figure 6.2(h)). This situation is not seen in all
tissues and has been mainly reported at spine synapses
in different cortical areas. In the somatosensory cortex

for example, the proportion of these spines with excit-
atory/inhibitory synapses is low under control situa-
tions, but can markedly increase as a result of strong,
lasting sensory stimulation (Knott et al., 2002). The
mechanisms underlying the formation of these particu-
lar spine synapses are currently unknown, but could
represent a means for controlling the level and specific-
ity of excitation in cortical regions.

6.4 MOLECULAR COMPOSITION
AND SIGNALING MECHANISMS

Excitatory dendritic spine synapses represent one of
the most complex biological structures in terms of their
molecular composition and diversity. Despite their small
size, dendritic spines contain and express more than
1000 different proteins often organized in multi-protein
signaling complexes (Emes et al., 2008). Additionally,
synaptic proteins very often exist in different subtypes
that confer subtle functional properties.

A central mechanism targeted by many synaptic
regulators appears to involve the control of the traffick-
ing of synaptic proteins, among which are receptors
and PSD-associated proteins. At excitatory synapses,
multiple neurotransmitter receptor subtypes (NMDA,
AMPA and metabotropic receptors) are usually
expressed and further characterized by various subunit
compositions and distinct biophysical properties. These
receptors are embedded in a matrix of scaffolding pro-
teins, which together with adhesion and signaling mol-
ecules constitute the PSD. Structurally, the PSD is a
large network of interconnected protein assemblies,
one important function of which might be to regulate
the number and subunit composition of the receptors
present at the synapse.

Regulation of these mechanisms likely occurs in
a number of different ways, but a key role therein is
certainly played by synaptic activity. At many excitatory
synapses, high-frequency trains of stimulation are able
to trigger specific signal transduction pathways that
serve as important mechanisms for the regulation of
synaptic strength. Changes in synaptic efficacy are
currently viewed as the most prevalent molecular model
for mechanisms of information processing, learning and
memory (Cooke and Bliss, 2006). Numerous forms of
synaptic plasticity and changes in synaptic strength
have been reported at central synapses depending
on brain region, cell type, and age. Some of these are
short-lasting such as facilitation or post-tetanic pot-
entiation, but the most interesting forms result in
long-lasting changes in synaptic efficacy (Bliss and
Collingridge, 1993). These may lead either to increases
or to decreases in synaptic strength (Dudek and Bear,
1993) and involve pre- or postsynaptic mechanisms

996.4 MOLECULAR COMPOSITION AND SIGNALING MECHANISMS

I. CIRCUIT DEVELOPMENT



(Nicoll andMalenka, 1995). The best-known example of
synaptic plasticity is probably the form of LTP that is
expressed at CA1 hippocampal synapses. In this type
of plasticity, the change in synaptic strength is triggered
by an activation of postsynaptic NMDA type of gluta-
mate receptors (NMDAR) leading to calcium fluxes in
dendritic spines. This in turn activates signal transduction
pathways, among which protein kinases – calcium/cal-
modulin-dependent protein kinase II (CaMKII) in particu-
lar – play an important role (Lisman et al., 2002).While the
specific sequence of molecular events involved in the last-
ing increase in synaptic strength is still a matter of debate,
much recent evidence suggests that synaptic potentiation
depends heavily upon the number of receptors expressed
at synapses and thus upon local trafficking of receptors
within individual dendritic spines (Malenka and Nicoll,
1999; Malinow and Malenka, 2002).

One interesting hypothesis to account for the lasting
changes in synaptic strength is the idea that receptors
and scaffolding proteins interact to form receptor-
binding slots controlling synaptic strength (Bats et al.,
2007; Lisman et al., 2002). Biochemical and imaging
studies indicate that the main scaffold proteins (e.g.
PSD-95, SAP97, GKAP, Shank or Homer) are more
densely expressed at synapses (60–400 molecules of
each per synapse) than receptors and thus outnumber
glutamate receptors (0–200 receptors per synapse).
They have therefore been proposed to provide a struc-
tural basis for the formation of a pool of receptor-
confining domains likely to account for modifications
of synaptic strength. Glutamate receptors, especially
AMPARs, exhibit a high level of lateral mobility within
membranes and can exchange rapidly at synapses in a
way that is highly sensitive to activity (Triller and
Choquet, 2008). Synaptic stimulation or calcium un-
caging reduce AMPAR diffusion, so that active synap-
ses tend to trap AMPARs more efficiently than inactive
synapses (Borgdorff and Choquet, 2002). Additionally,
large PSDs capture and retain more PSD-95 than smal-
ler PSDs and thus may favor trapping of AMPARs
(Gray et al., 2006). Synaptic activity is therefore able
to regulate glutamate receptor and scaffold protein dy-
namics at synapses, thereby providing a mechanism for
activity-dependent targeting and retention of receptors
at individual synapses.

Numerous proteins participate to the regulation
of receptor expression at synapses. In addition to the
major scaffold proteins, auxiliary transmembrane reg-
ulatory proteins (TARPs), PDZ proteins and protein ki-
nases also play an important role (Nicoll et al., 2006).
These proteins may affect not only the lateral mobility
of receptors at synapses (Opazo et al., 2010) but also
their intracellular trafficking, which is crucial for con-
trolling the abundance of glutamate receptors at synap-
ses. Within dendritic spines, AMPAR internalization is

thought to occur at endocytotic zones, defined as
clathrin-coated membrane domains located adjacent to
the PSD (Racz et al., 2004). These internalized receptors
are then transferred to recycling endosomes, which may
function as a supply mechanism for providing AMPARs
to synapses. Upon induction of plasticity, AMPARs are
rapidly inserted at synapses, although the precise
location at which this exocytotic process might take place
remainsunclear. Evidence suggests thatAMPAR incorpo-
ration at synapses following LTP induction could occur
through lateral diffusion from a pool driven to the surface
primarily on dendrites (Makino and Malinow, 2009).

In addition to activity, several other signaling path-
ways also contribute to regulate receptor trafficking.
Among these, small GTPases play a particularly impor-
tant role. GTPases form a large family of proteins charac-
terized by their ability to bind and hydrolyze GTP. They
generally act as molecular switches affecting various bio-
logical activities regulating growth and migration of
many cell types. Their action is therefore not restricted
to neurons and synapses. GTPases cycle between an ac-
tive GTP-bound and inactive GDP-bound state and are
tightly regulated by a variety of modulators, many of
which are either activity-dependent or linked to signaling
from synaptic adhesion molecules. At synapses, GTPases
appear to control receptor trafficking in different ways,
either directly or through their action on the actin cyto-
skeleton or the local translation machinery (Boda et al.,
2010). Ras and Rap, for example, are two GTPases that
exert opposing effects on the regulation of AMPAR deliv-
ery to synapses. Ras activation promotes the trafficking
of GluA1-containing AMPARs from a deliverable pool
located near the PSD to the synapse, while stimulation
of Rap signaling promotes spine shrinkage, removal of
GluA2/3 containingAMPARs anddepression of synaptic
transmission (Kielland et al., 2009).

It is interesting that changes in synaptic strength
are also associated with a remodeling of potentiated
synapses. Repetitive confocal imagingof identified synap-
ses upon induction of plasticity has shown that
the changes in synaptic strength are accompanied by an
enlargement of the dendritic spine head which
correlates with the increased sensitivity to glutamate
(Matsuzaki et al., 2004). This effect is rapid and can be
long-lasting.Although its significance is still unclear, these
results indicate that remodeling of the spine architecture
through modifications of the actin cytoskeleton is part of
the processes that underlie plasticity. Regulation of the ac-
tin cytoskeleton is a complex process that involves differ-
ent signaling pathways, among which are the small
GTPases Rac and Cdc42. Much recent evidence suggests
that this cascade could participate in the regulation of
spine size. By integrating activity and transsynaptic sig-
nals through adhesion molecules such as N-cadherin or
EphrinB receptors, this pathway could tightly control
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the function of the actin cytoskeleton through PAK, LIM
kinase, or cofilin-dependent mechanisms and in this
way regulate the growth, size, and morphology of spines
(Penzes and Jones, 2008; Tolias et al., 2007). Another path-
way implicated in the regulation of the spine actin cyto-
skeleton could integrate signals from the extracellular
matrix (Gundelfinger et al., 2010). The importance of this
signaling is particularly well illustrated by studies of ma-
trixmetalloproteases (MMPs),whichdegrade theextracel-
lular matrix and markedly affect synaptic structure and
function.Oneof them,MMP9, is associatedwithenhanced
activity, is required for LTP at hippocampal synapses, and
mediates through integrin signaling spine enlargement
and synaptic potentiation (Wanget al., 2008). The extracel-
lular matrix additionally plays an important role in con-
trolling the lateral diffusion of membrane proteins at
synapses by forming compartments thatmight affect plas-
ticity properties (Frischknecht et al., 2009).

Another mechanism likely to play an important role in
the functional maturation and plasticity properties of
excitatory spine synapses is the local regulation of protein
synthesis. Pharmacological inhibition of protein synthesis
interferes with induction of plasticity and much recent
evidence indicates that activity is able to promote a local
translation of messenger RNAs in dendritic spines
(Kelleher et al., 2004). This is associated with a redistribu-
tion of polyribosomes into large dendritic spines upon
induction of LTP (Ostroff et al., 2002). At the molecular
level, evidence points to an activity-mediated translation
of proteins such as CaMKII or Arc (Bramham, 2008) that
could play a role in mechanisms of synaptic plasticity by
regulatingactindynamics, spinesize,andtheorganization
of the postsynaptic density.

6.5 MECHANISMS OF SPINE FORMATION

There appear to be at least two different processes
through which new excitatory spine synapses can be
formed. One includes as an initial step the growth of a
very motile protrusion, the filopodium, which extends
from the dendrite up to several microns and then makes
contact with potential partners before eventually retract-
ing into the form of a dendritic spine. Filopodia are
mainly seen during early phases of synaptic develop-
ment, when the distance to potential partners is greater
(Ziv and Smith, 1996). Due to their highmotility, they are
ideally suited to explore the space around the dendrites
searching for appropriate binding partners.

How exactly they contribute to synapse formation
remains poorly understood. Filopodia have been shown
to make repeated, transient contacts with axons, which
in some cases can be stabilized, over a range of
minutes, through the generation of calcium transients
(Lohmann and Bonhoeffer, 2008). This implies a capacity

of filopodia to sense their environment. It does not seem
that this signaling is mediated through the neurotrans-
mitter glutamate, since glutamate receptor antagonists
do not affect contact formation by filopodia. However,
specific recognition mechanisms likely play a role, since
filopodia are able to discriminate between partners and
never make stabilized contacts with inhibitory axons
(Lohmann and Bonhoeffer, 2008). Once a contact has
been made, filopodia may eventually be transformed
into spines (De Roo et al., 2008a; Maletic-Savatic et al.,
1999; Marrs et al., 2001; Trachtenberg et al., 2002; Zuo
et al., 2005). The success rate of this process, however,
seems to be variable. Imaging studies in young mice
or in hippocampal slice cultures suggest that only 10–
20% of filopodiamay actually be transformed into spines
and that most of these spines still disappear within
subsequent days (De Roo et al., 2008a; Zuo et al.,
2005). Filopodia might however play a more important
role during early phases of development, when the prob-
ability to reach a partner is lower and the motility of the
filopodium is an advantage. Recent work in fact showed
that decreasing filopodia motility by interfering with
EphrinB signaling reduced the rate of synaptogenesis.
This effect was notably prominent in early, but not late,
development (Kayser et al., 2008). This is consistent with
the notion that the contribution of filopodia to synapse
formation may be restricted to early development.

Several differentmolecules have been identified as reg-
ulating the motility and behavior of filopodia. These can
be classified in two categories: “accelerators” and
“brakes”. The accelerators include calcium/calmodulin-
dependent protein kinase II (CaMKII) (Jourdain et al.,
2003), syndecan-2 (Ethell and Yamaguchi, 1999; Lin
et al., 2007), and paralemmin-1 (Arstikaitis et al., 2008),
which enhance filopodia formation and further accelerate
spine maturation. In striking contrast, the brakes are mol-
ecules that not only induce but also maintain dendritic
filopodia, thus slowing spine maturation and sometimes
even causing spine-to-filopodia reversion (Furutani et al.,
2007; Kumar et al., 2005; Matsuno et al., 2006; Pak and
Sheng, 2003; Vazquez et al., 2004). A particularly good ex-
ample of a brake molecule is telancephalin (Yoshihara
et al., 2009).

In more mature tissue, time-lapse imaging has shown
that new protrusions may also directly appear as spines
(Engert and Bonhoeffer, 1999; Trachtenberg et al., 2002).
This process, which occurs within minutes, probably ac-
counts for about half of all protrusions formed in young
hippocampal tissue (De Roo et al., 2008a; Engert and
Bonhoeffer, 1999; Jourdain et al., 2003). Typically, these
new spines have long necks and small heads, which
sometimes makes them difficult to distinguish from filo-
podia, except that they are less motile. In young neurons,
new spines and filopodia are produced at a high rate and
seemingly in a random fashion (Lendvai et al., 2000).
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Also, a significant proportion are essentially transient
and tend to disappear within hours (Cruz-Martin
et al., 2010; De Roo et al., 2008a; Holtmaat et al., 2005).
The reasons for this are still unknown, but could be
linked to a failure to find a proper partner, to establish
a contact, or to sense or relay activity. There might also
be specific conditions in very young tissue that do not
favor the induction of plasticity and thus reduce the
probability that these new spines will become stabilized
(Ehrlich et al., 2007).

What are the different steps that lead to formation of a
synaptic contact at nascent synapses? 3D EM reconstruc-
tion of newly formed spines in vitro and in vivo or follow-
ing LTP-inducing protocols in slices has revealed that
they do not seem initially to express a PSD (De Roo
et al., 2008a; Knott et al., 2006; Nagerl et al., 2007). Con-
sistent with this, EM analyses in the cortex or hippocam-
pus have shown the existence of a small population of
spine-like protrusions devoid of PSD or even without
presynaptic partners, suggesting that spine growth
could precede synapse formation (Arellano et al., 2007;
De Roo et al., 2008a; Knott et al., 2006). The speed of this
process appears to be quite variable. Based on morpho-
logical criteria (presence of a postsynaptic density on 3D
EM reconstruction or expression of PSD-95-EGFP), the
formation of mature synapses appears to require be-
tween 5 and 24 h. However, functional analyses of spine
sensitivity to glutamate uncaging suggest that a new
protrusion could respond to released transmitter much
faster, within tens of minutes (Zito et al., 2009). This sug-
gests that receptors may be present or sense transmitter
before a morphologically mature PSD is apparent. One
principal takeaway, however, is that formation of new,
functional synapses can be a fast process, taking just mi-
nutes to hours.

Another interesting set of questions pertains to the re-
spective roles of the pre- and postsynaptic partners in
regulating the formation of the new synapse. The obser-
vation that new protrusions initially grow without
expressing a PSD indicates that the growth of the protru-
sion is probably initiated postsynaptically. Similarly,
recent evidence indicating that the control of the number
of PSDs and contacts made on a spine is regulated by
the postsynaptic release of nitric oxide (NO) further
suggests a primary role for the postsynaptic side in the
control of the formation of a contact with a given partner
(Nikonenko et al., 2008). However, there is also evidence
indicating a role for active axon terminals in the promo-
tion of spine growth. Notably, presynaptic activity
and glutamate have been shown to promote spine
growth (Maletic-Savatic et al., 1999; Richards et al.,
2005). In addition, newprotrusions seem toprefer to grow
towards axonal boutonswith active synapses (Knott et al.,
2006; Toni et al., 2007); conversely, activated presy-
naptic boutons may grow filopodia-like protrusions that

establish synaptic contacts (Nikonenko et al., 2003). These
observations therefore suggest thatglutamatemayalsoact
as a trophic factor that could guide new protrusions to ac-
tive boutons.Additionally, a great variety of adhesion and
signalingmoleculesexpressedeitheronpre-orpostsynap-
tic structures havebeen shown topromote synapse forma-
tion even between non-neuronal partners (Dalva et al.,
2007; Han and Kim, 2008). The process of synapse forma-
tion is therefore very likely to depend upon complex sig-
naling mechanisms linked to numerous secreted or
membrane-bound molecules present on both pre- and
postsynaptic structures.

6.6 SPINE DYNAMICS AND
DEVELOPMENT OF SYNAPTIC

NETWORKS

In vivo analyses of spine behavior over periods rang-
ing from minutes to days and months has revealed that
spines are very dynamic structures that exhibit various
forms of motility and morphological remodeling. A first
type of motility initially reported in cultures, but also
described in vivo, relates to fast (seconds to minutes)
twitching of spine heads that has been linked to a contin-
uous rearrangement of the actin cytoskeleton (Fischer
et al., 1998; Majewska et al., 2006). Although this form
of motility has been associated with activity and
experience-dependent plasticity (Oray et al., 2004), its
significance in terms of synapse function and properties
remains unclear. One possibility is that this spine twitch-
ing relates to the mechanisms of protein turnover, which
is particularly high in dendritic spines. Proteins such
as PSD-95, Ras, or Shank3 have been shown to redistrib-
ute between synaptic and dendritic pools within a few
minutes to a few hours (Gray et al., 2006; Tsuriel
et al., 2006). These trafficking mechanisms might possi-
bly require a continuous rearrangement of the actin
cytoskeleton.

On a different timescale, spines have also been
shown to undergo a continuous turnover through a
process of formation and elimination (Figure 6.3(a)).
The rate of spine growth and disappearance is particu-
larly high during development and critical periods
when the main organization of the cortical synaptic net-
work is established (Cruz-Martin et al., 2010; Lendvai
et al., 2000; Zuo et al., 2005). Spine turnover then de-
creases with brain maturation but remains effective at
a low level even in adult mice (Grutzendler et al.,
2002; Trachtenberg et al., 2002). Quantification of spine
turnover in various brain regions has been difficult and
shows great variability. In mice, turnover rate can affect
as many as 5–20% of total spines per hour during the
first weeks after birth, decreasing to about 5–10% per
week at 1 month of age and 1–2% per month in adult
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tissue (Cruz-Martin et al., 2010; Holtmaat and Svoboda,
2009); however, these values vary quite substantially
depending on the cortical region or cell type analyzed,
the criteria used for analysis, and the experimental
approach. For example, the possible effects of anesthe-
sia must be considered (De Roo et al., 2009). Despite this
vartiability, the important message delivered by these
studies is that remodeling of synaptic connections is very
substantial during development and remains a signifi-
cant phenomenon throughout life. Further interesting
information provided by these experiments concerns
the lifetime of a synapse. Analyses of spine stability
over weeks or months have shown that not all spines
have the same lifespan. While many new spines appear
to be very transient, others may persist for prolonged
periods of time, up to years under in vivo conditions
(Grutzendler et al., 2002;Holtmaat et al., 2005).Consistent
with the changes in spinedynamics, the fractionofpersis-
tent spines also increases as a function of development,
with more than 95% of spines surviving months in adult
tissue.

An important issue regarding the mechanisms of
spine dynamics pertains to their contribution to the func-
tion and development of brain networks. Repetitive
imaging approaches have shown that stimulation proto-
cols that are used to induce LTP are associated with the
growth of new protrusions (Engert and Bonhoeffer,
1999; Maletic-Savatic et al., 1999; Nagerl et al., 2007;

Toni et al., 1999). This growth process can, however, also
be associated with an increased elimination of spines
and thus involves a more subtle control of spine dynam-
ics (De Roo et al., 2008b; Nagerl et al., 2004). Sensory
stimulation and motor learning have both been reported
to stimulate an increase in spine turnover, leading to
modifications of network organization (Holtmaat et al.,
2006; Wilbrecht et al., 2010; Xu et al., 2009; Yang et al.,
2009). Similarly, in the visual cortex, monocular depriva-
tion and restoration of binocular vision are associated
with marked changes in spine dynamics and spine den-
sity (Hofer et al., 2009). All of these results suggest a
strong link between functional plasticity and specific
synaptic rearrangements.

The question, however, is to understand the speci-
ficity of these synaptic rearrangements and how they
may affect brain networks at a functional level. An im-
portant hint is provided by studies of spine dynamics
in relation to induction of synaptic plasticity. When
LTP is induced at a group of synapses, several struc-
tural rearrangements can be observed (Figure 6.3(b–c)).
First, stimulated synapses enlarge (De Roo et al.,
2008b; Ehrlich et al., 2007; Harvey and Svoboda, 2007;
Kopec et al., 2007; Matsuzaki et al., 2004), a process
closely correlated with the accumulation of AMPAR
at the synapse (Zito et al., 2009) and the reorganization
of the actin cytoskeleton (Honkura et al., 2008). Spine
size and synaptic efficacy are thus tightly linked.
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FIGURE 6.3 Confocal images illustrating spine dynamics in hippocampal slice cultures. (a) Dentritic segment of a CA1 pyramidal neuron
expressing eGFP and imaged at 24 h interval. Plus and minus signs indicate newly formed and lost spines. Scale bar: 1 mm. (b) Enlargement
and stabilization of a stimulated spine in a cell expressing mRFP and loaded with the calcium indicator Fluo4-AM. Line scan analysis of the
spine observed at time 0 h showed an increased calcium transient upon electrical stimulation of a group of CA3 cells. Theta burst activation of
this spine resulted in an enlargement of the spine head 5 h later and promoted the persistence of the spine over the next 48 h. Scale bar: 1 mm.
(c) Line scan analyses through the spine illustrated in (b) and showing the red (mRFP) and green (Fluo4-AM) signals. Scale bars: 0.5 mm; 0.5 s.
(d) Stimulated spines show a significantly increased stability over the next 48 h than non-stimulated spines (n=37 and 44 spines analyzed).
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A second important characteristic of potentiated synap-
ses is that they are switched to a stable state (De Roo
et al., 2008b). This effect is very specific for potentiated
synapses since unstimulated synapses tend to undergo
elimination (Figure 6.3(d)). How this activity-dependent
structural remodeling of spines confers stability on
them is still unclear. The close correlation existing be-
tween spine head size, PSD size, receptor number,
and stability suggests that the phenomenon could be
non-specifically related to the amount of receptors
and proteins accumulated at the synapse: larger spines
with larger PSDs express more adhesion and cross-linking
molecules and are more stable. An important aspect to
consider in this interpretation is that the size of spine
heads shows continuous fluctuations over time (De
Roo et al., 2008b; Holtmaat et al., 2005; Yasumatsu
et al., 2008). Small spines can enlarge and retract over
periods of days. This would suggest that stability,
together with PSD size and strength, could continu-
ously fluctuate according to the activity history of
the synapse. Another interpretation, however, might
be that there exist specific molecular events able to
reinforce spine stability. For example, it has been sug-
gested by ultrastructural analyses that stabilization
could be provided through the acquisition by the
potentiated spines of the machinery for mRNA transla-
tion. This would allow local regulation of protein synthe-
sis and trafficking and thus confer independence and
stability to the spine (Bramham, 2008; Ostroff et al.,
2002; Steward and Falk, 1985). Additionally, this could
be associated with the expression at the synapse of spe-
cific proteins able to stabilize the cytoskeleton or anchor
pre- and postsynaptic structures. Recent evidence sug-
gests that N-cadherin could play such a role (Mendez
et al., 2010a). N-cadherin is expressed on both sides of
the synaptic cleft and is involved in the formation of
homophilic binding domains, which might account for
the periodic protein complexes observed across the cleft
(Zuber et al., 2005). Expression of dominant-negative
mutant N-cadherin or knockdown of N-cadherin expres-
sion leads to the formation of unstable synapses. Con-
versely, expression of N-cadherin is associated with a
synapse-specific increase in stability. Additionally, N-
cadherin expression is regulated by synaptic activity,
and it is selectively expressed in potentiated synapses
upon induction of LTP, leading to a switch in stability
of synapses. A main function of LTP during develop-
ment might therefore be to promote stabilization through
a change in the composition of the PSD and, importantly,
an increase in the expression of the adhesion molecule
N-cadherin.

The third important structural change induced by in-
duction of LTP is an increase in spine dynamics. This
process also shows specificity. Following induction of
plasticity, growth predominantly takes place at the

vicinity of stimulated synapses, promoting in this way
the formation of clusters of activated synapses (De Roo
et al., 2008b). This might have important consequences,
particularly for spines on remote dendrites, where spa-
tiotemporal clustering of synaptic activity may play an
important role for information processing (Nevian
et al., 2007). Additionally, spine elimination also occurs
in a very selective manner, since the process concerns
mainly unstimulated spines. Thus, the changes in spine
dynamics triggered by patterns of activity will affect
differentially synaptic connections by favoring clustered
activity with new partners, while eliminating inactive
synapses. Together, these studies indicate that during
development, plasticity mechanisms not only change
synaptic strength, but also act as a major process orga-
nizing the wiring of synaptic networks. By switching
stimulated synapses to a persistent state and addition-
ally promoting the replacement of unstimulated synap-
ses by new ones, LTP operates as a selection mechanism
thatmaintains connectionsmediating coherent, synchro-
nized activity, while, at the same time, favoring adapta-
tion of the network. This fine-tuning process could be
particularly important during critical periods, ensuring
the specificity of network development, and may serve
as an efficient learning and memory system. In keeping
with this interpretation, in vivowork analyzing spine dy-
namics associated with a learning task in motor cortex
found that memory of the task was associated with an
increase in spine turnover and a selective stabilization
of newly formed spines over the course of months
(Xu et al., 2009; Yang et al., 2009).

In addition to activity patterns inducing synaptic
plasticity, spine growth or elimination appears to be also
regulated by a number of other homeostatic processes.
One factor that seems to be very important for the regu-
lation of spine dynamics during critical periods of devel-
opment is the balance between excitation and inhibition
(Hensch et al., 1998; Morishita and Hensch, 2008). In the
visual cortex, alteration of this balance markedly affects
the onset, formation, and plasticity of ocular dominance
columns. This process, which is directly related to mech-
anisms of spine formation and pruning (Hofer et al.,
2009), is regulated byGABAergic inhibition. Recentwork
has identified an important functional, bidirectional re-
cruitment of fast-spiking interneurons during experi-
ence-dependent plasticity (Yazaki-Sugiyama et al., 2009).
Also, in a manner consistent with this, the application of
anesthetics to developing cortical tissue promotes a rapid
enhancement of spine and synapse formation leading to a
marked increase in spine density on pyramidal neurons
(De Roo et al., 2009). Interestingly, this control by the
excitation/inhibition balance could still persist even in
the adult visual cortex. Recent experiments show that
the removal of a molecular brake responsible for the
age-dependent loss of visual plasticity demonstrates
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the persistence of a control by the excitation/inhibition
balance and suggests that the mechanisms which reduce
adult structural plasticity could work by adjusting this
balance (Morishita et al., 2010).

In addition, growth factors and hormones are also very
likely to participate in the regulation of spine dynamics.
For example, there is strong evidence suggesting an im-
portant role for estrogens in the regulation of spine forma-
tion and density (McEwen, 2010). The effect is rapid and
affects spine growth but not spine elimination (Mendez
et al., 2010b); it may thus represent a homeostatic mecha-
nism for adapting spine density and the complexity of
synaptic networks through changes in spine dynamics.

6.7 SPINE ALTERATIONS AND BRAIN
DISEASE

Alterations of dendritic spinemorphology or function
represent key features of various developmental psychi-
atric disorders and neurodegenerative diseases. In the
last two decades, progress concerning the identification
of genetic alterations associated with mental retardation
and autism spectrum disorders has revealed that, in
many instances, these defects concern genes coding for
synaptic proteins or proteins involved in the regulation
of synaptic properties (Bourgeron, 2009; Laumonnier
et al., 2007; Ropers, 2006). Analyses of the underlying
mechanisms using gain and loss of function approaches
have revealed various kinds of alterations, especially de-
fects affecting spine morphology, spine density, or syn-
aptic plasticity. One of the best examples of intellectual
disability is probably the fragile X syndrome linked to
the silencing of the fmr1 gene (Bagni and Greenough,
2005). The protein coded by the fmr1 gene (FMRP) is as-
sociated with polyribosomes in dendrites and spines,
and can be found in dendritic RNA granules that travel
on microtubules in dendrites. FMRP is thus believed to
play a role in the regulation of local translation at indi-
vidual synapses, acting both as translational suppressor
and/or activator. The main defects reported in Fmr1
knockout mice include an increased spine density with
more long, thin, tortuous spines reminiscent of imma-
ture filopodia-like spines, as well as defects in synaptic
plasticity characterized by impaired cortical LTP and en-
hanced metabotropic glutamate receptor (mGluR)-
mediated long-term depression (LTD). This has led to
the hypothesis that FMRP could function as a negative
feedback mechanism to suppress mGluR-stimulated
translation implicated in LTD and the endocytosis of
AMPARs (Huber et al., 2002). As such, knockdown of
FMRP is believed to result in an increased mGluR-
dependent removal of surface AMPARs, and evidence
suggests that this defect could be corrected by antago-
nists of metabotropic receptors (Dolen et al., 2007).

Several other mutations of synaptic proteins identified
as associated with cognitive disabilities, autism spectrum
disorders, or even schizophrenia also result in dendritic
spine abnormalities. This is the case for oligophrenin,
PAK3, ARGHEF6, SynGAP, Shank, and EPAC2, but de-
fects have also been reported in a mouse model of the
22q11 syndrome, a condition at high risk for schizophre-
nia, or following interference with disrupted-in-
schizophrenia 1 (DISC1) (Boda et al., 2004; Govek et al.,
2004; Node-Langlois et al., 2006; Sala et al., 2001; Vazquez
et al., 2004; Woolfrey et al., 2009). In many of these cases,
the synaptic defects include an increase in the fraction of
long, thin and immature spines, and this is also often asso-
ciated with alteration of glutamate receptor recycling.
These results have therefore led to the hypothesis that cog-
nitive disability could primarily result from alterations of
dendritic spineplasticity, either becauseof defects in recep-
tor recycling mechanisms that affect synaptic strength or
because of alterations in spine formation, maturation, or
dynamics that could interfere with the development and
specificity of synaptic networks (Boda et al., 2010).

In addition to these developmental psychiatric
disorders, spine pathology has also been observed in as-
sociation with degenerative diseases such as Alzheimer’s
disease (Selkoe, 2002; Spires et al., 2005), Parkinson’s
disease (Day et al., 2006), or prion disease (Fuhrmann
et al., 2007). In mouse models of Alzheimer’s disease,
the vicinity of amyloid plaques is characterized by highly
dismorphic neurites and spine loss, a phenotype that
could be caused by the inhibition by amyloid oligomers
of LTP mechanisms and the promotion of LTD (Wei
et al., 2010). These results thus also suggest that changes
in spine dynamics may provide an important contribu-
tion to the alterations and dysfunctions of neuronal
networks in degenerative and memory disorders.

6.8 CONCLUSION

Dendritic spines are remarkable structures that exhibit
a high degree of structural and functional specialization.
They are tightly controlled by activity and signaling
mechanisms that determine their properties of plasticity
and their long-term maintenance in brain networks. The
complexity of these regulations and their impact on
the formation and function of brain circuits clearly high-
light the key role played by dendritic spines in the proces-
sing of information by neuronal networks.
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7.1 INTRODUCTION

Modularity is a common organizational principle in
all parts of the brain. The cerebral cortex exhibits a lam-
inar and a radial organization. Cortical columns are
sometimes regarded as the basic functional units in cere-
bral cortical processing, development, and evolution.
Cortical column is a historic term that can refer to a
vertically arranged cell constellation, a pattern of con-
nectivity, myelin distribution, metabolic characteristics,
staining property, vasculature, magnitude of specific
gene expression, embryonic origin, or functional proper-
ties. The columnar organization reflects the intermit-
tently recursive mapping of several variables under
the two-dimensional surface of the neocortex in a vari-
ably independent or combined (e.g., hypercolumn)man-
ner. The term cortical column is constantly evolving with
the improved understanding of the organization and
function of the various radially oriented groups of cells
that share certain functional or anatomical properties.

Columns are ubiquitous in the brain but are in no
way obligatory, and comprehensive descriptions of
the various specific forms of “columns” in the brain
are still evolving. To date, comparative studies have
failed to identify a specific sensory, motor, or cognitive
function that is specifically associated with the pres-
ence or absence of a particular form of cortical column.
The developing cortex contains numerous radial deter-
minants. Pyramidal neurons are generated in “onto-
genic units” and subsequently disperse radially. It
has been shown that sibling cells have a stronger ten-
dency to establish synaptic connections with each other
in the cortical plate. However, the link between the em-
bryonic and adult columnar constellations is currently
not known.

There are, therefore, several problems related to the
term and concept of cortical column. (1) The often
loose, general, and uncritical use of the term can be
confusing. (2) Related to the lack of a universal pres-
ence of certain types of column within some cortical
areas, brains, or species undermines the idea that sim-
ilar building blocks comprise all cortical circuits. (3)
The concept that the cortical column (or even just an
arbitrary columnar unit along the depth of the cortex)
has a universally constant number of neurons associ-
ated with it, with only the primate visual cortex show-
ing a difference. (4) The lack of correlation between the
absence or presence of particular types of column and
specific mode of sensory or cognitive processing capac-
ities (across the same brain or across close or more dis-
tant species). (5) Although there is evidence for the
overall radial disposition of the pyramidal neuron
clones and a higher probability of synapse formation
between sibling cells, there is a lack of correlation

between the columnar development of the brain and
columns in the adult cortex.

Knowledge of the laminar and columnar organization
of the cerebral cortex is continuously advancing, and
with this the conceptual details of the columnar organi-
zation also is changing. The time may arrive when both
the concept and the nomenclature will have to adapt to
these changes.

The hypothesis of the column as the fundamental
processing unit of the cerebral cortex was formulated
by Mountcastle (1957) from studies of cells responding
to a single modality of tactile stimuli (cutaneous or
deep joint receptors) in the somatosensory cortex
of cats. The concept emerged from Mountcastle’s
work and was developed further over five decades;
he claimed that the cerebral cortex can be further sub-
divided into “complex processing and distributing
units that link a number of inputs to a number of
outputs via overlapping internal processing chains”
(Mountcastle, 1957).

By exploring the physiological, anatomical, genetic,
and developmental properties of the cerebral cortex,
more details of its organizationwere revealed, andmany
of these new entities were referred to as ‘columns.’ The
emerging concept in cerebellar circuits by Eccles et al.
(1967) fueled the quest for a fundamental cortical proces-
sing unit, an archetypical cortical column, which was in-
tensified in the hope of identifying modules that are
general for all cortical areas. There are references to func-
tional columns, minicolumns, hypercolumns, ontoge-
netic or embryonic columns, ocular dominance (OD)
columns, orientation columns, and barrel columns. The
only common theme linking these terms is that they refer
to a structural, physiological, or developmental organi-
zation that transcends the laminar pattern and is perpen-
dicular to it. None of these several types of columns are
general to all cortical areas, and several are restricted to
the primary sensory areas. Table 7.1 gives three defini-
tions and Table 7.2 gives a list of some of the terms that
refer to cortical columnar structures. There are so many
varieties of cortical columns defined by different criteria
and by different authors that it is difficult to define, re-
late, or compare these columns. The concept of an arche-
typical cortical column is no better defined now than
when it was first introduced.

In this chapter, the following points are discussed and
examined: (1) the problems associated with the current
nomenclature; (2) the evidence for and against the idea
that columns are the common building blocks of the cor-
tex; (3) the question of how constant the cell numbers are
within a column and how homogeneous is the structure
of the various columns; (4) the possible functions of the
columns; and (5) the current knowledge of the columnar
development in the cortex.
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7.2 THE CORTICAL COLUMN
NOMENCLATURE REFLECTS THE

HISTORY OF CHANGING CONCEPTS OF
CORTICAL ANATOMY, FUNCTIONAL

REPRESENTATION, AND DEVELOPMENT

7.2.1 Is the Isocortex Hexalaminar?

The cortex (hereafter referring to the forebrain ‘neocor-
tex’ as distinct from the olfactory and hippocampal three-
layered cortex) is organized horizontally into six laminae
andvertically intogroupsofcells linkedsynapticallyacross
andalongthehorizontal layers.Thedefinitionsofbothlam-
inae and radial modules are a historic convention rather
thana biologically or functionally relateddemonstrable re-
ality. All mammalian cerebral neocortices have a uniform
laminar structure (therefore also called the isocortex) that
has been historically and arbitrarily divided into six layers
(Brodmann, 1909; LorentedeNó, 1922, 1949; vonEconomo
and Koskinas, 2008). This basic master plan is modified
according to variations. These variations expose the prob-
lem of fitting the hexalaminar universal model to all mam-
malian cortices. Subdivisions of layers III, IV, V, and VI in
some species, missing layers (IV) in some cortical areas, or
fused layers (II/III) in other areas indicate that there is un-
certaintyanda randomelement to current laminar nomen-
clature (Molnár, 2011; Molnár and Belgard, 2012).

The radially oriented apical dendrites and processes
and the general radial orientation within the cortex have
been widely known since the cerebral cortex was first
examined microscopically (see, e.g., Cajal, 1909). Also,
the vertical connectivity linking neurons across cortical
layers was described by Lorente de Nó (1938) in the
primary somatosensory cortex of the mouse. The concept
of a column emerged from the functional properties of the
cortex and received attention after Vernon Mountcastle
discovered that the neurons are arranged vertically (or
radially in the convoluted cerebrum) in the form of
columns spanning the width of the primate somatosen-
sory cortex with cells in each column responding with
distinct receptive field properties (superficial as com-
pared to deep skin receptors) to a single receptive field
at the periphery (Mountcastle et al., 1957). Although it
is now known that these functionally distinct ‘columns’
were separate, distinct cortical areas and not functional
units within a cortical area (Kaas et al., 2011), these obser-
vations drove further discoveries of an array of iterative
neuronal groups (also called modules) that extend radi-
ally across cellular layers VI to II with layer I at the top.
Subsequently, Hubel and Wiesel (1968) revealed the ori-
entation and OD columns in the primary visual cortex,
and this was followed by the observations of Abeles
and Goldstein (1970) in the primary auditory cortex
(Table 7.2). These physiological observations led to the

TABLE 7.1 Examples for definitions of cortical columns

1. Mountcastle (1997) “The modular organization of nervous
systems is a widely documented principle of design for both
vertebrate and invertebrate brains of which the columnar
organization of the neocortex is an example. The classical
cytoarchitectural areas of the neocortex are composed of
smaller units, local neural circuits repeated iteratively within
each area. Modules may vary in cell type and number, in
internal and external connectivity, and in mode of neuronal
processing between different large entities; within any single
large entity they have a basic similarity of internal design
and operation. Modules are most commonly grouped into
entities by sets of dominating external connections. This
unifying factor is most obvious for the heterotypical sensory
and motor areas of the neocortex. Columnar defining
factors in homotypical areas are generated, in part, within
the cortex itself. The set of all modules composing such an
entity may be fractionated into different modular subsets by
different extrinsic connections. Linkages between them and
subsets in other large entities form distributed systems.
The neighborhood relations between connected subsets of
modules in different entities result in nested distributed
systems that serve distributed functions. A cortical area
defined in classical cytoarchitectural terms may belong to
more than one and sometimes to several distributed
systems. Columns in cytoarchitectural areas located at
some distance from one another, but with some common
properties, may be linked by long-range, intracortical
connections.”

2. http://en.wikipedia.org/wiki/Cortical_minicolumn
“A cortical column, also called hypercolumn or sometimes
cortical module, [1] is a group of neurons in the brain
cortex, which can be successively penetrated by a probe
inserted perpendicularly to the cortical surface and which
have nearly identical receptive fields. Neurons within a
minicolumn encode similar features, whereas a hypercolumn
‘denotes a unit containing a full set of values for any given set of
receptive field parameters.’ [2] A cortical module is defined as
either synonymous with a hypercolumn (Mountcastle) or as
a tissue block of multiple overlapping hypercolumns (Hubel &
Wiesel).
Various estimates suggest there are 50–100 cortical

minicolumns in a hypercolumn, each comprising around 80
neurons. An important distinction is that the columnar
organization is functional by definition, and reflects the local
connectivity of the cerebral cortex. Connections ‘up’ and ‘down’
within the thickness of the cortex are much denser than
connections that spread from side to side.”

3. Boucsein et al. (2011) http://www.ncbi.nlm.nih.gov/pmc/
articles/PMC3072165/“This slightly ambiguous term
loosely describes the concept of vertically arranged
groups of cells that share certain functional and/or
anatomical properties and could represent a ‘basic
functional unit’ in cortical processing. They are ubiquitous
in the brain but in no way obligatory, and a comprehensive
description of the various forms of ‘columns’ in the brain
is still lacking.”

[1] Towards cortex sized artificial neural systems, Johansson C and Lansner A

(2007) Neural Networks, vol. 20(1), pp. 48–61. Elsevier.

[2] The columnar organization of the neocortex, Mountcastle VB (1997) Brain, vol.

20(4), pp. 701–722. Oxford University Press.

Boucsein C, Nawrot MP, Schnepel P, Aertsen A (2011) Beyond the cortical column:

Abundance and physiology of horizontal connections imply a strong role for inputs from

the surround. Frontiers in Neuroscience 5: 32.
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TABLE 7.2 Examples for terms that refer to columnar structures in the cortex

Module Cortical area Definition Dimension References

Cortical
column/
module

S1 Penetrations parallel to the pial surface
and crossing the vertical axis of the
cortex pass through 300–500-mm blocks
of tissue in each of which neurons with
identical properties are encountered.
Sharp transitions are observed from a
block with one set of properties to the
adjacent block with different
properties. The defining property for
place is the peripheral receptive field,
the zone on the body surface within
which an adequate stimulus evokes a
response of cortical cells

300–500-mm Mountcastle (1957),
Powell and
Mountcastle (1959)

Ocular
dominance
column

V1 Ocular dominance (OD) columns or
OD stripes are regions of neurons in the
visual cortex that respond to the
stimulation from either the left or right
eye, and they can be defined both
anatomically and physiologically

Variable Hubel and Wiesel
(1969)

Orientation
columns

V1 Form orientation slabs that measure
0.5–1.0 mm in the iso-orientation
direction and in which a full 180o

rotation of orientation preference is
repeated

560 mm Hubel and Wiesel
(1968)

Blobs V1 Metabolic activity 2DG or cytochrome
oxidase staining
Blob cells respond differentially at low
spatial frequencies (1.1 cycles per
degree), interblob cells at higher
frequencies (3.8 cycles per degree)

150-mm diameter, most prominent in
layers II and III. Repeat intervals of
500–550 mm; the parallel rows are
350-mm apart

Hendrickson and
Wilson (1979), Wong-
Riley (1979),
Livingstone and
Hubel (1984)

Isofrequency
bands

A1 Neurons of similar frequency
preference are arranged in
isofrequency bands (IFBs) across the
primary auditory cortex (AI) of many
mammals

No wider than 200 mm and 5–7 mm in
length extending across the gyrus

Tunturi (1950), Brugge
and Merzenich (1973)

Binaural
summation
columns

A1 Most neurons arrayed in a column
perpendicular to the cortical surface
display the same aural dominance and
binaural interaction
Summation columns occupy about
two-thirds of the area sampled;
suppression columns, about one-third.
Within most suppression columns, the
contralateral ear was dominant. Within
summation columns, aural dominance
varied. Summation columns appear to
be composed of smaller columns
differing in aural dominance

The sizes of binaural interaction
columns vary considerably; some
occupy several square millimeters of
cortical surface. At least some binaural
interaction columns occupy strips of
cortex oriented orthogonal to
isofrequency contours

Imig and Adrián
(1977)

Motor
columnar
aggregates

Motor cortex Pyramidal and nonpyramidal cells are
clustered into columnar aggregates

300 mmwide, separated by 100-mm cell-
sparse zones

Meyer (1987)

Motion
columns

MT Neurons in monkey MT with similar
axes of motion preference are arranged
in vertical columns, and these columns
are themselves arranged in slabs in
which a full rotation of 180o of axis of
motion is represented

400–500 mm Albright et al. (1984)
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concept that “neurons within a given column are stereo-
typically interconnected in the vertical dimension, share
extrinsic connectivity, and hence act as basic functional
units subserving a set of common static and dynamic cor-
tical operations that include not only sensory and motor
areas but also association areas subserving the highest
cognitive functions” (Jones and Rakic, 2010). The inclu-
sion of the highest cognitive functions was, of course,
an extrapolation that lacked evidence. The concept that
the cortex comprises similarly structured units is
an attractive one, but it seems that there are far too many
variations and individual units that can be highly special-
ized and vary within certain cortical areas, or sectors
within areas.

7.2.2 The Loose and Uncritical Use of the Term
in Ways That Are So Generalized as to Be
Unhelpful and Even Confusing

Although the anatomical and functional columnarity
of the neocortex has never been in doubt, over time and
with more discoveries of radial arrangements in the

cortex, the term ‘cortical column’ became looser as col-
umns were defined by cell constellation, pattern of con-
nectivity, myelin content, staining property, magnitude
of gene expression, or functional properties (Rockland,
2010; Table 7.2). Although the term column is used by
some to refer only to: ‘interconnected neurons, with
common input, common output, and common response
properties extending through the thickness of the cor-
tex,’ others do not use these criteria, and the term ‘col-
umn’ evolved into a loose and somewhat ambiguous
term referring to some aspect of the vertical organization
of the cortex (Table 7.1, third definition).

Montcastle’s definition of a column in 1997 is different
from the one formulated in 1957, and it includes refer-
ences to physiological, anatomical, and embryological
aspects: “The basic unit of the mature neocortex is the
minicolumn, a narrow chain of neurons extending verti-
cally across the cellular layers II–VI, perpendicular to
the pial surface. Each minicolumn in primates contains
80–100 neurons, except for the striate cortex where the
number is 2.5 times larger. Minicolumns contain all
the major cortical neural cell phenotypes, interconnected

TABLE 7.2 Examples for terms that refer to columnar structures in the cortex—cont’d

Module Cortical area Definition Dimension References

Shape and
face
recognition
columns

Homotypical
inferotemporal
cortex

Require moderately complex features
(shapes and faces) for their activation

Gross et al. (1972),
Perrett et al. (1992)

Microcolumns All cortical
areas

The dendrites of 3–20 large pyramidal
cells of layer V form clusters that
ascend together through layer IV

These modules are �30 mm in diameter
and coccur with center-to-center
spacing that varies from 20 to 80 mm;
the wider spacing occurs in the larger
brains of the macaque monkey and
man

Fleischhauer et al.
(1972), Peters and
Walsh (1972)

Barrels Some rodent S1 Cytoarchitectonic patterning of the
layer IV neurons forming a ring-like
structure on tangential sections

Variable 300 mm Woolsey and van der
Loos (1970)

Synaptic ZN Monkey
primary visual
cortex

Synaptic Zn patches correspond to a
subset of corticocortical terminations

Dyck et al. (2003)

VGLUT-2
columns

Rat and mouse
barrel field

VGLUT-2 marker for thalamocortical
termination

Variable 300 mm Liguz-Lecznar and
Skangiel-Kramska
(2007)

Ontogenic
units/
columns

Monkey The progenitor cells that generate the
minicolumn

Each proliferative unit in the
ventricular zone of themonkey consists
of 3–5 stem cells, a number that
gradually increases to 10–12 stem cells
during development; the units are
separated by glial septa (Rakic, 1988)

Rakic (1988)

Domains Early postnatal
rat cortex

Domains of spontaneously coactive
neurons using optical recordings of
brain slices labeled with the fluorescent
calcium indicator fura-2 in early
postnatal rat cortex

The functional domains were 50–
120 mm in diameter on tangential slices;
they spanned several cortical layers
and resembled columns found in the
adult cortex in coronal slices

Yuste et al. (1992)
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in the vertical dimension. The minicolumn is produced
by the iterative division of a small cluster of progenitor
cells, a polyclone, in the neuroepithelium, via the inter-
vening ontogenetic unit in the cortical plate of the devel-
oping neocortex” (Mountcastle, 1997).

This excerpt shows how, over the decades, the in-
creasingly protean imagery evoked by the term ‘column’
now obliges investigators to acknowledge its conceptual
and linguistic shortcomings (Rockland, 2010). Structural,
functional, and embryological definitions are used
loosely, and there is a lack of proper and unequivocal
definitions. Therefore, it is difficult to definewhat consti-
tutes a particular ‘cortical column.’ Moreover, the use of
the terminology is not stringent. Most columns have no
definable ‘solid’ borders; some of the structures referred
to as a column do not extend across the entire thickness
of the cortex from the pial surface to the white matter
(e.g., barrels, microcolumns). The term ‘column’ has be-
come too general. To convey the complex aspects of cor-
tical organization adequately, additional adjectives are
required to specify a particular entity. Mountcastle used
the terms column and module interchangeably, but
nowadays the term module is used more loosely. Other
terms, such as ‘patch’ or ‘domain,’ suffer, to varying de-
grees, from the same problem (Rockland, 2010).

7.3 A LACKOFUNIVERSAL PRESENCE OF
CERTAIN COLUMNS WITHIN CORTICAL

AREAS, BRAINS, AND SPECIES IS
UNDERMINING THE IDEA THAT

SIMILAR BUILDING BLOCKS COMPRISE
ALL CORTICAL CIRCUITS

7.3.1 The Use of Physiological Methods
to Reveal Columns

Evidence for neocortical columnar organization was
initially obtained in electrophysiological studies of sin-
gle neurons in the somatic sensory cortex in anesthetized
cats and monkeys (Mountcastle, 1957; Powell and
Mountcastle, 1959). Microelectrode penetrations made
normal to the pial surface encounter neurons in each cel-
lular layer with similar properties of place andmodality.
Penetrations parallel to the pial surface and crossing the
vertical axis of the cortex pass through 300–500-mm-sized
blocks of tissue in each of which neurons with identical
properties are encountered. Sharp transitions are ob-
served from a block with one set of properties to the ad-
jacent block with different properties. The defining
property for place is the peripheral receptive field, the
zone on the body surfacewithinwhich an adequate stim-
ulus evokes a response of cortical cells. To reveal the
functional modularity in the cortex, 2-deoxyglucose,

optical recordings of intrinsic signals, voltage- and
calcium-sensitive dyes, and expression of immediate
early genes have also been used in both somatosensory
and visual cortical areas (Horton and Adams, 2005).

7.3.2 Columnar Organization of Some Afferent
and Efferent Projections

Both intrinsic and extrinsic cortical connections are of-
ten patchy and appear columnar in cross sections of the
cerebral cortex. Various anterograde tracers injected
in vivo are often dramatically patterned in cross section,
especially in layer IV and adjacent layers. The problem
here is that, very commonly, a patchy distribution of label
that may involve only one or two laminae at most is inter-
preted as columnar, whereas the label can be a stripe,
area, or spot, and the ‘column’ is projected to the structure
because of the investigator’s interpretation (Figure 7.1).
By contrast, cortical or thalamic terminations in layer I
are, in fact, transcolumnar, typically extending over sev-
eral millimeters. “Bundles of axons from cells of thalamic
modules project to columnar zones of termination in
layers IV and IIb of the postcentral cortex, forming clus-
ters separated by zones in which terminals are much less
dense. Clustering obtains also for the ipsilateral cortico-
cortical and transcallosal systems” (Mountcastle, 1997).

It is widely considered that the effective unit of oper-
ation in such a distributed system is not the single neuron
and its axon, but groups of cells with similar functional
properties and anatomical connections (Jones, 1999,
2010). This modular arrangement might allow a large
number of neurons to be connected without a significant
increase in cortical volume. Mitchison (1992) estimated
that fusing 100 cortical columns would lead to a tenfold
increase in cortical volume. The explanation for this sur-
prising estimate is that within a column only restricted
subsets of neurons are involved in long-distance connec-
tions, whereas the majority is only connected locally
within the columns. Consequently, the length of axons
that interconnect neurons is shortened, also reducing
the cortical volume. The hypothesis requires that nerve
cells in themiddle layers of the cortex, inwhichmost tha-
lamic afferents terminate, should be joined by narrow
vertical connections to cells in layers lying superficial
and deep to them, so that all cells in the column are ex-
cited by incoming stimuli with only small latency differ-
ences. Experiments in the monkey, however, did not
show such homogeneous arrangement and revealed that
terminal arbors of individual thalamocortical axons are
often smaller than the cross-sectional width of the region
that showed a response revealed by optical recording
in the so-called activity columns (Blasdel and Lund,
1983; Freund et al., 1989). Thus, ‘activity columns’ are
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assembled from the convergence of smaller units de-
fined by arbors in a 300–500-mm wide space and not
merely by activity-related or molecular factors (Inan
and Crair, 2007). Moreover, analysis of a large data set
of recordings has revealed that, within a cortical column,
connectivity is highly nonuniform (Song et al., 2005).

7.3.3 Modules of the Visual Cortex

The visual cortex processes information concerning
form, pattern, and motion within functional maps that
reflect the layout of neuronal circuits. The columnar
organization in the primate V-1 is defined by the neuro-
nal properties of ocularity and place imposed by genic-
ulate input and by orientation specificity generated
by intracortical processing. The neurons studied in tan-
gential penetrations vary systematically in ocularity
(Figure 7.1(a)) and orientation selectivity (Hubel and
Wiesel, 1969). As the primary visual cortex has been
studied in great detail, this is the area where the cortical
columns have been identified most methodically: OD
columns, orientation columns, hypercolumns, and alter-
nating callosal and ipsilateral columns (see Table 7.2).

7.3.3.1 OD Columns/Stripes

ODcolumns orOD stripes are regions of neurons in the
visual cortex that respond to stimulation from either the
left or right eye, and they can be defined both anatomi-
cally and physiologically (Hubel and Wiesel, 1969). Tha-
lamocortical projections carrying signals from one eye or
the other synapse mostly within layer IV. In a normally
developed visual system, the area of dominance columns
for each eye is the same, and each cortical cell responds to
visual input predominantly according to its column. OD
columns were revealed by single unit recording and
transneuronal transport across the lateral geniculate syn-
apse of radioactive amino acids (Hubel andWiesel, 1969).
OD columns are slab-like domains; columnar width is
variable as a function of the visual field; that is, they are
larger in the foveal representation (Hubel and Wiesel,
1977). In the peripheral visual field representation, the
slab-like confirmation breaks up into patches (Adams
et al., 2007). Monocular deprivation during early life pre-
vents this balance from developing, and the nondeprived
eye assumes control of nearly all cortical cells. These ef-
fectswere largely identified byWiesel andHubel through
studies on cats and monkeys (Hubel and Wiesel, 1969).

Similarly, for OD columns of the primate visual cor-
tex, classical anatomical and physiological studies iden-
tified core and edge regions functionally distinguished
by different degrees of monocular bias (LeVay et al.,
1975). More recently, different conditions of visual dep-
rivation have revealed functional subcompartments
within OD columns, visualized by either changes in

(a)

(b)

(c)

(d)

(e)

(f) 250 mm

FIGURE 7.1 Examples of modular circuitry in the mammalian
brain. (a) Ocular dominance columns in layer IV in primary visual
cortex (V1) of a rhesus monkey (autoradiograph after injection of
radioactive proline into one eye). (b) Blobs in layers II–III in V1 of
a squirrel monkey (cytochrome oxidase (CO) histochemistry).
(c) Stripes in layers II–III in V2 of a squirrel monkey (CO histochem-
istry). (d) Barrels in layer IV in the primary sensory cortex (S1) of
a rat (succininc dehydrogenase histochemistry). (e) Barreloids in
the ventrobasal nucleus of the thalamus in a rat (succinic dehydro-
genase histochemistry). (f) Glomeruli in the olfactory bulb of a
mouse (Sudan Black staining). Reproduced from Purves D, Riddle
DR, and LaMantia AS (1992) Iterated patterns of brain circuitry

(or how the cortex gets its spots). Trends in Neuroscience 15(10):

362–368.
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cytochrome oxidase (CO) activity (Horton and Hocking,
1998) or differential expression of immediate early genes
(Takahata et al., 2009). Species variation in columnar
structure is hard to reconcile with ideas about the funda-
mental importance of columns. Some members of single
species, for example, squirrel monkeys, show enormous
variability in the expression of OD columns (Adams and
Horton, 2003). Some individuals have normal OD col-
umns throughout the visual cortex; others have them
only in parts of the visual cortex, while in some, they
are nearly absent (Figure 7.2).

7.3.3.2 Orientation Columns

Within an orientation column, neurons throughout
the vertical thickness of the cortex respond to stimuli ori-
ented at the same angle (Hubel and Wiesel, 1968; Hubel
et al., 1977, 1978). A neighboring column will then have
neurons responding to a slightly different orientation
from the one next to it. The functionalmaps of orientation
preference in the ferret, tree shrew, and galago – three
species separated since the basal radiation of placental
mammals more than 65 Mya ago – share this common
organizing principle (Kaschube et al., 2010). Maps of
orientation tuning as viewed from the cortical surface
(not in sections) contain singularities where orientation
columns converge (Blasdel and Salama, 1986), also called
pinwheels (Bonhoeffer and Grinvald, 1991).

7.3.3.3 Gene Expression in the Cortex in ‘Columnar’
Fashion

Zones of heightened CO levels can reveal metabolic
zones arranged in a modular fashion across the cortex
(Livingstone and Hubel, 1984; Figure 7.1(b)), but these

do not extend through all cortical layers. In the monkey,
primary visual cortex CO staining reveals metabolic
activity in a nonuniform fashion (Wong-Riley, 1979).
The patches of CO activity correspond to thalamocortical
terminations (Livingstone and Hubel, 1982). Adjacent
sections, reactive for synaptic zinc, show patches that
correspond to another subset of corticocortical termina-
tions (e.g., Ichinohe and Rockland, 2004). There are
numerous other differences that distinguish cortical
modules; some of these are associated with thalamic
inputs (e.g., Vglut2; 5HTT).

7.3.4 Overlap Between Columnar Entities
Within the Same Structures; Combining
Physiological and Anatomical Definitions

Individual columns are embedded within distributed
networks, and cortical modules are composed of groups
of minicolumns. The same column can be part of differ-
ent networks (e.g., OD and orientation columns or
hypercolumns). Despite decades of work, the organiza-
tion of these modules and their connections, singly or
in relation to each other, is only poorly understood.
Anatomical observations are often linked to modular
patterns of increasedmetabolic activity, blood flow stud-
ies, 2DG uptake, or expression of immediate early genes
depending on the stimulus, and may be limited to a sin-
gle layer, a few layers, or a whole cortical thickness.
However, some of these studies revealed no discrete an-
atomical arrangements thatwould explainmodularity of
function, or perceived anatomical arrangements were
not in line with detected physiological changes, raising
the question: how can an ‘imperfect’ anatomical

(a) (b) (c) (d)
5 mm

*
*

** MC

MC

MC
MC

FIGURE 7.2 Variable appearance of ocular dominance columns in normal squirrel monkeys (reproduced from Adams DL and Horton JC (2003).

Capricious expression of cortical columns in the primate brain.NatureNeuroscience 6: 113–114). Shown are photographicmontages of layer 4 C from the
left striate cortex of four squirrel monkeys with normal vision 10 days after left eye enucleation. Flatmounts were reacted for CO, and examples for
the individual variations are presented: (a) Large, crisply segregated columns; (b) intermediate columns; (c) fine, indistinct columns; (d) rudimen-
tary columns. The columns are essentially absent, although hints were visible in a few peripheral regions of cortex. Note thin profiles (arrows)
radiating from the blind spot in (c) and (d), which represent shadows (angioscotomas) from retinal blood vessels. Columns were virtually absent
in one-third of the animals (d). MC, monocular crescent; *, blind spot.
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arrangement generate functionally distinct modules? At
the cellular level, there is growing evidence that cortical
columns containmultiple, highly specific, fine-scale sub-
circuits (Otsuka and Kawaguchi, 2008; Yoshimura et al.,
2005) and that within columns, there are locally hetero-
geneous response properties (Sato et al., 2007).

7.4 NUMBER OF NEURONS IN A
CORTICAL COLUMN

The various cortical columns that have been described
by different anatomical or physiological methods have
very different sizes, shapes, and diameters (examples
shown in Figure 7.1). As discussed earlier, the term cor-
tical ‘column’ is ambiguous – it can refer to small-scale
minicolumns (diameter 50 mm), to larger scale macrocol-
umns (diameter – 300–500 mm), or to multiple different
structures within both categories (Jones, 2000; Rakic,
2007; Rockland, 2010).

7.4.1 General Concept that the Cortical Column
(Even Just an Arbitrary Unit Column that
Includes the Full Depth of the Cortex) Has
a Universal Constant Number of Neurons
Associated with It

Although there is very little quantitative work on the
number of neurons in anatomically or physiologically
identified cortical columns, it is expected that they are
different. It is also generally accepted that the cortical
surface areas vary much more than the radial thickness
of the cortex. Powell, after returning to Oxford from
Mountcastle’s laboratory, was influenced by the concept
of the column and set out to quantify parameters within
a cortical segment that had roughly the same dimensions
as the physiological columns that were estimated (Jones,
1999). After quantification in selected species, it has been
proposed that regardless of the thickness of the cortex
within an arbitrary (30-mm-wide, 25-mm-deep) vertical
‘column’ between the pial surface and the white matter
of the cortex, the number of neurons is 110 in all
cytoarchitectonic areas (Rockel et al., 1974, 1980). Under
such conditions, the neuronal number was claimed con-
stant in all mammalian species (mouse, rat, cat, Old
World monkey, and human) and for all cortical thick-
nesses, the numbers of cells in these arbitrary columns
in prefrontal, primary motor, somatosensory, (posterior)
parietal, and temporal neocortex (except the primary vi-
sual cortex in primates) all being the same. There was
only one area in the cortex that showed a difference from
this constant number; in all primates studied (galago,
marmoset, squirrel monkey, macaque monkey, baboon,
and human), the number per 30-mm-wide, 25-mm-deep
column of the visual cortex was increased to about

260–270. This increase is a reflection of the much higher
packing density of cells in the true striate cortex. In a
later study with Anita Hendrickson, Powell found that
the neuronal number remained constant across both
the monocular and binocular segments of the macaque
visual cortex (Powell and Hendrickson, 1981). The
changes in packing density of neurons in the arbitrary
unit columns were inversely related to the volume of
neuropil.

Using similar methods in marsupials, it has been
established that the neuronal numbers are half the
ones observed in the mouse in a similar arbitrary unit
column (Cheung et al., 2007, 2010; Figure 7.3). Using a
more recent ‘unbiased’ stereology method, Herculano-
Houzel and her colleagues showed that the density of
neurons in the neocortex varies as much as three times
even among the highly related primate species (Collins
et al., 2010; Herculano-Houzel et al., 2008; Lent et al.,
2012). In spite of these observations, it is still true that
cortical expansion in evolution is achieved by expanding
the cortical surface area, with relatively little change in
the thickness. The ratio for the cerebral cortical surface
areas in the mouse, macaque, and human is 1:100:1000,
whereas for cortical thickness, it is more like 1:1:1 as it
is in the range of 2–4 mm in all three species (Rakic,
2009). However, the idea that all mammalian cortices
in most areas have a very similar numerical constancy
has to be abandoned. In fact, the differences noted earlier
might hold a key to understanding cortical specializa-
tions for specific functions.

7.5 LACK OF CORRELATION BETWEEN
THE ABSENCE OR PRESENCE OF

PARTICULAR COLUMNSANDA SPECIFIC
SENSORY OR COGNITIVE PROCESSING
NETWORK (COMPARISONS ACROSS THE
SAME BRAIN AND ACROSS CLOSE AND

MORE DISTANT SPECIES)

7.5.1 Microscopic and Macroscopic Cell
Patterning Defining Cortical Modules

Most cortical columns can be related to some forms of
cellular patterning in the cortex. These can be from subtle
microscopic patterns to macroscopically identifiable
features. Some distinctive body attachments with charac-
teristic shapes are even recognizable in the somato-
sensory cortex. Examples include the barrel cortex of the
mouse (Woolsey and Van der Loos, 1970), representation
of the nasal probosci of the star-faced mole (Catania and
Kaas, 1995), and representation of the raccoon hand
(Welker et al., 1964) or primate hand (Jain et al., 1998).
These visible columns received special status in neuro-
biology because they helped investigators to understand
questions related to synaptic plasticity and map
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formation. The barrel field is one of the best studied
model systems in the mouse cortex; yet, its functional
significance has still not been comprehended. Are they
structures without any particular function (Horton and
Adams, 2005)?

7.5.2 Are Barrels Cortical Columns?

It is puzzling that barrel fields are present in rats,
mice, squirrels, rabbits, possums, and porcupines, but
not in raccoons, beavers, or cats (Woolsey et al., 1975).
The presence or absence of barrels is not related to the
presence of actively mobile whiskers (whisking behav-
ior), as guinea pigs do not whisk but nonetheless have
a barrel field. The peripheral somatic sensory input is
relayed through the brainstem and the ventrobasal com-
plex of the thalamus before it is transmitted to layer IV,

the gateway of the sensory cortical circuitry. Thalamic
axons form arbors and establish synapses in a
periphery-related pattern in layer IV. This pattern
formed by thalamocortical axons can be present in
the absence of the cytoarchitectonic pattern that was
originally termed barrels by Woolsey and Van der
Loos (1970) (see López-Bendito and Molnár, 2003). The
individual thalamocortical axon clusters that form
periphery-related patterns are first surrounded by
densely packed layer IV cells that form the walls of the
actual cytoarchitectural ‘barrels.’ In the middle of each
barrel is a plexus of thalamic fibers carrying signals from
one corresponding whisker (Figure 7.4). In the barrel
field of the rodent somatosensory cortex, dendritic bun-
dles are mostly located in the barrel walls and septa,
avoiding the hollows (mouse, Escobar et al., 1986).

In the rodent barrel cortex, dendrites of neurons in
layer IV conform to barrel limits (Harris and Woolsey,
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FIGURE 7.3 Quantification of the number of neurons in the mouse, opossum, and wallaby. (a–c) Cresyl violet-stained sections of adult (a)
mouse, (b) opossum, and (c) tammar wallaby. An arbitrary ‘unit column’ (a 100-mm wide) spanning from layer 1 to 6 was marked in the primary
somatosensory/visual area (boxed areas in a–c, higher magnification in a0–c0). The number of neurons and glia was quantified in each layer and
expressed as mean�SEM in (d). (e) The mean number of neurons present in each cortical layer, showing that the number of neurons in a unit
column is not constant between different infraclasses within mammals. (e0) The proportion of neurons in each cortical layer. Scale bar: a–
b¼500 mm, c¼1 mm. Reproduced from Cheung AF, Kondo S, Abdel-Mannan O, et al. (2010) The subventricular zone is the developmental milestone of a
6-layered neocortex: comparisons in metatherian and eutherian mammals. Cerebral Cortex 20(5): 1071–1081, with permission.
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1979), but this seems to be an exceptional case. The best
documented example of two thalamic systems in the
same layer is from rodent barrel cortex (Alloway,
2008). In layer IV, thalamocortical projections from the
ventral posterior medial (VPM) and the posterior nuclei
target the barrels (lemniscal pathway) and their inter-
vening septa (paralemniscal pathway), respectively. A
similar segregation occurs more generally, but with seg-
regation in different layers. The functional significance
of the thalamocortical–corticocortical patterning is un-
known, but could be related to differential processing
by distinct postsynaptic populations. Barrels show
variation in size and shape across S1. There have been
few quantitative studies of the differences and their
relevance.

Sakmann’s group has presented a set of papers in
which they define a ‘standard’ column in the rat somato-
sensory cortex as based on the topographically specific
input from the large bundle of thalamocortical axons em-
anating from a single ‘barreloid’ in the VPM nucleus of
the thalamus and terminating in one of the ‘barrels’ in
the layer IV aggregations of neurons (Helmstaedter
et al., 2007; Meyer et al., 2010; Wimmer et al., 2010). In
this case, then, their column is of the kind defined orig-
inally by Mountcastle and not a minicolumn, although it
may containminicolumns as defined above. On the basis
of measurements of concentrations of thalamocortical
axon terminals labeled by green fluorescent protein
expressed in their parent cells and extending the width
of the periodic densities of terminations (which in layer
IV are�300 mmwide) across the depth of the cortex, this
columnhas a cross-sectional area of about 121 000 square
microns and a depth of �1840 mm from the pia to white
matter. A second kind of column defined by the authors
has its basis in the terminations of axons arriving from

the posterior medial (Pom) nucleus of the thalamus
and ending deep and superficial to the barrels and espe-
cially in the zones of reduced cell density or ‘septa’ lying
between them. This column, as measured from septum
to septum and across the intervening barrel, is thus a lit-
tle wider than the column defined by inputs to the bar-
rels; it has a cross-sectional area of approximately
124 000 square microns, but when projected across the
depth of the cortex, it has the same length as the VPM-
based column. The measurement of the Pom-based bar-
rel might be rather arbitrary, as the authors describe the
axons of Pom neurons as spreading horizontally for
seemingly wider extents than those from VPM (Jones
and Rakic, 2010).

The barrels in the rodent somatosensory cortex are not
stereotyped. Hollow barrels, with cell-sparse cores, are
typical ofmice, young rats, and the anterolateral subfield
of mature rats, but solid columns, with cell-dense cores,
are typical of the main posteromedial field in rats (Rice,
1995). Variability is not reported for other columnar sys-
tems of connections, but this is likely because many of
the systems are harder to visualize globally or require
specialized tissue processing.

The function of the barrels in the rodent primary so-
matosensory cortex is not known. The cortical architec-
ture can be missing or significantly disrupted and yet
apparently remain functionally intact. For example, the
disrupted barrel cortex in the reeler and in other mutant
or transgenic mice is not associated with marked so-
matosensory deficits (López-Bendito and Molnár, 2003;
Rakic and Caviness, 1995).

The degree to which the cortex is modifiable, and by
what mechanisms, has been extensively investigated un-
der various environmental manipulations. Although it is
not known what the functional relevance (if any) of the

P7

P0
FIGURE 7.4 Schematic overview of the development
of the periphery-related thalamocortical patterning and
the cytoarchitectonic barrel formation in the mouse. Thala-
mocortical fiber clusters arise from an initially uniformdis-
tribution of thalamocortical arbors (red), and they impose
the characteristic patterning of layer IV neurons (blue). Left
column represents coronal, right column tangential sec-
tions.Reproduced fromMolnár Z andMolnár E (2006) Calcium

and NeuroD2 control the development of thalamocortical com-

munication. Neuron 49(5): 639–642.
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barrel arrangements may be, this system helped the un-
derstanding of various aspects of cortical circuit forma-
tion and plasticity. Study of the barrel field in various
mouse mutants proved to be instrumental in the under-
standing of the molecular mechanisms of these interac-
tions (Erzurumlu and Kind, 2001). The development
of the periphery-related patterning of the thalamocorti-
cal projections and the induction of the cytoarchitectonic
barrels require both pre- and postsynaptic interactions.
During the first days of postnatal development, thalamic
projections assume a periphery-related pattern within
layer IV precisely mirroring the arrangements of the
whiskers. Thalamocortical axon segregation is soon
followed by the relocation of layer IV cells from an
initially homogeneous distribution to the walls of the
barrels surrounding the clustered thalamic projections
(Molnár and Molnár, 2006; Figure 7.4).

Van der Loos and Woolsey (1973) provided evidence
for the environmental influence on cortical cytoarchitec-
tonic differentiation by demonstrating that changing or
blocking the flow of sensory input from specific whis-
kers during the early stages of development results in
a cascade of events that will change the arrangements
and somatodendritic morphology of layer IV cells. With
the development of finer techniques of clonal analysis
and neuronal cell-type specification, one can anticipate
a new generation of genetic and molecular manipula-
tions that will help us elucidate the underlying mecha-
nisms of barrel formation. Overexpression of NT3
is reported to result in an enhanced expression of den-
dritic bundles (‘minicolumns’) in the rat barrel cortex
(Miyashita et al., 2010). However, it is not clear to what
extent the barrels represent a general and validmodel for
cortical columns.

7.5.3 Microcolumns and Apical Dendritic
Bundles

There are a number of examples of repeating microar-
rays of intracortical elements that are interpreted as con-
forming to a microcolumnar pattern of vertical
connections. The observations on patterning of apical
dendrites of pyramidal cells with somata located in
layers II, III, and V have led, as noted above, to the intro-
duction of the term minicolumns or microcolumns
(Fleischhauer et al., 1972; Peters and Walsh, 1972).
Innocenti andVercelli (2010) distinguishedminicolumns
and bundles, whereas some investigators have used
these terms interchangeably. Minicolumns of radially
aligned cell bodies can be demonstrated by regular Nissl
preparations or other histological methods that reveal
cell bodies. Bundles are composed of the apical dendrites
of pyramidal neurons whose cell bodies are in different
layers and can be seen in material prepared by the Golgi

technique, stained with osmium for electron micros-
copical analysis, or with markers of somatodendritic
morphology (e.g., microtubule-associated protein 2 or
SMI32) (Peters and Walsh, 1972; Figure 7.5). Innocenti
and Vercelli demonstrated bundles using retrograde
transport of lipophilic tracers or intracellular injection
of neurons in slice preparations (Innocenti and
Vercelli, 2010). Myelinated axons are also organized in
bundles; these bundles course close to those of the den-
drites, and at least some of them originate from neurons
whose apical dendrites are in a bundle (Peters and
Sethares, 1996). Depending also on tangential location
and depth, the minicolumns and bundles can be more
or less sharp.

An average bundle is composed of the dendrites of
3–20 large pyramidal cells of layer V that form clusters
that ascend together through layer IV. They are joined
in the supragranular layers by the successive addition
of the apical dendrites of pyramidal cells of layers II
and III, and all ascend further, many sending their termi-
nal arrays to layer I (Figure 7.5). Reconstructions have
revealed that individual dendrites change their neigh-
borhood relations along a bundle, superficial dend-
rites can be added between the dendrites from deeper
layers, and individual dendrites can bifurcate to sen-
ding branches to neighboring bundles (Massing and
Fleischhauer, 1973). In the monkey visual cortex, the
microcolumns are estimated to consist of the dendrites
of �142 pyramidal neurons. These modules are 30 mm
in diameter and occur with center-to-center spacing that
varies from 20 to 80 mm, the wider spacing occurring in
the larger brains of the macaque monkey andman. Their
estimated density is �1270 per mm2 in the monkey
visual cortex. In the visual cortex, the mean spacing
between modules was found to be 60 mm in the rat,
56 mm in the cat, and 23 mm in the rhesus monkey
(Peters, 1997). Not all apical dendrites from layer V enter
into the composition of dendritic bundles (Rockland and
Ichinohe, 2004). The presence of layer V is not considered
the prerequisite to consider a bundle (Innocenti and
Vercelli, 2010); however, this issue has not been investi-
gated in mutant mouse cortex that lacks a particular sub-
type of layer V.

7.5.4 Complex Relationship Relations Between
Minicolumns and Dendritic Bundles

Cell bodies of neurons in a minicolumn can be seen to
orient obliquely to engage their apical dendrite into the
neighboring dendritic bundles already in layer V and
more so in layer III (Gabbott, 2003; Peters and Kara,
1987; Peters and Walsh, 1972; Figure 7.5). The progres-
sive addition of dendrites to the bundle from depth to
surface in the cortex (‘like onions held by their stem’;
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Peters andKara, 1987) also indicates that the bundles col-
lect dendrites from more than one minicolumn of cell
bodies (Massing and Fleischhauer, 1973; Peters and
Kara, 1987; Vercelli et al., 2004).

Peters and Sethares (1996) observed that those neu-
rons with apical dendrites in the same bundle also bun-
dle their myelinated axons, indicating that neurons in a
dendritic bundle might send their axons to the same tar-
get. Subsequently, Lev and White (1997) showed that, in
the mouse area MsI, following injection of horseradish
peroxidase in the contralateral hemisphere, all dendrites
in a labeled bundle belonged to callosally projecting neu-
rons, thus suggesting that dendritic bundles are target
specific. This issue has been further investigated by
Vercelli et al. (2004) in the visual cortex of the rat for dif-
ferent targets (ipsilateral cortex, superior colliculus (SC),
pons, lateral geniculate nucleus, and striatum). This

study strongly supports the concept that dendritic
bundles are target specific. Moreover, the composition
of dendritic bundles does not seem to depend on
the age of the animal and is already established at P3.
It is an interesting possibility that some transient
elements join the bundles at early developmental stages
from the early-generated neurons of the subplate. Thus,
it has recently been demonstrated that subplate apical
dendrites have a close association with layer V apical
dendrites, having the same targets in the early post-
natal barrel cortex (Hoerder-Suabedissen and Molnár,
2012). However, it is not known whether dendro-
dendritic synapses occur in particular dendritic bundles
or not.

Unlike what might have been expected, neurons
of the same bundle are not more interconnected than
neurons of different bundles (Krieger et al., 2007). There
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FIGURE 7.5 Bundles and microcol-
umns in the primary visual cortex of the
macaque monkey. (Reproduced from Peters
A and Sethares C (1996) Myelinated axons

and the pyramidal cell modules in monkey pri-

mary visual cortex. Journal of Comparative
Neurology 365: 232–255). Left panel: Sche-
matic representation of the arrangements
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are preferential connections between certain output neu-
rons, interestingly between corticocortical and
corticotectal neurons, whose apical dendrites lie in
separate dendritic bundles in mouse (Brown and
Hestrin, 2009).

Innocenti and Vercelli (2010) proposed that neurons
in the different layers of one minicolumn, projecting to
different targets, send their apical dendrites to separate
dendritic bundles, where they join apical dendrites of
neurons from neighboring minicolumns projecting to
the same target or combination of targets. They propose
that, in a given cortical locale (area or part of an area), an
assembly of apical dendritic bundles, which includes
each of the outputs to distant cortical or subcortical
structures, their parent somata and basal dendrites,
and the portion of the neuropil that pertains to them,
constitutes a cortical output unit.

Dendritic bundles and microcolumns can be identi-
fied in all cortical areas in the cerebral cortex of different
mammalian species, such as rodents, carnivores, and
primates including humans. The dendritic bundling
seems to offer two important advantages. It might min-
imize the length of the axonal arbors that contact specific
neuronal classes, and in development it might simplify
the axonal search and recognition of targets. The link,
if any, between the minicolumn and apical dendritic
bundles and functional cortical units is not yet estab-
lished. The link between the anatomical organization
and the physiological units is not clear.

7.5.5 Columns Outside theMammalian Isocortex

Columnar arrangements are present in numerous
structures in mammals. Iterated circuitry is present in
the olfactory bulb glomeruli (Figure 7.1(f)), and in the
barreloids (Figure 7.1(e)) and barrelettes in the ventroba-
sal thalamic nucleus and brainstem, respectively. Co-
lumnar structures are also present in the laminated
structure of the SC (Harting et al., 1992; Illing and
Graybiel, 1986). These are revealed by acetylcholinester-
ase reactivity as 200–600-mm-wide patches (Harting
et al., 1992; Mana and Chevalier, 2001).

Rockland (2010) gives an overview of these patterns:
“The periaqueductal gray contains longitudinal columns
of afferent inputs, output neurons, and intrinsic inter-
neurons thought to coordinate different strategies
for coping with different types of aversive stimuli’
(Bandler and Shipley, 1994; Keay and Bandler, 2001).
The lateral septal nucleus is reported to have a complex
system of chemically and connectionally distinct zones
of transverse sheets (Risold and Swanson, 1998). Some
thalamic nuclei have distinct domains, which are neuro-
chemically and connectionally distinguishable (Rausell
and Jones, 1991). The basal ganglia are organized into

neurochemically and connectionally distinct striosomes
and matrix (Graybiel and Ragsdale, 1978).”

In the cerebellar cortex, an elaborate array of modular
subdivisions is revealed by histochemical markers, the
topography of afferent projections and some efferent
projections, and gene expression in subpopulations of
Purkinje cells (PCs) (Sillitoe and Joyner, 2007; Voogd and
Glickstein, 1998). Zebrin II expression in PC reveals a
parasagittal stripe pattern, each stripe consisting of a few
hundred to a few thousand PCs, that is highly reproduc-
ible, activity independent, and conserved across species.
Othermolecularandconnectivitymarkershaveanorderly
relation to zebrinþ or zebrin� stripes (Larouche and
Hawkes, 2006). The functional importance of this striking
organization remains tobe elucidated, but, as compared to
themosaicism of the SC, it has been suggested to subserve
a massively parallel architecture with a high number
of processing channels (Larouche and Hawkes, 2006).
Minicolumn-like dendritic bundles can also be found in
numerous noncortical structures (e.g., Roney et al., 1979).

7.5.6 Columns in Nonmammals

The columnar organization of the cerebral cortex is a
broadly documented principle of design preserved
throughout mammalian evolution (Mountcastle, 1997),
and it is often considered unique to mammals. Karten
has questioned the assumption of the uniqueness of
the neocortical cells and circuits in mammals and has ar-
gued for a similar laminar and columnar organization in
the avian brain (Wang et al., 2010). Using contemporary
methods, Karten and colleagues demonstrated the exis-
tence of comparable columnar functional modules in the
laminated auditory telencephalon of an avian species
(Gallus gallus). Tracer placed into individual layers of
the telencephalon within the cortical region, which is
considered similar to the mammalian auditory cortex
by Karten and colleagues, revealed extensive intercon-
nections across layers and between neurons within nar-
row radial columns perpendicular to the laminae (Wang
et al., 2010). This columnar organization was further
confirmed by visualization of radially oriented axonal
collaterals of individual intracellularly filled neurons.
These findings indicate that laminar and columnar prop-
erties of the neocortex are not unique to mammals and
may have evolved from cells and circuits found in more
ancient vertebrates (Shepherd and Grillner, 2010;
Montiel et al., 2012).

7.5.7 What Is the Function of a Cortical Column?

The functional rationales for the columnar organiza-
tion of the cerebral cortex include arguments for ‘aug-
menting of cortical surface area during speciation;

122 7. CORTICAL COLUMNS

I. CIRCUIT DEVELOPMENT



modular segregation of inputs; and facilitation of com-
putation by enhancing information processing’ (Purves
et al., 1992). Modular clustering is believed to be impor-
tant to allow a large number of neurons to be connected
without a significant increase in cortical volume
(Mitchison, 1992).

However, if modules are essential for information
processing, why is it that they are present in some spe-
cies but not in others without any noticeable perceptual
differences (Horton and Adams, 2005; Purves et al.,
1992)? Or, if they are essential in enhanced computation,
why are they not present in higher motor and association
areas (Purves et al., 1992)? The criteria for the identifica-
tion for modules/columns are so diverse that it is possi-
ble that some variables that might define patchy or
modular arrangements might be identified in the future.

The experimental paradigms provided by the barrel
and the OD column tend to influence the way the cere-
bral cortex is looked at as a whole, but neither is clearly
built up from microcolumnar units of cells or connec-
tions. None of these cortical arrangements is associated
to a particular cognitive or perceptual ability in species
where they are present or absent. Horton and Adams ar-
gue that the lack of correlation across species with or
without OD columns and vision, and with or without
cortical barrel field and whisker function, strongly ar-
gues for the ‘lack of particular function of these striking
but inconstantly expressed anatomical features’ (Horton
and Adams, 2005).

Dendritic bundles have been found throughout the
mammalian brain and are believed to serve fundamental
roles in the brain’s functioning. However, no physiolog-
ical experiments to determine their function have been
performed on these well-established anatomical units.
The function of the anatomical microcolumns as funda-
mental units of organization is also not clear. Muchmore
comprehensive analysis of the intricacies of intracortical
connectivity and the anatomy and physiology of micro-
columns in all cortical areas of several species is needed.
Combining these approaches could clarify several issues
(see Bock et al., 2011). Microcolumns might represent
fine-grain functional modularity of the cortex. The radial
dispersion of these clusters in some columns is about
400 mm in all species, similar to the spread of some den-
dritic arbors.

7.5.8 Columns in Neuropathology

Cortical modules have drawn the attention of neuro-
pathologists not because their function is known, but be-
cause they can be visualized, quantified, and compared
between subjects. They might be epiphenomena, but
they are detectable entities and therefore can be used
as diagnostic signs for abnormal cortical organization.

The periodicities of microcolumnar structures (that con-
tain about 11 neurons and have a periodicity of about
80 mm) were disrupted in two examples of neurodegen-
erative disease in human (Jones, 2000). Some alterations
of the microcolumnar structures have been described in
the brains of the more elderly (Peters, 1997).

Currently, it is not known what degree of radial allo-
cation and lateral neuronal dispersion is essential for the
proper radial delivery and intermixing of neuronal types
in cortical columns. Alterations in the clonal dispersion
of neurons have been linked to neuropsychiatric disor-
ders associated with abnormal columnar organization
(Torii et al., 2009).

7.6 WHAT IS THE CORRELATION
BETWEEN THE COLUMNAR

DEVELOPMENT OF THE BRAIN AND
FUTURE COLUMNS?

7.6.1 Cortical Columns During Development

Mountcastle emphasized that the mode of generation
of the cortex already reflects its basic columnar organiza-
tion (Mountcastle, 1997). From Golgi preparations and
from Nissl-stained material, the radial orientation of
neurons within the developing cerebral cortex is app-
arent from the very beginning (Cajal, 1909). Neurons as-
sume a radial orientation and dendritic polarity shortly
after their generation. These observations triggered the-
ories that much of the anatomical substrate for a colum-
nar organization would already be specified at early
developmental stages before activity-dependent mecha-
nisms could be activated (Rakic, 1988).

7.6.2 Ontogenic Units/Columns – The
Fundamental Building Blocks in the Developing
Neocortex

There is strong evidence for the overall radial migra-
tion of pyramidal neurons in all mammalian cortices
(Rakic, 2009). Clonally related postmitotic pyramidal
neurons are initially deployed in a geometrically colum-
nar pattern in the embryonic primate cerebrum. Rakic
proposed that the location of the cohorts of cortical neu-
rons from a single neuronal progenitor is not randombut
is largely predictable (Rakic, 1988). Each neuron in ma-
ture cortical ‘minicolumns’ is derived from one of a small
group of progenitors forming a polyclonal group in the
ventricular zone (VZ) (Kornack and Rakic, 1995).

The progenitor cells that generate the minicolumn
were termed ontogenic columns (Rakic, 1988). Rakic es-
timated that “each proliferative unit in the ventricular
zone of the monkey consists of 3–5 stem cells, a number
that gradually increases to 10–12 stem cells during
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development; the units are separated by glial septa”
(Rakic, 1988). According to this theory the surface area,
and thus the size of the neocortex, is determined by
the number of ontogenetic units set by the number of
symmetric divisions of progenitor cells in the neural ep-
ithelium before migration begins (Rakic, 1988, 2009). It
has been suggested that one important phenomenon
for the increased cerebral complexity during evolution
may be the multiplication of neuronal columns through-
out the cerebral cortex (Rakic and Caviness, 1995).

According to this theory, functional columns in the
adult cerebral cortex must consist of several ontogenic
columns (polyclones). The visual display of these onto-
genetic units has not been achieved, and it is still unclear
to what extent and how gene expression in the VZ could
play a role in the development of discrete functional
units, such as minicolumns or columns. Cell lineage ex-
periments using replication-incompetent retroviral vec-
tors have shown that the pyramidal neuronal progeny
of a single neuroepithelial/radial glial cell in the dorsal
telencephalon is organized into discrete radial clusters of
sibling excitatory neurons (Kornack and Rakic, 1995;
Noctor et al., 2001). Costa et al. (2009) noted that most
neuronal clones derived from E13 progenitors span
150–250 mm in the horizontal axis and contribute to all
cortical layers generated after that embryonic stage.
The same authors performed mathematical extrapola-
tions for injections at the onset of neurogenesis in the ce-
rebral cortex (E10–11) and suggested that neuronal
siblings would not disperse by more than 400–500 mm.
Thus, both the radial and horizontal dispersions of excit-
atory neuronal clones fit well with the possibility that
they could help to create a structural basis for the future
specification of columns.

How these developmental neural clusters relate to
adult anatomical and physiological columns has not
been addressed. Neurons from different clones intermix

with the adjacent columns as they migrate across the in-
termediate zone. In addition to the radial allocation of
clonally related neurons, short lateral shifts and transfers
from their parental to the neighboring radial glial fibers
have been described (Kornack and Rakic, 1995; Noctor
et al., 2001; Tan and Breen, 1993). These dispersed neu-
rons intermix with neurons originating from neighbor-
ing proliferative units. The molecular mechanisms,
their role, and the significance of this lateral dispersion
for cortical development are not understood. A recent
study revealed that the lateral dispersion depends
on the expression levels of Eph receptor As (EphAs)
and ephrin-As during neuronal migration. Torii et al.
(2009) demonstrated that an EphA and ephrin-A (Efna)
signaling-dependent shift in the allocation of clonally re-
lated neurons is essential for the proper assembly of cor-
tical columns in the mouse cerebral cortex (Figure 7.6).
Currently, it is not known what degree of radial alloca-
tion and lateral neuronal dispersion seems to be essential
or optimal for the proper radial delivery and intermixing
of neuronal types in the cortical columns. The degrees of
mixing of derivatives of different progenitors have not
been estimated in different species.

7.6.3 Sibling-Neuron Circuits in the Developing
Columns

Thus, both the developing cortex and the adult corti-
cal columns have overwhelmingly radial arrange-
ments. In the developing brain, the clonally related
neurons have higher chances of being situated within
the same radial volume of cortical tissue (Tan and
Breen, 1993). It has been proposed that the initial colum-
nar organization may act as a seed to establish the
primary information-processing unit in the cortex.

This raises the question as to whether neurons from
the same clone develop connectivity preferentially. Are
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FIGURE 7.6 Eph receptor A (EphA) and ephrin-A
(Efna) signaling-dependent shift in the allocation of clon-
ally related neurons changes the level of lateral dispersion
in the embryonic brain. Torii and colleagues demonstrated
that lateral dispersion depends on the expression levels of
EphAs and ephrin-As. Increased EphAs and ephrins dur-
ing neuronal migration leads to increased tangential sort-
ing of cortical neurons. The figure represents the
distribution of EYFP-labeled neurons (green or black) dur-
ing development in the cortex in which control or EphA7
expression plasmid was delivered using electroporation
(EP) with EYFP plasmid. Scale bars, 600 mm (for E18.8),
50 mm (for E15.5), and 200 mm (for P4). Reproduced from

Torii M, Hashimoto-Torii K, Levitt P and Rakic P (2009) Inte-

gration of neuronal clones in the radial cortical columns by EphA
and ephrin-A signalling. Nature 461(7263): 524–528.
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they more likely to develop chemical synapses with each
other rather thanwith neighboring nonsiblings? Cell line-
age or clonal analysis studieshavebeen combinedwith re-
cording experiments to study the possibility that the cell
lineage of single neuroepithelial/radial glia cells could
form radial columns of sibling, interconnected neurons.
Yu and colleagues (2009) identified individual clones of
cortical pyramidal neurons by injecting enhanced green
fluorescent protein (EGFP)-expressing retroviruses into
the lateral ventricle of mouse embryos at early stages of
neurogenesis.Theymadesimultaneouswhole-cell record-
ings on twoEGFP-expressing sister neurons andobserved
that these cells displayed unidirectional synaptic connec-
tions in 35% of pairs. In contrast, less than 7% of radially
situated nonsister excitatory neurons were connected
(Yu et al., 2009). This experiment provides strong support
for the idea that excitatory neurons generated from the
same progenitor keep spatial relationships and display
(mutual) connectional preferences, but it stops short of re-
lating the clones to adult cortical columns. There is a dis-
tinction between the idea that sibling neurons have
predictable arrangements and connectivity and the idea
that adult columns are ‘preformed’ and prespecified in
ontogenic units in the VZ. More work is needed to clarify
these issues.

The potential molecular mechanisms involved in the
establishment of sibling-neuron circuits are not known.
It has been hypothesized that neurons derived from
the same progenitor are more likely to display similar
chemical and physical properties because of their genetic
inheritance (Costa and Hedin-Pereira, 2010). Sister neu-
ronsmight sharemore of the combinatorial transcription
code that has been present in the common cortical pro-
genitors, and therefore the sister neurons might share
a similar set of surface molecules that are important
for cell–cell recognition or for molecular guidance cues.
The molecular determinants of the cell-intrinsic proper-
ties for cell–cell recognition between sibling neurons in
the cortex remain a largely uncharted territory.

7.6.4 Transient Columnar Domains During
Development

The coordinated calcium fluctuation patterns under-
lying gap junction-mediated communication were sug-
gested as a possible basis for the formation of initial
functional cell assemblies in the postnatal cerebral cor-
tex. Yuste et al. (1992) observed distinct domains of
spontaneously coactive neurons using optical record-
ings of brain slices labeled with the fluorescent calcium
indicator fura-2 in early postnatal rat cortex. Their obser-
vations emphasized the discrete multicellular patterns
that are mediated through communication via gap junc-
tions. The functional domains were 50–120 mm in diam-
eter on tangential slices; they spanned several cortical

layers and resembled columns found in the adult cortex
in coronal slices. In the developing somatosensory cor-
tex, domains were smaller than, and distinct from, the
barrels. Gap junctions coupled the neurons within each
domain. Gap junction domains persisted after blockade
of sodium- and calcium-dependent action potentials,
suggesting that they may promote metabolic rather than
activity-related assemblies (Kandler and Katz, 1998).

There aremodules andcolumnswithin thedeveloping
cortex that are present only transiently during develop-
ment, but not in the adult. Numerous stains are transient
during barrel development (Erzurumlu et al., 1990;
Mitrovic and Schachner, 1996). OD columns aremore ap-
parent during development or upon visual deprivation
than in normal adults in the marmoset, and the presence
or absence of OD columns has been debated in the adult
marmoset (Chappert-Piquemal et al., 2001; Spatz, 1989).
There are transient circuits that show a pattern that is
transiently related to the (sensory)peripheryof thevibris-
sae in the barrel cortex in themouse, and this involves the
neurites of the early generated and largely transient sub-
plate neurons (Piñon et al., 2009; Hoerder-Suabedissen
and Molnár, 2012). These changes in cortical patterning
may reflect the development of synaptic integration that
will provide coherent activity among groups of target
cells, but it has been questioned whether the observed
patterns themselves have any functional relevance
(Purves et al., 1992). Induction of visible and distinguish-
able barrel patterns or ofOD columns has not been linked
to a particular sensory or motor capacity (Horton and
Adams, 2005; Purves et al., 1992).

Prior to birth, monocular transduction pathways are
already established through a process known as Heb-
bian learning. Spontaneous retinal activity in one eye
of the developing fetus leads to neuronal depolarization
(Galli and Maffei, 1988) that can propagate through the
thalamus (Mooney et al., 1996). Synapses that receive
multiple inputs are more likely to propagate the signal,
whereas errant connections will not be sufficient to
trigger another action potential. If glutamate has been
released by the presynaptic axon terminal, postsynaptic
neurons that depolarize become permeable to calcium
ions. Calcium entry leads to a chemical process that
strengthens the synapse,making itmore likely to survive
than other connections.

Although orientation columns can develop without
any externally elicited sensory visual input (before
birth), their maintenance relies on postnatal sensory-
driven visual activity (Crair et al., 1998).

7.7 SUMMARY AND THE WAY FORWARD

1. There are several problems associated with the
current nomenclature of columns. The concept of a
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‘universal cortical column’ is very captivating in
anatomical, physiological, and developmentalmodels
of the cerebral cortex, and this is reflected in the current
terminology that aims to gloss over differences rather
than expose them. There is overwhelming evidence
for various forms of radial organization, and some of
the modular (columnar) organizations are striking
(Douglas and Martin, 2004). However, there are
various types of cortical columns, and there is a need
to define them more clearly as a better understanding
of their properties is gained. The term ‘column’ might
be modified or abandoned altogether when there is
more information about the types of cortical circuits
and the range of their operations. The term column is
still used because of its captivating concept. For the
time being, there is no easy alternative to ‘column.’ It is
necessary to establish more specific terminology that
will allow specific reference to particular entities. As
the cell types of the cerebral cortex become better
characterized morphologically, chemically, and
physiologically, the details of the types of connections
andcircuits that they establishwithoneanotherwithin
the cortex are becoming understood.

2. It is now known that columns/modules are
characteristic of the neocortex, but there is no single
structure or function that is the common building
block of all cortical areas in all mammals. The
observations made on the barrels in S1 and the OD
columns in V1 have had an enormous influence on the
way the cerebral cortex is looked at as a whole;
however, it is increasingly apparent that this cannot
be generalized to all regions. Horton and Adams
write: “At some point, onemust abandon the idea that
columns are the basic functional entity of the cortex. It
now seems doubtful that any single, transcendent
principle endows the cerebral cortex with a modular
structure. Each individual area is constructed
differently, and eachwill need to be taken apart cell by
cell, layer by layer, circuit by circuit, and projection by
projection to describe fully the architecture of the
cortex” (Horton and Adams, 2005). Under the
influence of the new data, the concept will also
gradually change and the elusive idea of a ‘universal
cortical unit’ that extends radially as a homogeneous
building block in all areas in all mammals may finally
have to be rejected.

3. The previous finding of constant cell numbers within
an arbitrary unit column and the homogeneous
structure of the column is not supported by recent
observations. On the contrary, it is apparent that
cortical areas exhibit huge differences in cell
composition, cell numbers, and connectivity (Lent
et al., 2012).

4. The possible functions specifically associated with the
presence or absence of a particular column (e.g., OD

columns, barrels) is not clear. Comparative studies
have yet to identify a specific sensory, motor, or
cognitive function that is specifically associatedwith a
particular form of cortical column. Purves and
colleagues postulated that the columnar patterns arise
because they are an “incidental consequence of the
rules of synapse formation” (Purves et al., 1992).

5. There is overwhelming evidence for early columnar
allocation of the developing pyramidal neurons. It is
also evident that at early developmental stages an
early organization has already been specified before
activity-dependent mechanisms could take place. The
link between the clonally related neuronal assemblies
and future modules of the cortex is not yet clear, but
with the current repertoire of methodologies, these
issues can now be addressed.
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Nomenclature

AMPA a-Amino-3-hydroxyl-5-methyl-4-isoxazole-propionate
DC Direct coupled
EEG Electroencephalography
ENO Early network oscillations
GABA g-Aminobutyric acid
GDP Giant depolarizing potential
LGN Lateral geniculate nucleus
MEG Magnetoencephalography
NMDA N-Methyl-D-aspartic acid
ODCs Ocular dominance columns
P Postnatal day
R Receptor
S1 Primary somatosensory cortex
SAT Slow activity transient
STDP Spike-time-dependent plasticity
V1 Primary visual cortex
mV Microvolt

8.1 INTRODUCTION

The fetal period in humans is characterized by a
number of fundamental events in the construction of
the nervous system, such that at birth, many of the pri-
mary circuits already have been formed and display

remarkable functional performance, although develop-
ment evidently continues after birth until full maturity
is reached at around age 30. Considerable evidence
indicates that electrical activity expressed in the human
fetal brain – and in lower mammals at corresponding
developmental stages – controls a number of develop-
mental processes, including neuronal differentiation,
migration, synaptogenesis, and synaptic plasticity (for
review, see Ben-Ari et al., 1997; Blankenship and Feller,
2010; Feldman et al., 1999; Feller and Scanziani, 2005;
Fox, 2002; Henley and Poo, 2004; Katz and Crowley,
2002; Katz and Shatz, 1996; Rakic and Komuro, 1995;
and Zhou and Poo, 2004a). Probably the most thoroughly
elaborated evidence has been generated by studying
sensory cortices, in which development of sensory maps
is critically influenced by activity from the sensory
periphery. However, the physiology of the fetal central
nervous system, and notably the electrical patterns of
organized neuronal activity that underlie map formation,
has remained obscure for a long time. This is mainly a
result of technical limitations in recording electrical activ-
ity from the fetal brain in utero. An important and almost
paradoxicalaspectof theproblemis that the fetusdevelops
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in utero under conditions of virtually complete sensory
deprivation. Knowing the importance of input from the
sensory periphery for development of the nervous system
raises an important question: What are the mechanisms
thatprovidesensorystimulationtothedevelopingsensory
systems in utero? This question is accompanied by a num-
ber of related issues. For example, how are the early sen-
sory inputs processed in developing circuits, and what
are the specific activity patterns associated with the
activity-dependent formation of the cortical maps? How
are these early activity patterns generated, and how are
they transformed to the mature mode of sensory proces-
sing necessary to support behavioral function?

In this chapter, we attempt to answer these questions
by reviewing experimental evidence obtained in the pre-
maturehumanneonate and in the postnatal rodent,which
seems to be an excellent model for studying the processes
that occur during the human fetal development. In both
systems, endogenous mechanisms for the activation of
sensory pathways exist in two developing sensory sys-
tems: the somatosensory and the visual. In the somatosen-
sory system, sensory input is generated by sensory
feedback resulting from spontaneous movements. In the
visual system, it is providedby spontaneous retinalwaves
generated in the initially light-insensitive retina. In both
systems, this endogenously activated “sensory” input
drives oscillatory bursts in thalamocortical networks.
These central oscillations occur in a topographic manner
and thus provide binding between the aligned elements
of sensory circuits to create conditions for the activity-
dependent formation of cortical maps. The generation of
the early oscillatory patterns, which primarily include os-
cillations in alpha–beta and gamma frequency ranges,
involves glutamatergic synapses including an input from
the thalamus. The fast rhythmic components of early ac-
tivities are generated primarily by a-amino-3-hydroxyl-
5-methyl-4-isoxazole-propionate (AMPA) receptors at
glutamatergic synapses, whereas N-methyl-D-aspartic
acid (NMDA) receptors, also activated during the early
oscillatory bursts due to summation of rhythmic input,
provide conditions for NMDA-R-dependent synaptic
plasticity. The local nature of early activity is generated
as a result of the topographic organization of the thalamic
input. Spread of early activity is limited by the delayed
maturation of the long-range horizontal connections in
the cortex and by surround inhibition provided by
GABAergic interneurons even at a very early age. We
propose a model in which the early oscillatory patterns
shape early circuits according to spike-time-dependent
plasticity (STDP) in localized regions.

We will finally discuss how early cortical activity pat-
terns are related to the development of sensory signal
processing and explorative functions. The main function
of our brain consists of the online processing of the input
from the external world and the body and the generation

of an output according to previous experience and pre-
diction. Although the early oscillatory bursts are reliably
activated by endogenousmechanisms, these activity pat-
terns are poorly suited for the exploration of the environ-
ment. Early in development, external sensory stimuli
evoke all-or-none oscillatory bursts similar to those
triggered by endogenously activated sensory input;
however, this paradigm enables only a primitive form
of sensation, not the high-frequency graded sensory
processing required for explorative functions. With mat-
uration, early oscillatory bursts disappear in association
with a rapid developmental switch in the mode of
sensory processing from bursting to “acuity.” In the
visual system, this switch occurs shortly before the onset
of patterned sensory input – birth in the human and eye
opening in the rat – in association with an emergence of
the active cortical state. A similar switch also occurs in
the somatosensory whisker-related rat barrel cortex just
before the onset of activewhisking. Thus, the early burst-
ing mode of sensory signal processing is related to the
development of the sensory cortex, but not to the explo-
ration of the external world. This suggests an inside-out
development of the sensory cortex, which initially is
tuned to the internally generated activity at the sensory
interface and serves to embed it into topographically or-
ganized sensory cortical maps and, once this is achieved
and the maps are well tuned, switches to the exploration
mode, enabling reliable high-frequency processing of
sensory signals from the environment.

8.2 NEOCORTICAL PATTERNS IN
PREMATURE HUMAN NEONATES

Determining the patterns of activity expressed in
the fetal brain is a challenging task. While the standard
way to characterize electrical brain activity is to record
the electrical signals from the head surface using scalp
electroencephalography (EEG), such recordings cannot
be performed in the fetus (although some attempts have
been made to record the EEG and the magnetoencepha-
lograph (MEG) through the mother’s abdomen). At
present, themain approach to fetal brain activity consists
of scalp EEG recordings from premature neonates. In
this group of patients surveyed in specialized intensive
care units, neurophysiological monitoring is a part of the
standard patient examination. Evidently, as the environ-
ment is very different and the functions of many systems
(cardiovascular, respiratory, and digestive) undergo sig-
nificant development after birth, a question could be
raised as to whether cortical activity in premature neo-
nates is the same as in the fetus. For the most part, the
answer is ‘yes,’ because EEG development is largely
age-dependent, and the EEG patterns expressed in pre-
mature neonates match the gestational age, but not the
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actual postnatal age. Moreover, studies using magneto-
encephalography in the fetus in utero document a re-
markable similarity with the temporal organization of
activity and electrographic patterns observed in the ges-
tational age-matching premature neonates. Therefore,
scalp EEG from premature neonates is today considered
a reliable approach to measuring fetal brain function.

Characteristic adult EEG patterns emerge essentially
during the postnatal period and undergo pronounced
changes in the amplitude and distribution of oscillations
in different frequency bands until age 30 (Niedermeyer
and Da Silva, 2005; Uhlhaas et al., 2010). Thus, the prema-
ture infant EEG displays a number of unique activity
patterns. These include a number of distinct transient
periods of rhythmic activity and intermittent sharp events
that are expressed during certain periods of development
(Anderson et al., 1985; Lamblin et al., 1999; Scher, 2006;
Stockard-Pope et al., 1992). At mid-gestation, activity is
dominated by intermittent delta waves from 0.3 to 2 Hz.
By the 7th month, slow oscillations become intermixed
with rapid rhythms. During the second half of gestation,
thedominantEEGpattern in central, temporal, and rostral
regions is the delta-brush (Anderson et al., 1985; Lamblin
et al., 1999; Scher, 2006; Stockard-Pope et al., 1992)
(Figure 8.1). Different terms have also been used in the lit-
erature to describe this pattern including spindle-shaped
bursts of fast activity (Ellingson, 1958), rapid rhythm
(Dreyfus-Brisac, 1962; Nolte et al., 1969; Parmelee et al.,
1969), rapid bursts (Dreyfus-Brisac, 1962), spindle-like fast
(Watanabe and Iwase, 1972), fast activity at 14–24 Hz
(Goldie et al., 1971), and ripples of prematurity (Engel,
1975). A delta-brush consists of 8–25 Hz spindle-like,
rhythmic activity superimposed on a delta wave. Often,
delta-brushes occur in a sequence, and these grouped
delta-brush activities may stay for up to 10 s, giving rise
to so-called slowactivity transients, or SATs, that, in direct
coupled (DC) recordings, attain unusually large ampli-
tudes of up to 800 mV (Vanhatalo et al., 2002, 2005). Such
DCshiftsare filteredandthereforenotobservedusingcon-
ventional high-pass (>0.5–1 Hz) EEG recordings. Delta
brushes are expressed in all cortical areas and fade near
term.While resembling sleep spindles in someways, delta
brushes and sleep spindles appear to be distinct patterns.
Sleep spindles emerge only during the second postnatal
month.

Besides delta-brushes, other patterns expressed in the
premature brain include the neonatal ‘delta crest’ (iso-
lated frontopolar delta waves with superimposed fast
activity), midline frontal theta–alpha burst, EEG spikes
and sharp transients, anterior slow dysrhythmia, and
temporal sawtooth or temporal theta bursts (Anderson
et al., 1985; Lamblin et al., 1999; Scher, 2006; Stockard-
Pope et al., 1992). Because nearly all information about
the earliest cortical patterns in humans derives from
scalp-recorded EEGs of premature infants, these

observations alone do not inform us whether they repre-
sent pathological activity of the immature brain or the
normal physiological patterns of developing neuronal
networks. Addressing these issues requires simulta-
neous recording of neuronal spiking and EEG activity
in intact developing tissue.

8.3 THE FIRST ORGANIZED CORTICAL
NETWORK PATTERNS IN THE

NEONATAL RODENT

Offspring of rats andmice are altricial, that is, they are
born in an immature state (Clancy et al., 2001). Although
it is difficult to provide exact comparisons between
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FIGURE 8.1 Delta-brushes in the human preterm neonate. (a) Rep-
resentative example of three simultaneous EEG traces recorded in bipo-
lar transversal montage (frontal FP1–FP2, central C3–C4, and occipital
O1–O2) during quiet sleep in a 30-week, postconceptional-age neonate.
Bursts of delta waves alternate with periods of hypoactivity. Delta-
brushes are characterized by alpha–beta oscillations superimposed
on delta waves (gray squares). Traces above show concomitant hand-
and foot-movement recordings. (b) Wavelet analysis of bipolar EEG re-
cordings shown in (a).Adapted with permission fromMilhM, Kaminska A,
Huon C, Lapillonne A, Ben Ari Y, Khazipov R (2007) Rapid cortical oscilla-

tions and early motor activity in premature human neonate. Cerebral Cortex
17: 1582–1594.
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humans and rodents, the level of rat brain development
at the day of birth (P0) can be roughly compared to the
state of human cortex at mid-gestation, and term in
humans roughly corresponds to the postnatal day P12
in the rat or mouse. Therefore, postnatal rodents could
be an excellent model to study the developmental events
that occur during the human fetal period. However, de-
spite a rich repertoire of activity patterns observed in
preterm human neonates during the second half of ges-
tational age, until recently no organized brain activity
had been reported during the first ten postnatal days
in rodents. Based on EEG recordings, organized cortical
activity in infant rodents was thought to commence with
the emergence of delta waves, starting from P11 (Frank
and Heller, 1997; Gramsbergen, 1976; Jouvet-Mounier
et al., 1970). This stands in contrast with a number of pat-
terns of correlated activity found in the neonatal cortical
slices in vitro (for review, see Allene and Cossart, 2010).
It should be noted that recording activity in neonatal
rats is technically difficult because the skull is cartilagi-
nous, making mechanically stable, movement-artifact-
free recordings difficult to perform. This problem has
been solved through the development of the technique
of recordings from head-restrained animals with a den-
tal cement-enforced head cup, first under anesthesia
(Leinekugel et al., 2002) and later in the nonanesthetized
(Khazipov et al., 2004b) and decerebrated rat pups
(Karlsson and Blumberg, 2005). At present, this tech-
nique iswidely used in neonatal rats to perform intracor-
tical recordings of the local field potential and multiple
units using electrode arrays, patch-clamp recordings
from individual neurons, and imaging (Colonnese
et al., 2010; Mohns and Blumberg, 2008; Sipila et al.,
2006; Yang et al., 2009). Using this technique, several ac-
tivity patterns had been described in neonatal rodents,
revealing a remarkable similarity to the activities seen
in human premature neonates and enabling investiga-
tion of their underlying mechanisms. These patterns so
far have been thoroughly investigated in only the sen-
sory cortices (notably somatosensory and visual areas)
and the hippocampus.

8.3.1 Spindle- and Gamma-Bursts in
Somatosensory Cortex

In the neonatal rat somatosensory cortex, formation of
the body map representation occurs during the first
postnatal week. Because modulation of sensory-driven
experience strongly influences this process during this
time, this period is also known as the critical period of
the somatosensory map development. During this pe-
riod, thalamocortical axons grow into the neocortex
and form input-specific patterns of synapses with neo-
cortical neurons (e.g., the whisker-specific-barrel pattern

in the barrel cortex) (Erzurumlu and Jhaveri, 1990;
Higashi et al., 2002; Molnar et al., 2003; Petersen, 2007;
Price et al., 2006; Woolsey and Van Der Loos, 1970).
Manipulations of the peripheral receptors, or of cortical
activity, during this critical period can disrupt the forma-
tion of thalamocortical synapses (Cases et al., 1996;
Catalano and Shatz, 1998; Feldman et al., 1999; Foeller
and Feldman, 2004; Fox, 1992, 2002; Fox and Wong,
2005; Lu et al., 2006; O’Leary et al., 1994; Persico et al.,
2001; Van der Loos and Woolsey, 1973; Woolsey and
Wann, 1976). Pharmacological or genetic manipulations
associated with a loss of function of NMDA-Rs result in
malformations of barrel cortex development and func-
tional deficits (Dagnew et al., 2003; Fox, 2002; Fox
et al., 1996; Iwasato et al., 2000; Lee et al., 2005a,b;
Schlaggar et al., 1993). During the critical period, thala-
mocortical synapses display an enhanced NMDA-R
contribution and increased NMDA-R-dependent synap-
tic plasticity, including the conversion of ‘silent’ pure
NMDA-R-based synapses to fully functional mixed
AMPA/NMDA-R synapses, as well as switching to fast
AMPA-receptor-mediated synaptic transmission from
slow kainate-mediated transmission (Bannister et al.,
2005; Barth and Malenka, 2001; Carmignoto and Vicini,
1992; Crair and Malenka, 1995; Daw et al., 2006;
Feldman et al., 1998, 1999; Hestrin, 1992; Isaac et al.,
1995, 1997; LoTurco et al., 1991; Monyer et al., 1994).

What are the patterns of cortical activity that underlie
this activity-dependent plasticity during this critical
period? Extracellular and patch-clamp recordings from
rats during the first postnatal week revealed two
predominant organized patterns of activity in the so-
matosensory neocortex: so-called spindle-bursts and
gamma-bursts (Khazipov et al., 2004b; Marcano-Reik
and Blumberg, 2008; Marcano-Reik et al., 2010;
Minlebaev et al., 2007, 2009; Seelke and Blumberg,
2010; Yang et al., 2009) (Figure 8.2). Both are transient lo-
cal oscillatory events, with a difference in the dominant
frequency of oscillation and in the size of the recruited
network. A spindle-burst is a transient burst of rhythmic,
5–25 Hz activity with a duration of approximately 1 s
and a recruiting cortical zone of approximately a half
millimeter. Gamma-bursts (40–50 Hz) are typically
shorter in duration (150–300 ms) and are more local
(�200 mm) events. Spindle bursts and gamma bursts
may also intermingle. Recordings in the DCmode, with-
out high-pass filtering of the signal, revealed that spindle
bursts are associated with relatively large (up to hun-
dreds of mV) negative delta waves. A tight temporal
and quantitative correlation between the power of the
alpha–beta oscillations and the time course and ampli-
tude of the delta wave, a similar depth profile and loca-
tion of the major current sinks in the dense cortical
plate, and involvement (though differential, see below)
of ionotropic glutamate receptors in the generation of
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both components, indicate that the high-frequency
oscillations and the delta waves are two components
of a single activity (Minlebaev et al., 2009). The identifi-
cation of the slow component of spindle-bursts supports
their homology with the human electrographic pat-
tern of delta brushes, which are also expressed in
somatosensory cortical areas of human premature neo-
nates during the second half of gestation. The remark-
able similarities between these two patterns indicate
that they are the same physiological phenomenon
(Khazipov and Luhmann, 2006). This also confirms that

the neonatal rodent can be a useful model for studying
the mechanism and physiological roles of this activity
pattern in cortical development.

Spindle bursts share some similar electrographic char-
acteristics with adult sleep spindles (Steriade, 2001).
However, in contrast to sleep spindles, neonatal spindle
bursts are local events with a limited tendency to spread.
Furthermore, spindle bursts are present in the waking
pup even during walking and feeding and are typically
triggered by myoclonic twitches of isolated muscles or
whole-body startles. Myoclonic twitches are one of the
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most remarkable developmental motor phenomena in
the neonatal rat (Blumberg and Lucas, 1994; O’Donovan,
1999; Petersson et al., 2003), human fetus, and premature
neonate (Cioni and Prechtl, 1990; de Vries et al., 1982;
Hamburger, 1975; Prechtl, 1997; and is discussed exten-
sively inRubensteinandRakic, 2013.). Thisparticular type
ofmotor activity results from the stochastic bursts of activ-
ity generated in the spinal cord under brainstem control
(Blumberg and Lucas, 1994; Karlsson et al., 2005; Kreider
and Blumberg, 2000). Delay between the movements
and cortical spindle bursts, and the observation that
spindle bursts can also be induced by direct sensory
stimulation, indicated that spindle bursts are triggered
by sensory feedback initiated by spontaneousmovements
(Figure 8.2(a)). At present, whether gamma bursts
are initiated by sensory feedback is unknown, but both
spindle bursts and gamma bursts are efficiently triggered
by external stimulation (Khazipov et al., 2004b; Marcano-
Reik and Blumberg, 2008; Marcano-Reik et al., 2010;
Minlebaev et al., 2007; Yang et al., 2009). Importantly,
spindle bursts and gamma bursts persist after sensory
deafferentation (e.g., spinalcordtransectionorapplication
of local anesthetics), although at a reduced frequency
(Khazipovetal.,2004b;Yangetal.,2009).Theseresultssug-
gest that spindleburstsandgammaburstsareendogenous
– probably thalamocortical or intracortical – oscillations.
However, external stimuli brought about by the thalamo-
cortical afferents can trigger these oscillations in the
somatosensory cortex in a somatotopic manner.

In addition to gamma and spindle bursts, the somato-
sensory cortex of rodents during the first postnatal week
also displays sharp wave transients (Khazipov et al.,
2004b; Seelke and Blumberg, 2010) that may reflect sen-
sory feedback events resulting from brief movements
that failed to initiate oscillatory bursts. Long oscillations
lasting for>40 s and reminiscent of SATs have also been
described, although these events are rare in the somato-
sensory cortex (Yang et al., 2009).

8.3.2 Spindle Bursts and SATs in Visual
Cortex

Despite the similarities between the functional organi-
zation of somatosensory and visual systems during the
first postnatal week, there is an important difference.
In the somatosensory system, sensory stimulation reli-
ably evokes cortical responses starting from near birth –
as soon as thalamic axons enter the cortex; in the visual
system, however, the retina is insensitive to light during
the first postnatal week. During this developmental
period, when the visual cortical map is formed, the retina
generates spontaneous waves of activity (see Rubenstein
and Rakic, 2013). These waves are generated in the
network of retinal ganglion and amacrine cells, and lo-
cally synchronize retinal activity local domains (Galli

and Maffei, 1988; Meister et al., 1991; Torborg and
Feller, 2005; Wong et al., 1993). Using an original in vitro
preparation of the neonatal mouse intact retina – lateral
geniculate nucleus (LGN) thalamic nucleus, it was dem-
onstrated that spontaneous retinal activity is transmitted
via the optic nerve to the LGN, where it drives bursts of
activity (Mooney et al., 1996).Modulation of retinalwaves
during the first postnatal week results in alteration of ret-
inal projections to their subcortical targets, suggesting an
instructive role for retinal waves in the development of
retinogeniculate connectivity (Chandrasekaran et al.,
2005; Grubb et al., 2003; McLaughlin et al., 2003; Mrsic-
Flogel et al., 2005; Muir-Robinson et al., 2002; Nicol
et al., 2007; Penn et al., 1998; Shatz and Stryker, 1988;
Stellwagen and Shatz, 2002). Evidence also exists for the
contribution of retinal waves to cortical development. In
monkeys, ocular dominance columns (ODCs) are formed
already in utero before visual experience (Rakic, 1976). Al-
though enucleation experiments suggest that retinal input
may not be required for the formation of ODCs (Crowley
and Katz, 1999), complete blockade of retinal activity can
disturb segregation of thalamocortical connections in
ODCs (Stryker and Harris, 1986). In neonatal mice,
suppression of retinal waves during the first postnatal
week also results in imprecise geniculocortical mapping
(Cang et al., 2005). Furthermore, blockade of retinalwaves
in ferrets disrupts formation of ODCs. Together, these
data show that spontaneous retinal waves are also in-
volved in the development of thalamic connections to
the visual cortex (Cang et al., 2005).

These findings suggested the hypothesis that retinal
waves are transmitted to and trigger activity in the
developing visual cortex. This hypothesis has been tested
in neonatal rats (Colonnese andKhazipov, 2010;Hanganu
et al., 2006). Using extracellular andwhole-cell recordings
from the visual cortex of neonatal rats in vivo, it was
shown that, as in the somatosensory cortex, the dominant
pattern of activity in the visual cortex during the first post-
natal week is a spindle burst (Figure 8.3). Simultaneous
recordings from the retina and the primary visual (V1)
cortex revealed a strong correlation between spindle
bursts in the visual cortex and spontaneous retinal waves.
In addition, V1 spindle bursts could be reliably evoked by
direct stimulation of the optic nerve. Pharmacological
modulation of retinal activity affected the rate of occur-
rence of V1 spindle bursts; for instance, intraocular for-
skolin injection, known to increase the frequency and
amplitude of retinal waves (Tsai et al., 1987), greatly in-
creased the rate of occurrence of cortical spindle bursts
in the contralateral V1 cortex. On the other hand, blocking
the propagation of retinal activity with local application
of tetrodotoxin or removing the retina resulted in a two-
fold reduction of V1 spindle-burst frequency, analogous
to the reduction of somatosensory spindles after spinal
cord transections.
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During the second postnatal week, when the retina
becomes responsive to light, spontaneous activity in
the visual cortex starts to diversify. Spindle bursts start
to group in long-lasting events associated with large
amplitude, slow (5–10 s long) DC shifts that are highly
reminiscent of SATs in the human premature neonate
(Figures 8.3 and 8.4). SATs in the rat are completely elim-
inated by enucleation. In addition, their main character-
istics (duration, interevent intervals, and subburst
structure) exactly match those of phase III retinal waves
recorded in vitro. This indicates that SATs are also driven
by retinal waves, as are spindle bursts during the first
postnatal week. In parallel, starting from postnatal day
P9 a separate class of events of short duration (200 ms)
emerges, reminiscent of cortical up-states, which also
start to be seen at around the same age in cortical slices

in vitro (Allene et al., 2008; Rheims et al., 2008). Similarly,
in postnatal day P22–39 ferrets, V1 multiple unit activity
is organized in bursts with about 10-Hz intraburst
multi-unit activity (MUA). Studied with multielectrode
arrays, this bursting activity exhibited a patchy structure
that reflects ODCs in the visual cortex (Chiu andWeliky,
2001, 2002).

In parallel with the electrophysiological discovery
of the early oscillatory patterns, a related pattern, termed
early network oscillations (ENOs), has been described
using calcium imaging of large neuronal populations
in vivo (Adelsberger et al., 2005). ENOs are characterized
by synchronous intracellular calcium increases that last
for about 1 s and recur at about 10-s intervals in P3–4
rats, similar to spindle-bursts. Recorded in the temporal
cortex, ENOs mainly occurred during movement-free

Time
proportion

Time
proportion

Duration (s)

P
ea

k 
fr

eq
ue

nc
y 

(H
z)

Duration (ms)

5

102 103 104

10

0.2

0.4

Duration (ms)
102 103 104

0.2

0.4

20

30

40

50

60

10 15 20
Duration (s)

30 s
500 mV

(a) (b)

(c)

(d)

P6–7

Retina

V1 recording
electrode

Retina recording
electrode

V1

1 mV

Retinal burst

C
ro

ss
-c

or
re

la
tio

n
V

1 
b

ur
st

s 
ve

rs
us

 r
et

in
al

 b
ur

st
s

(s)
−5 0

0

1

515 s
140 mV

P10–11

P
ea

k 
fr

eq
ue

nc
y 

(H
z)

5

10

20

30

40

50

60

10 15 20

Depth EEG P10

Control

No spontaneous
retinal waves

Constant
retinal waves
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neonatal rats. (a) Simultaneous recordings of retinal and
cortical activity during the first postnatal week reveal syn-
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(c) Diversification of activity patterns during the second
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ous retinal waves specifically affects SATs, either eliminat-
ing them when retinal waves are blocked (enucleation or
intra-ocular urethane injection) or increasing their occur-
rence when retinal activity is increased (retinal inhibition
blockade). Adapted with permission from Hanganu IL, Ben
Ari Y, Khazipov R (2006) Retinal waves trigger spindle bursts

in the neonatal rat visual cortex. Journal of Neuroscience 26:

6728–6736 (a, b) and Colonnese MT and Khazipov R (2010)

“Slow activity transients” in infant rat visual cortex: A spreading
synchronous oscillation patterned by retinal waves. Journal of
Neuroscience 30: 4325–4337 (c, d).
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resting periods, and it remains unknown whether ENOs
in the somatosensory cortex are associated with move-
ments. Nevertheless, optical ENOs appear similar to
the electrographically defined spindle-bursts, including
duration of events and inter-event intervals. Although
the dynamics of intracellular calcium increases during
ENOs were rather smooth and no high-frequency com-
ponent characteristic oscillation was evident, this may
be due to slow dynamics of intracellular calcium and
the limited temporal resolution of calcium imaging
methods compared to electrophysiological recordings.
Further experiments using simultaneous electrophysio-
logical and imaging approaches are needed to determine
whether or not spindle bursts and ENOs reflect the same
fundamental physiological patterns. Before speculation
about the functional role of the early spontaneous
patterns, we discuss the available observations that
provide insights into their physiological mechanisms.

8.4 MECHANISMS OF EARLY
NETWORK PATTERNS

The synaptic basis of the generation of the early activ-
ity patterns was explored using whole-cell patch-clamp
recordings from neonatal rat somatosensory (Khazipov
et al., 2004b; Minlebaev et al., 2007, 2009) and visual
(Colonnese and Khazipov, 2010; Colonnese et al., 2010;
Hanganu et al., 2006) cortex. These studies have revealed
a pivotal role for glutamatergic and GABAergic synap-
ses in the generation of the early activity patterns.

The mechanisms of spindle-bursts were investigated
in detail in the neonatal rat barrel cortex (Minlebaev

et al., 2007, 2009) using a superfused cortex preparation
in vivo, enabling the application of drugs directly to
the cortex. Pharmacological analysis revealed that
generation of spindle-bursts in the neonatal barrel
cortex primarily involves glutamatergic mechanisms
(Figure 8.4). Interestingly, the relative contribution of
AMPA/kainate and NMDA-Rs to the generation of the
delta and alpha–beta components is different. Rapid al-
pha–beta oscillations mainly require AMPA/kainate re-
ceptors, and blockade of NMDA-Rs has no significant
effect on this rapid oscillatory component. On the other
hand, delta waves are generated by both types of gluta-
mate receptors acting in concert, though with a primary
contribution of NMDA-Rs. The differential contribution
of the AMPA/kainate and the NMDA-Rs to the two
components of the spindle-burst probably reflects a dif-
ference in the kinetics of the synaptic currents mediated
by these receptors. AMPA-R-mediated synaptic currents
have fast rise and decay times in the millisecond range
(see, e.g., Crair and Malenka, 1995; Kidd and Isaac,
1999; Khazipov et al., 2004b) and therefore are ideally
suited for synchronization of the rapid activities, such
as alpha–beta oscillations. NMDA-R-mediated synaptic
currents have rise times in the range of tens of millisec-
onds and decay times of hundreds of milliseconds;
they are particularly slow at the immature synapse
(Carmignoto and Vicini, 1992; Chittajallu and Isaac,
2010; Hestrin, 1992; Khazipov et al., 1995; Monyer et al.,
1994). The slow kinetics of NMDA-R-mediated synaptic
currents enables their powerful summation during
rhythmic activation of synaptic inputs during spindle-
bursts. The high NMDA/AMPA ratio at the immature
synapses is another important factor contributing to the
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atory synaptic currents. (b) Pharmacological analysis of
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component (brush) is suppressed by the cortical application
of the AMPA/kainate receptors (CNQX), whereas the
delta-component is blockaded by combined application of
AMPA/kainate and NMDA-receptor antagonists (CNQX
and APV). Blockade of GABA(A) receptors with gabazine
enhances the response. Adapted with permission from: (a)

ColonneseMT and Khazipov R (2010) “Slow activity transients”
in infant rat visual cortex: A spreading synchronous oscillation

patterned by retinal waves. Journal of Neuroscience 30:

4325–4337; (b) Minlebaev M, Ben Ari Y, Khazipov R (2009)

NMDA receptors pattern early activity in the developing barrel
cortex in vivo. Cerebral Cortex 19: 688–696.
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increased contribution of NMDA-Rs to the delta wave
(Chittajallu and Isaac, 2010; Crair and Malenka, 1995;
Durand et al., 1996; Gasparini et al., 2000; Isaac et al.,
1997; Voronin et al., 2004).

NMDA-R-dependent patterns of activity in develop-
ing cortical networks have also been described in cortical
tissue in vitro, including hippocampal giant depolarizing
potentials (GDPs) (Ben-Ari et al., 1989) andassociated cal-
cium oscillations (Allene and Cossart, 2010; Allene et al.,
2008; Crepel et al., 2007; Leinekugel et al., 1997) and neo-
cortical bursting and oscillatory activity (Arumugam
et al., 2005; Dupont et al., 2006; Garaschuk et al., 2000;
Kandler and Thiels, 2005; LoTurco et al., 1991). Interest-
ingly, in the case of hippocampal GDPs, depolarizing
g-aminobutyric acid (GABA) may facilitate activity of
NMDA-Rs by attenuation of their voltage-dependent
magnesium block (Khazipov et al., 1997; Leinekugel
et al., 1997). Activation of NMDA-Rs during spindle-
bursts may be directly linked to the plasticity mediated
by these receptors in thedeveloping cortex. Indeed, phar-
macological or genetic manipulations associated with a
loss of function in NMDA-Rs results in malformations
of barrel cortex development and functional deficits
(Dagnew et al., 2003; Fox, 2002; Fox et al., 1996; Iwasato
et al., 2000; Lee et al., 2005a,b; Schlaggar et al., 1993). Dur-
ing the critical period, thalamocortical synapses display
an enhanced NMDA-R contribution and increased
NMDA-R-dependent synaptic plasticity, including the
conversion of ‘silent’ pure NMDA-R-based synapses
to fully functional mixed AMPA/NMDA-R synapses,
as well as a switch to fast AMPA-receptor-mediated
synaptic transmission from slow kainate-mediated trans-
mission (Bannister et al., 2005; Barth and Malenka,
2001; Carmignoto and Vicini, 1992; Crair and Malenka,
1995; Daw et al., 2006; Feldman et al., 1998, Hestrin,
1999, 1992; Isaac et al., 1995, LoTurco et al., 1997, 1991;
Monyer et al., 1994). Activation of NMDA-Rs achieved
by massive summation of thalamocortical input during
spindle bursts provides a long time window for co-
incident activation of cortical neurons by the thalamocor-
tical cells. This physiological paradigm may underlie
the NMDA-R-dependent plasticity in developing thala-
mocortical synapses, including both potentiation/
maintenance of the activity during spindle-burst synapses
anddepression/eliminationof those synapses that are less
recruited by spindle-bursts. Plasticity in developing syn-
apses is spike-time-dependent, and the synaptic strength
can be bi-directionally modified by correlated pre-/
postsynaptic spiking within a narrow time window on
the order of 10 ms (Mu and Poo, 2006; Chapter 9). While
recent findings indicated that the early oscillatorypatterns
may induce bi-directional plasticity at thalamocortical
synapses (Minlebaev et al., 2011), whether STDP occurs
during early oscillatory patterns is an important question
for the further research.

While a considerable amount of data has now accu-
mulated about network mechanisms of spindle-bursts,
the generation of gamma-bursts is less well understood.
In the adult brain, neuronal synchronization by gamma
oscillations is a fundamental process in cortical compu-
tation (Buzsaki, 2006; Fries, 2009). Synchronized by inhi-
bition (Bartos et al., 2007), gamma oscillations subserve
perceptual binding (Gray and Singer, 1989) and support
synaptic plasticity (Wespatat et al., 2004). The ontogeny
and role of gamma oscillations in developing networks,
however, remain controversial. It was generally accepted
that gamma oscillations emerge relatively late in dev-
elopment (Uhlhaas et al., 2010) as associative cortical
layers and large-scale connections (Bureau et al., 2004;
Luhmann et al., 1986), which are required for perceptual
binding, and GABAergic inhibition (Daw et al., 2007;
Doischer et al., 2008; Luhmann and Prince, 1991), which
is pivotal for gamma rhythmogenesis, both develop on
a delayed timescale. Yet, several studies have now indi-
cated the existence of transient, local, gamma-burst oscil-
lations in the neonatal rat somatosensory (Yang et al.,
2009) and visual (Colonnese et al., 2010) cortices. More-
over, studies in the neonatal rat barrel cortex revealed that
the early gamma oscillations (EGOs) are specifically
evoked in a single cortical barrel by stimulation of the cor-
responding (principal) whisker (Minlebaev et al., 2011).
Simultaneous recordings from the ventro-posterior-
medial (VPM) barreloids and cortical barrels have shown
that the EGOs are primarily driven by a thalamic oscilla-
tor and synchronize neurons in a single thalamic barre-
loid and the corresponding cortical barrel. Basing on
these findings and the results of whole-cell recordings
from L4 neurons, the following network EGOs model
has been suggested: (1) Sensory input from a whisker ac-
tivates the gamma oscillator in the thalamic barreloid,
which provides topographic feedforward synchroniza-
tion in the corresponding cortical barrel; (2) cortical
interneurons become involved in EGOs in an age-
dependent manner: until �P5, EGOs are independent
of cortical inhibition, but starting from P5, along
with the development of feedforward inhibition, inter-
neurons are recruited and support EGOs by controlling
runaway recurrent cortical excitation. Thus, during the
first postnatal week, EGOs undergo evolution from a
primitive form of cortical activity passively following a
thalamic oscillator to a more complex interactive model
in which an active cortical oscillator, by virtue
of emerging inhibition, starts to support gamma oscilla-
tions. Interestingly, artificial EGOs mimicked by pairing
subthreshold gamma-rhythmic thalamic input with
action potentials in L4 neurons in thalamocortical slices
resulted in long-lasting potentiation of thalamocortical
EPSPs. It has been suggested that in contrast to the
inhibition-based “adult” gamma oscillations, which
emerge at the end of the second postnatal week and
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enable horizontal synchronization, EGOs are primarily
driven by gamma-rhythmic excitatory thalamic inputs
and provide vertical synchronization between topographi-
cally aligned thalamic and cortical neurons.Multiple replay
of the sensory input in the thalamocortical synapses during
EGOs(“repetitioestmaterstudiorum!”)mayallowthalamic
and cortical neurons to be woven into vertical topographic
functional units prior to the development of horizontal
binding and other integrative cortical functions subserved
by “adult” gamma oscillations in the mature brain.

Another intriguing question concerns the contribu-
tions of depolarizing and excitatory GABA actions to
the early cortical-activity patterns. GABA is the main
inhibitory neurotransmitter in the adult brain. Synchro-
nous inhibition by hyperpolarization and a shunt pro-
vided by GABAergic interneurons are instrumental
for the generation of various activity patterns in the
adult brain (Bartos et al., 2007; Buzsaki, 2006; Freund
and Buzsaki, 1996; Wang, 2010). However, slice prepara-
tions suggest that early in development – including
the embryonic period and the first postnatal week in
rodents – GABA, acting via chloride-permeable GABA
(A) receptors, exerts a depolarizing and excitatory action
on immature neurons as a result of their elevated intracel-
lular chloride concentration (LoTurco et al., 1995;
Luhmann and Prince, 1991; Owens et al., 1996; Tyzio
et al., 2006; Yamada et al., 2004; Yuste and Katz, 1991;
reviewed in Ben Ari et al., 2007; and is discussed exten-
sively in Rubenstein and Rakic, 2013). Elevated intracellu-
lar chloride in the immature neurons is a result of high
activity of the chloride-loading co-transporter NKCC1
and delayed expression of the chloride extruder KCC2
(Rivera et al., 1999; Yamada et al., 2004). Depolarizing
GABA is involved in the generation of the primitive
pattern of neuronal network activity in the immature
hippocampus and cortex – so-called GDPs (Allene et al.,
2008; Ben-Ari et al., 1989; Dzhala et al., 2005; Khazipov
et al., 2004a; Rheims et al., 2008; Sipila et al., 2005). During
GDPs, both pyramidal cells and interneurons fire ran-
domly within a very large time window of few hundreds
ofmilliseconds.Excitationofpyramidalcellsandinterneu-
rons during GDPs is brought about by synergistic
excitatory actions of GABA and glutamate (Bolea et al.,
1999; De la Prida et al., 1998; Khazipov et al., 1997;
Lamsa et al., 2000; Leinekugel et al., 1997; Menendez
et al., 1996; Valeeva et al., 2010).

Does GABA play a similar excitatory action in the gen-
eration of the early oscillatory patterns of cortical activity
in vivo? Unfortunately, at present there is surprisingly lit-
tle experimental evidence that GABA exerts excitatory ac-
tions on immature cortical neurons in vivo, as it does
in vitro. At present, the only information available about
the roles of GABAergic interneurons in vivo is based on
the effects of pharmacological manipulations of GABAer-
gic synaptic transmission on network-driven activities.

In the neonatal rat hippocampus, the dominant neuronal
network patterns of activity (GDPs in vitro and sharp
waves in vivo) are blocked by the NKCC1 antagonist,
bumetanide, which shifts the reversal potential of the
GABA(A)-receptor-mediated responses toward negative
values (Dzhala et al., 2005; Sipila et al., 2006; Tyzio
et al., 2006). Although a similar effect of bumetanide on
the GABA(A) reversal potential was found in neocortical
neonatal neurons (Tyzio et al., 2006; Yamada et al., 2004),
bumetanide did not significantly affect spindle-bursts
in the barrel cortex in vivo (Minlebaev et al., 2007). There-
fore, it appears that early hippocampal patterns of sharp
waves in vivo and GDPs in vitro are more dependent on
the depolarizing actions of GABA than the neocortical
pattern of spindle-bursts, consistent with observations
in vitro (Garaschuk et al., 2000; Rheims et al., 2008).

However, GABAergic interneurons do clearly partic-
ipate in the generation of spindle-bursts and gamma-
bursts in an age-dependent manner, as evidenced by
the effects of the GABA(A)-receptor antagonists and
positive allosteric GABA(A)-receptor modulators.
Although blockade of GABA(A) receptors does not
significantly affect the frequency of oscillations in the
alpha–beta frequency domain, it does increase the power
of these oscillations, as well as increase the amplitude of
the delta component and the occurrence of spindle-
bursts. Gamma oscillations are little affected by blockade
of cortical inhibition until P5, but they are suppressed in
older animals. The opposite manipulation, enhancement
of GABA(A)-receptor-mediated currents by diazepam,
reduces by twofold the occurrence of spindle-bursts.
These results suggest that GABAergic interneurons play
an inhibitory role in spindle-burst generation. In keeping
with these findings, blockade of GABA(A) receptors
strongly increases the size of cortical areas activated
during spindle-bursts. Spindle-bursts are local events,
and the diameter of the cortical zones activated during
spindle-bursts usually does not exceed 0.5 mm. After
blockade of GABA(A) receptors, spindle-bursts can be
recorded at distances up to 1–2 mm. Thus, the spread
of spindle-bursts is determined not only by the topo-
graphic thalamocortical excitatory input (Agmon et al.,
1996; Bureau et al., 2004; Ferezou et al., 2006; Higashi
et al., 2002; Khazipov et al., 2004b; Kidd and Isaac,
1999; Petersen and Sakmann, 2001), but also by surround
GABAergic inhibition that prevents horizontal spread of
the activity via long-range glutamatergic cortical connec-
tions, a pattern also observed in the adult neocortex
(Chagnac-Amitai and Connors, 1989; Fox et al., 2003;
Sun et al., 2006). The inhibitory action of GABA at the
network level does not necessarily imply a hyperpolariz-
ing action, as even depolarizing GABA may produce
strong inhibition via shunting mechanisms amplified
by activation of the voltage-gated potassium channels
and inactivation of sodium channels (Borg-Graham
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et al., 1998; Gao et al., 1998; Gulledge and Stuart, 2003;
Lu and Trussell, 2001). These results, which suggest
an inhibitory role of GABA during generation of
spindle-bursts, are in general agreementwith the finding
that GABA(A) antagonists induce hypersynchronous
seizure-like activity in the neocortex in vivo by P3
(Baram and Snead, 1990) and in vitro by P2 (Wells
et al., 2000). These results are also in keeping with the
plasticity changes induced in the developing barrel
cortex by chronic treatment with the GABA(A)-receptor
agonist, muscimol (Wallace et al., 2001).

8.5 DISCONTINUOUS TEMPORAL
ORGANIZATION OF THE EARLY

ACTIVITY

The uniqueness of immature cortical activity consists
not only of developmentally restricted patterns of activ-
ity, but also stems from its discontinuous temporal organi-
zation (Figures 8.5 and 8.6). The first reports of the
discontinuous nature of early cortical activity were
made in human preterm neonates using scalp electro-
graphic recordings by Dreyfus-Brisac, Monod, and their
colleagues. Analyzing EEGs from preterm neonates dur-
ing the second half of gestation (Dreyfus-Brisac, 1962;
Dreyfus-Brisac and Larroche, 1971; Dreyfus-Brisac
et al., 1956), they noted that the cortical EEG was orga-
nized in intermittent bursts separated by periods of iso-
electric EEG that could last for tens of seconds. This
temporal organization was named tracé discontinu. With
maturation, flat periods between the bursts became
shortened, and starting from about 30 weeks of postcon-
ceptional age, tracé discontinu evolves to tracé alternant
with low-voltage activity between the bursts, though

even at term, some discontinuity is still evident
(Lamblin et al., 1999; Stockard-Pope et al., 1992).

Such extreme discontinuity of cortical activity is strik-
ing. Indeed, showing EEG recordings obtained from
a healthy premature neonate to an “adult” neurophysi-
ologist without revealing the age of the patient would
result in a diagnosis such as severe posthypoxic enceph-
alopathy or barbiturate coma. Yet, this discontinuity is a
normal feature of the immature cortex, and this raises
several questions: Does discontinuity simply reflect im-
maturity of the nervous system, which is incapable of
maintaining continuous activity, or, in keeping with
Mozart’s claim that the most meaningful element of a
musical masterpiece is a pause, has it physiological roles
for development?

The first question about human discontinuity is
whether it results from true network silence as observed
during slow-wave sleep in adults, or is it the result of
temporally uncoordinated activity of neurons? This
question has been examined in neonatal rats. Extracellu-
lar recordings of multiple unit activity showed that neu-
rons fire virtually no action potentials during isoelectric
EEG epochs. In agreement with this result, patch-clamp
recordings revealed that neurons stay relaxed at their
resting membrane potential �80 mV and receive very
little synaptic input during isoelectric EEG periods. This
means that isoelectric EEG epochs reflect synchronous
neuronal silence. Such a state of collective silence, called
the down-state, also exists in the adult EEG. Consider-
able evidence suggests that isoelectric epochs are by
nature the same phenomenon as down-states of long du-
ration. In adults, down-states with durations from tens
ofmilliseconds to a few hundredmilliseconds occur dur-
ing deep sleep in alternation with up-states (Buzsaki,
2006; Steriade, 2001; Steriade et al., 1993). Oscillation
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FIGURE 8.5 Developmental changes in continuity of human cortical activity. (a) EEG of preterm infants at 25, 29, and 37 gestational weeks. The
duration of silent periods decreases, while the length of periods of continuous activity increases with age. (b) Quantification of the proportion of
EEG containing continuous activity (continuity defined as >80% continuous activity in 5-min epochs with attenuated activity 10–20 mV lasting no
longer than 5 s). Adapted with permission from Connell JA, Oozeer R, Dubowitz V (1987) Continuous 4-channel EEG monitoring: A guide to interpretation,

with normal values, in preterm infants. Neuropediatrics 18: 138–145.
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between up- and down-states generates slow waves in
the EEG, and therefore these deep stages of sleep are also
called slow-wave sleep oscillations. Intracellular studies
indicate that when the level of mutual excitation in
the cortical network falls below the critical level
maintaining the up-state, which is partly due to the
activity-dependent depression in glutamatergic synap-
ses, neurons return to their resting membrane potential
during down-states (Contreras et al., 1996; Sanchez-
Vives and McCormick, 2000; Shu et al., 2003).

Immature neurons do just the same, but for much lon-
ger periods of time; however, one important difference
between immature cortical activity and adult sleep is
that the immature cortex maintains these long-duration
down-states even when the animal is awake. In adults,
the awake state is characterized by a continuous (a.k.a.
activated or desynchronized) mode of cortical function.

Intracellular recordings show little difference between
continuous cortical activity during awake, REM sleep,
and up-states during slow-wave sleep. The activated
cortical state is not present in neonatal rats or young pre-
mature neonates and starts to emerge in the rat during
the second postnatal week and a month before term in
humans, coinciding with the emergence of clearly differ-
entiable sleep states in both species (Jouvet-Mounier
et al., 1970; Lamblin et al., 1999). Interestingly, the active
state does not emerge simultaneously in the entire cor-
tex. Increase in the amount and continuity of spontane-
ous activity occurs first in the somatosensory and then
in the visual cortex, both in the rat and humans, which
also coincides with elimination of delta-brushes and
spindle-bursts in these areas (Colonnese et al., 2010;
Curzi-Dascalova et al., 1993; Dreyfus-Brisac and
Larroche, 1971; Lamblin et al., 1999).
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and continuity of rodent cortical activity. (a) Wide-band
extracellular recording of spontaneous activity in layer 4
of the visual cortex in awake rats at P6, 10, and 13.
At P6, all events consist of retinal-wave driven (see
Figure 8.3), slow negative-activity transients (SATs) of
varying length that contain faster rhythmic oscillations
(left and right example). Inter-SAT activity is rare. During
the second postnatal weeks, SATs become elongated (left
example), while inter-SAT activity consists of occasional
200-ms–1-s bursts of action potentials (giant-depolarizing
potentials (GDPs), right example). At the end of the second
week, SATs become reduced and irregular (left example),
while inter-SAT activity becomes continuous and diverse
(right example). See Figure 8.3(c) for quantification.
(b) Continuity of activity by post-natal age. Continuity
of activity as a function of post-natal age was measured
as the proportion of 500-ms epochs that contain at least
one action potential inmulti-unit recordings. (c) Role of as-
cending neuromodulators in the development of continu-
ous activity. Surgical isolation at the rostral midbrain
border (right image, CI) or urethane anesthesia reduces
the continuity of spontaneous activity in P13–15 rats.
Application of norephinephrine (NE) to the cortical
surface increases continuity in lesioned and anesthetized
animals. Error bars SEM. Adapted with permission from

Colonnese MT and Khazipov R (2010) “Slow activity

transients” in infant rat visual cortex: a spreading synchronous
oscillation patterned by retinalwaves. Journal ofNeuroscience
30: 4325–4337 (a) andColonneseMT,KaminskaA,MinlebaevM,

Milh M, Bloem B, Lescure S, Moriette G, Chiron C, Ben-Ari Y,

KhazipovR (2010)A conserved switch in sensory processing pre-
pares developingneocortex for vision.Neuron67: 480–498 (b, c).
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At least two developmental factors are likely involved
in the emergence of the activated cortical state: develop-
ment of arousal systems and intracortical connections.
In the rat, maturation of sleep/wake transitions depends
on noradrenergic development (Gall et al., 2009) and
maturation of cholinergic (Mechawar and Descarries,
2001) and noradrenergic afferents and receptor distribu-
tions (Latsari et al., 2002; Venkatesan et al., 1996) around
this time. Isolating the forebrain from ascending neuro-
modulatory arousal inputs in P13–15 rats reverses
the developmental increase in spontaneous cortical ac-
tivity, reinstating an immature mode of discontinuity
(Figure 8.6). Continuity can then be reinstated by cor-
tical application of norepinephrine (Colonnese et al.,
2010), a key initiator of the activated cortical state
(Berridge and Waterhouse, 2003; Foote and Morrison,
1987a,b). However, this is not to say that arousal systems
are not functional before this time. Actually, many as-
pects of brainstem and forebrain arousal systems operate
well before the emergence of the active cortical state;
for example, infant rats and humans give evidence of
behavioral sleep–wake cycles, state-dependent firing of
hindbrain sleep control neurons (Karlsson et al., 2005),
and modulation of cortical EEG patterns by the sleep
state (Seelke and Blumberg, 2010). Furthermore, func-
tional monaminergic and cholinergic connections are
in place quite early (Hanganu et al., 2007; Johnston
and Coyle, 1981). Yet, arousal systems appear incapable
of inducing a continuous active state in the immature
cortex. Thus, the acquisition of brainstem control of
cortical states likely requires more than a simple engage-
ment of neuromodulatory systems, and also thalamocor-
tical changes.Aprominent candidate is the strengthening
of long- and short-range intracortical connectivity, re-
quired for maintenance of the activated cortical state
(Sanchez-Vives and McCormick, 2000; Shu et al., 2003).

A number of observations are consistent with an in-
crease in functional cortical connectivity over this time
period. First, while k-complexes and sleep-spindles,
stimulated by light in adults, are synchronized through-
out the cortex (Amzica et al., 1998) via horizontal cortical
and corticothalamic connections (Contreras et al., 1996,
1997), delta-brushes are local events (Khazipov et al.,
2004b; Yang et al., 2009). Second, as noted earlier, in
adults, episodes of network silence (down-states) during
sleep do not exceed 500 ms (Steriade, 2001), whereas
the silent periods in the young rat pups or preterm
infants can run to tens of seconds. Such long silent
periods are observed in cortical slabs and slices, that
is, under conditions of markedly reduced cortical
connectivity (Sanchez-Vives et al., 2000; Steriade et al.,
2005; Timofeev et al., 2000). Finally, the network of hor-
izontal connections between pyramidal neurons
emerges shortly before eye opening in cats (Callaway
and Katz, 1990; Galuske and Singer, 1996) and ferrets

(Durack and Katz, 1996; Ruthazer and Stryker, 1996),
independently of visual input. In humans, dense hori-
zontal connections are also first observed at GW37
(Burkhalter et al., 1993). Therefore, emergence of the
continuous mode of cortical activity likely results from
a coincidence of two developmentally regulated factors:
(1) maturation of the brainstem arousal input to the cor-
tex, which provides tonic neuronal depolarization, and
(2) formation of excitatory synaptic connections between
cortical neurons, which are needed for maintenance of
the activated cortical state.

In conclusion, it is tempting to propose a hypothesis
whereby discontinuity and long silent periods are im-
portant for circuit development. Growing evidence indi-
cates that developing synapses display very high levels
of plasticity, as governed by the Hebbian principle “neu-
rons that fire together wire together” (Hebb, 1949),
which in a more elaborated way is formulated as
STDP (Dan and Poo, 2006; Mu and Poo, 2006). STDP
implies that the strength of synaptic connections can
be bi-directionally modified – either potentiated or de-
pressed – depending on spike timing in pre- and post-
synaptic neurons. If the spike in a presynaptic neuron
precedes the spike in the postsynaptic neuron (as in
the case the postsynaptic neuron was driven by the
presynaptic neuron), the synapse will be potentiated; if
the opposite occurs, the synapse is depressed. The most
efficient changes in both directions occur when correlated
spiking occurs within a time window of ten of millisec-
onds. These functional changes in the strength of synaptic
connections were proposed as precursors of further
anatomic changes – synapse stabilization and elimination
in the cases of potentiation and depression, respectively.

Let us put STDP into the context of temporal organi-
zation, that is continuity/discontinuity, and examine
how this is expected to impact plasticity in a thalamocor-
tical synapse. We know that a sensory input triggers
topographic delta-brushes, providing pre-before-post
firing in the appropriate thalamocortical synapse and
thus conditions for potentiation/stabilization. From
the plasticity standpoint, the ideal case for potentiation
would be if two conditions are met: (1) each pre-spike
is followed by a post-spike, and (2) each post-spike
is preceded by a pre-spike. These conditions will be
achieved if topographic thalamocortical synapses pro-
vide a necessary and sufficient excitatory drive to cortical
cells. Excitationof cortical neuronsby intracortical synap-
ses during intracortically generated spontaneous activity
would introduce noise to the system, as random – in
relation to thalamic input – firing of cortical neurons will
createvariable conditions for STDP in the thalamocortical
synapse. In thedeveloping cortex, this noise is eliminated
bydelayed introduction ofhorizontal connections,which
strongly increases the plasticity impact of sensory-driven
thalamocortical bursts. This hypothesis is supported by
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studies in the developing Xenopus retinotectal system,
in which it was shown that activity-induced synaptic
modifications are quickly reversed either by subsequent
spontaneous activity in the tectum or by exposure to ran-
dom visual inputs (Zhou and Poo, 2004b; Zhou et al.,
2003). This reversal depended on the burst spiking and
activation of the N-methyl-D-aspartate subtype of gluta-
mate receptors. Stabilization of synaptic modifications
could be achieved by an appropriately spaced pattern
of induction stimuli. These findings underscore the
vulnerable nature of activity-induced synaptic modifica-
tions in vivo and suggest a temporal constraint on
the pattern of visual inputs for effective induction of
stable synaptic modifications. These findings are also
linked to the developmental changes in the sensory-
evoked activity patterns thatwill be discussed in the next
section.

8.6 EARLY ACTIVITY PATTERNS AND
THE DEVELOPMENT OF PERCEPTION

In this chapter, we have identified two characteristics
of neocortical activity during the time of cortical layer
formation and thalamic in-growth and map formation:
the presence of “slow-activity transients” containing
rapid oscillations (including spindle-bursts and delta-
brushes) and a discontinuous pattern of activity, that
is, the presence of long periods of neuronal silence. We
argue that these features are the result of a unique net-
work state specific to early development that is opti-
mized to drive synaptic plasticity in thalamocortical
networks in response to spontaneous activity generated
in the sense organs. Because early spontaneous activity
at the sensory periphery is infrequent, the early cortex
must remainmostly quiet. Secondly, because cortical cir-
cuits are concerned primarily with the presence and
absence of activity within topographic space, they pro-
duce bursts of highly correlated firing containing little
additional information.

The final question that concerns us is the transition to
mature patterns of cortical activity: when do they occur
and what are their behavioral correlates and mecha-
nisms? This issue has been studied most extensively in
the visual system. Here the activity patterns in the sense
organ are best understood, and relative roles of neuronal
activity and the environment in maturation can be
examined. Cortical visual development can be roughly
divided up into four periods: (1) the completely pre-
visual period, when phase 2 retinal waves are transmit-
ted to the cortex; (2) an obscured visual phase, when
phase 3 (glutamatergic) retinal waves are prominent
but coexist with initial photo-receptor-driven light re-
sponses (Huberman et al., 2008) that allow cortical visual
responses to be driven through the closed eye-lids

(Akerman et al., 2004; Chapman and Stryker, 1993;
Ohshiro and Weliky, 2006); (3) a pre-critical period
(Feller and Scanziani, 2005) that follows eye-opening,
during which new visual experience drives development
of binocularity, orientation, and direction selectivity
(Smith and Trachtenberg, 2007; White et al., 2001); and
(4) the classical critical period for monocular deprivation
plasticity (Hubel and Wiesel, 1970).

As reviewed above, the early period of spontaneous
cortical activity, consisting of delta-brushes, SATs, and
discontinuity occurs throughout the first and second
visual development periods, rapidly maturing around
the time of eye-opening and the transition to the third
period. Colonnese et al. (2010) examined the role of this
transition of thalamocortical networks in determining
visual-response properties in rats and human preterm
infants. In the somatosensory system, both spontaneous
muscular twitches and direct touch are effective in elicit-
ing cortical delta-brushes. Perhaps this is not surprising,
given that the ultimate effect on the sense organwas sim-
ilar. However, the activation of retinal ganglion cells by
light is weaker and patterned differently than during ret-
inal waves (Blankenship et al., 2009; Kerschensteiner
andWong, 2008; Tian and Copenhagen, 2003). This casts
doubt on a possible interaction between these transmis-
sion systems for spontaneous and evoked visual activity.
Furthermore, primate retinas have weaker and less-
organized spontaneous activity during the later gesta-
tional period (Warland et al., 2006), further questioning
a potential interaction between spontaneous and evoked
activity patterns in humans.

Despite these facts, whole-field light flashes directed
to the closed eyelids of rats evoked a complex of oscilla-
tory patterns in the cortex typical of the spontaneous
activity patterns observed at this age (Figure 8.7(a)). De-
spite weak or absent retinal visual responses in vitro, ro-
bust light responses could be evoked as early as P8.
Cortical light responses consisted of a complex of
described activity patterns, including an initial response
that included a gamma-burst and a GDP, followed by an
evoked delta-brush. Electrical stimulation of the retina
showed that these patterns did not result from simply
the triggering of retinal waves by light, but emerged in
the thalamocortical circuit following even brief inputs.
Similar visual stimuli evoked a similar complex of activ-
ity patterns, including delta-brushes, in the occipital
EEGs of sleeping preterm infants from as early as they
could be recorded (27 gestational weeks). Thus, the net-
work properties dedicated to transmitting retinal waves
are also recruited during visual stimulation, even though
the importance of such stimuli to thalamocortical activ-
ity at these ages is questionable. Together, these data
show that the early activity bursts are a fundamental
response to thalamic input, regardless of source, that
shapes sensory processing.
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Using this controlled stimulation to assay the devel-
opment of the thalamocortical response properties
revealed that the developmental transition to mature
patterns of visual response occurs as a rapid switch
1–2 days before eye-opening in rats (Figure 8.7(b)
and 8.7(c)). In addition to this switch in visual-response
patterns, the amount and continuity of spontaneous ac-
tivity began to increase (and would continue to do so
over the next weeks) on the same day. A similar switch
in evoked and spontaneous activity occurred in the oc-
cipital cortex of human infants between 34 and 36 gesta-
tional weeks, that is, just before natural term (human
fetuses open their eyes at the end of the second trimes-
ter). In both species, this switch consisted of a loss of
the early cortical burst oscillations and their replacement
by the visual evoked potential (VEP). As such, it results
in a surprising decrease in the size and duration of visual
responses.

Functionally, why would visual responses need to be-
come reduced in size just before the onset of visual pro-
cessing? One clue comes from examining the response
curves to varying light intensities before and after the
switch (Figure 8.7(d)). Before the switch, visual re-
sponses were ‘all-or-none’ bursts, effectively registering
the presence of a minimal stimulation, but not its inten-
sity. Only after the reduction of visual response with the
switch could graded responses be attained. Measure-
ment of the spiking responses of retinal ganglion cells
in acutely excised retina allowed further quantification
of the input–output relationships before and after the

switch (Figure 8.7(e)). These revealed an inverse rela-
tionship between retinal and cortical light responses,
with the reliability of retinal spiking to light flashes rap-
idly increasing just as the amplitude of the cortical
response decreased. This had the effect of massively
decreasing the amplification in thalamocortical circuits.
Thus, we suggest that the primary role of early activity
patterns, in addition to precisely synchronizing activity,
is to amplify weak, young inputs. Such an amplification
is incompatible with visual processing and thus is
downregulated before vision is initiated at eye-opening
or birth.

This switch in cortical-activity patterns, from a dis-
continuous mode with early bursting oscillations to con-
tinuous baseline activity with more restricted, graded
response, appears to be universal for all sensory systems
studied so far (Figure 8.8). Intriguingly, while the devel-
opmental template remains the same, the timing of the
switch appears to differ between sensation and species,
with the common feature being that it occurs shortly be-
fore the onset of active sensation for that system. This is
best illustrated in the somatosensory whisker system,
where passive activation (i.e., external touch of the whis-
ker) is distinguished from active touch, orwhisking. Rats
begin active whisking 2–3 days before eye-opening
(Landers and Philip, 2006). Similarly, they experience
the same switch in cortical activity before the visual cor-
tex (Figure 8.8, top). The issue has not been examined in
depth in human infants, but the available data suggest
less heterogeneity in the timing of the switch between
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sensory systems. This is consistent with our notion that
timing is tied to active exploration, which in humans oc-
curs for all systems around the same time, namely birth.

The mechanisms responsible for the timing of this
switch are poorly understood. The close correlation with
the acquisition of continuous activity implicates the
regulation of spontaneous activity in the switch. This
is confirmed by observations that surgical isolation of
mid/hindbrain ascending neuromodulatory systems
from the neocortex reinstates early bursting as well as
increases the discontinuity of activity (Figure 8.6).
Such a regulation of sensory processing by the level
of synaptic background activity is consistent with obser-
vations in adult animals (Destexhe et al., 2003). Neocor-
tical neurons, during waking or ‘up-states’ observed
during slow-wave sleep, receive constant synaptic activ-
ity, which is maintained through local network dynam-
ics (Haider and McCormick, 2009) that can modulate
gain (Chance et al., 2002) and adjust the sensitivity to in-
puts (Arieli et al., 1996; Borg-Graham et al., 1998). The
timing of this switch is closely linked to the surge in syn-
aptic density observed in the cerebral cortex that begins
just before birth inmonkeys and humans (Bourgeois and
Rakic, 1996; Huttenlocher and Dabholkar, 1997) and be-
fore nest-exit/eye-opening in rats (Blue and Parnavelas,
1983). Interestingly, this is one of the sole features of
neocortical development that violates the conserved tim-
ing of neurogenic events across mammalian species
(Clancy et al., 2001), suggesting it is independently reg-
ulated to support the active exploration of the sensory
world that will follow. Despite this violation of neuro-
genic timing and heterogeneity between sensory sys-
tems, the timing of the switch does not appear to be
experience-dependent, as neither dark rearing nor early
eye-opening could modify its timing in rats (Colonnese
et al., 2010).

The evidence reviewed so far in this chapter is consis-
tent with the hypothesis that early circuit development is
characterized by a unique state of cortical-network dy-
namics in which spontaneous activity is maintained in
a discontinuous mode and inputs are amplified by
cortical-burst oscillations. This period appears tightly
regulated to coincide with the sensory isolation experi-
enced in the womb (or maintained by eye- or ear-canal
closure in rodents), and to end when sensory processing
is initiated. From this point on, many of the gross
characteristics of adult cortical activity can be discerned,
including clear regulation of cortical EEG by sleep state
(Jouvet-Mounier et al., 1970), increased frequency of
delta-waves in slow-wave sleep (Seelke and Blumberg,
2008, 2010), and the reduction and eventual elimina-
tion of SATs in counterpoint to continuous activity
(Vanhatalo and Kaila, 2006). However, the development
of cortical activity is by no means complete by this point.
Again, this has been examined most deeply in the visual

system. Immediately following the change from imma-
ture patterns in the visual cortex, the pre-critical period
is initiated and appears to exist in a transitional time,
after the elimination of early activity patterns but
before the acquisition of completely adult patterns. For
example, cortical activity in ferrets freely viewing natu-
ral scenes just after eye-opening was dominated by
highly correlated spontaneous activity bursts, an effect
that was reduced by the time of the critical period
(Fiser et al., 2004). These continuing changes are likely
driven by many of the same developmental processes
underlying the early switch in cortical activities such
as increasing synaptic density and changes in neuro-
modulatory systems. However, several unique pro-
cesses are also occurring over this time to mature
cortical dynamics, including but not limited to the in-
creasing sparcification of cortical circuits (Rochefort
et al., 2009) driven by changes in intrinsic excitability
(Golshani et al., 2009), increased reliability of the synap-
tic drive of layer 2/3 cells (Stern et al., 2001), the devel-
opment of perisomatic inhibition (Hensch et al., 1998;
Huang et al., 1999), and the final acquisition of strong
sleep-associated rhythms (Miyamoto et al., 2003) that
are necessary for the opening of the critical period for
ocular-dominance plasticity.

Thus, throughout the development of the sensory sys-
tems, the changing network dynamics of the thalamocor-
tical circuits are closely tied to the changing processes of
synaptic plasticity and circuit formation that depend on
them.
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physiologie Clinique 1, 95–99.

Dreyfus-Brisac, C., Fischgold,H., Samson-Dollfus, D., et al., 1956. Veille
sommeil et reactivite sensorielle chez le premature et le nouveau-ne.
Electroencephalography and Clinical Neurophysiology 6, 418–440.

Dupont, E., Hanganu, I.L., Kilb, W., Hirsch, S., Luhmann, H.J., 2006.
Rapid developmental switch in the mechanisms driving early cor-
tical columnar networks. Nature 439, 79–83.

Durack, J.C., Katz, L.C., 1996. Development of horizontal projections in
layer 2/3 of ferret visual cortex. Cerebral Cortex 6, 178–183.

Durand, G.M., Kovalchuk, Y., Konnerth, A., 1996. Long-term potentia-
tion and functional synapse induction in developing hippocampus.
Nature 381, 71–75.

Dzhala, V.I., Talos, D.M., Sdrulla, D.A., et al., 2005. NKCC1 transporter
facilitates seizures in the developing brain. Nature Medicine 11,
1205–1213.

Ellingson, R.J., 1958. Electroencephalograms of normal, full-term new-
borns immediately after birth with observations on arousal and vi-
sual evoked responses. Electroencephalography and Clinical
Neurophysiology. Supplement 10, 31–50.

Engel, R., 1975. Abnormal Electroencephalograms in the Neonatal Pe-
riod. Charles C Thomas, Springfield, IL.

Erzurumlu, R.S., Jhaveri, S., 1990. Thalamic axons confer a blueprint of
the sensory periphery onto the developing rat somatosensory cor-
tex. Brain Research. Developmental Brain Research 56, 229–234.

Feldman, D.E., Nicoll, R.A., Malenka, R.C., Isaac, J.T., 1998. Long-term
depression at thalamocortical synapses in developing rat somato-
sensory cortex. Neuron 21, 347–357.

Feldman, D.E., Nicoll, R.A., Malenka, R.C., 1999. Synaptic plasticity at
thalamocortical synapses in developing rat somatosensory cortex:
LTP, LTD, and silent synapses. Journal of Neurobiology 41, 92–101.

Feller, M.B., Scanziani, M., 2005. A precritical period for plasticity in vi-
sual cortex. Current Opinion in Neurobiology 15, 94–100.

Ferezou, I., Bolea, S., Petersen, C.C.H., 2006. Visualizing the cortical
representation of whisker touch: Voltage-sensitive dye imaging in
freely moving mice. Neuron 50, 617–629.

Fiser, J., Chiu, C., Weliky, M., 2004. Small modulation of ongoing cor-
tical dynamics by sensory input during natural vision. Nature 431,
573–578.

Foeller, E., Feldman, D.E., 2004. Synaptic basis for developmental plas-
ticity in somatosensory cortex. Current Opinion in Neurobiology
14, 89–95.

Foote, S.L., Morrison, J.H., 1987a. Development of the noradrenergic,
serotonergic, and dopaminergic innervation of neocortex. Current
Topics in Developmental Biology 21, 391–423.

Foote, S.L., Morrison, J.H., 1987b. Extrathalamic modulation of cortical
function. Annual Review of Neuroscience 10, 67–95.

Fox, K., 1992. A critical period for experience-dependent synaptic plas-
ticity in rat barrel cortex. Journal of Neuroscience 12, 1826–1838.

Fox, K., 2002. Anatomical pathways and molecular mechanisms for
plasticity in the barrel cortex. Neuroscience 111, 799–814.

Fox, K., Wong, R.O.L., 2005. A comparison of experience-dependent
plasticity in the visual and somatosensory systems. Neuron 48,
465–477.

Fox, K., Schlaggar, B.L., Glazewski, S., O’leary, D.D., 1996. Glutamate
receptor blockade at cortical synapses disrupts development of tha-
lamocortical and columnar organization in somatosensory cortex.
Proceedings of the National Academy of Sciences of the United
States of America 93, 5584–5589.

Fox, K., Wright, N., Wallace, H., Glazewski, S., 2003. The origin of cor-
tical surround receptive fields studied in the barrel cortex. Journal
of Neuroscience 23, 8380–8391.

Frank, M.G., Heller, H.C., 1997. Development of REM and slow wave
sleep in the rat. American Journal of Physiology 272, R1792–R1799.

Freund, T., Buzsaki, G., 1996. Interneurons of the hippocampus.Hippo-
campus 6, 345–470.

Fries, P., 2009. Neuronal gamma-band synchronization as a fundamen-
tal process in cortical computation. Annual Review ofNeuroscience
32, 209–224.

Gall, A.J., Joshi, B., Best, J., Florang, V.R., Doorn, J.A., Blumberg, M.S.,
2009. Developmental emergence of power-law wake behavior de-
pends upon the functional integrity of the locus coeruleus. Sleep
32, 920–926.

Galli, L., Maffei, L., 1988. Spontaneous impulse activity of rat retinal
ganglion cells in prenatal life. Science 242, 90–91.

Galuske, R.A., Singer, W., 1996. The origin and topography of long-
range intrinsic projections in cat visual cortex: A developmental
study. Cerebral Cortex 6, 417–430.

Gao, X.B., Chen, G., Van Den Pol, A.N., 1998. GABA-dependent firing
of glutamate-evoked action potentials at AMPA/kainate receptors
in developing hypothalamic neurons. Journal of Neurophysiology
79, 716–726.

Garaschuk, O., Linn, J., Eilers, J., Konnerth, A., 2000. Large-scale oscil-
latory calcium waves in the immature cortex. Nature 3, 452–459.

Gasparini, S., Saviane, C., Voronin, L.L., Cherubini, E., 2000. Silent syn-
apses in the developing hippocampus: Lack of functional AMPA re-
ceptors or low probability of glutamate release? Proceedings of the
National Academy of Sciences of the United States of America 97,
9741–9746.

Goldie, L., Svedsen-Rhodes, U., Easton, J., Roberton, N.R., 1971. The de-
velopment of innate sleep rhythms in short gestation infants. Devel-
opmental Medicine and Child Neurology 13, 40–50.

Golshani, P., Goncalves, J.T., Khoshkhoo, S., Mostany, R., Smirnakis, S.,
Portera-Cailliau, C., 2009. Internally mediated developmental
desynchronization of neocortical network activity. Journal of Neu-
roscience 29, 10890–10899.

Gramsbergen, A., 1976. The development of the EEG in the rat. Devel-
opmental Psychobiology 9, 501–515.

Gray, C.M., Singer, W., 1989. Stimulus-specific neuronal oscillations
in orientation columns of cat visual cortex. Proceedings of the Na-
tional Academy of Sciences of the United States of America 86,
1698–1702.

1498.6 EARLY ACTIVITY PATTERNS AND THE DEVELOPMENT OF PERCEPTION

I. CIRCUIT DEVELOPMENT



Grubb, M.S., Rossi, F.M., Changeux, J.P., Thompson, I.D., 2003. Abnor-
mal functional organization in the dorsal lateral geniculate nucleus
of mice lacking the beta 2 subunit of the nicotinic acetylcholine re-
ceptor. Neuron 40, 1161–1172.

Gulledge, A.T., Stuart, G.J., 2003. Excitatory actions of GABA in the cor-
tex. Neuron 37, 299–309.

Haider, B., Mccormick, D.A., 2009. Rapid neocortical dynamics: Cellu-
lar and network mechanisms. Neuron 62, 171–189.

Hamburger, V., 1975. Fetal behavior. In: Hafez, E.S. (Ed.), TheMamma-
lian Fetus: Comparitive Biology and Methodology. Charles C
Thomas, Springfield, pp. 69–81.

Hanganu, I.L., Ben Ari, Y., Khazipov, R., 2006. Retinal waves trigger
spindle bursts in the neonatal rat visual cortex. Journal of Neurosci-
ence 26, 6728–6736.

Hanganu, I.L., Staiger, J.F., Ben Ari, Y., Khazipov, R., 2007. Cholinergic
modulation of spindle bursts in the neonatal rat visual cortex in
vivo. Journal of Neuroscience 27, 5694–5705.

Hebb, D.O., 1949. The Organization of Behaviour. John Wiley & Sons,
New York.

Henley, J., Poo,M.M., 2004. Guiding neuronal growth cones using Ca2þ

signals. Trends in Cell Biology 14, 320–330.
Hensch, T.K., Fagiolini, M., Mataga, N., Stryker, M.P., Baekkeskov, S.,

Kash, S.F., 1998. Local GABA circuit control of experience-dependent
plasticity in developing visual cortex. Science 282, 1504–1508.

Hestrin, S., 1992. Developmental regulation of NMDA receptor-
mediated synaptic currents at a central synapse. Nature 357,
686–689.

Higashi, S., Molnar, Z., Kurotani, T., Toyama, K., 2002. Prenatal devel-
opment of neural excitation in rat thalamocortical projections stud-
ied by optical recording. Neuroscience 115, 1231–1246.

Huang, Z.J., Kirkwood, A., Pizzorusso, T., et al., 1999. BDNF regulates
the maturation of inhibition and the critical period of plasticity in
mouse visual cortex. Cell 98, 739–755.

Hubel, D.H., Wiesel, T.N., 1970. The period of susceptibility to the
physiological effects of unilateral eye closure in kittens. The Journal
of Physiology (London) 206, 419–436.

Huberman, A.D., Feller, M.B., Chapman, B., 2008. Mechanisms under-
lying development of visual maps and receptive fields. Annual Re-
view of Neuroscience 31, 479–509.

Huttenlocher, P.R., Dabholkar, A.S., 1997. Regional differences in
synaptogenesis in human cerebral cortex. The Journal of Compara-
tive Neurology 387, 167–178.

Isaac, J.T.R., Nicoll, R.A., Malenka, R.C., 1995. Evidence for silent
synapses: Implications for the expression of LTP.Neuron 15, 427–434.

Isaac, J.T.R., Crair, M.C., Nicoll, R.A., Malenka, R.C., 1997. Silent syn-
apses during development of thalamocortical inputs. Neuron 18,
269–280.

Iwasato, T., Datwani, A., Wolf, A.M., et al., 2000. Cortex-restricted dis-
ruption of NMDAR1 impairs neuronal patterns in the barrel cortex.
Nature 406, 726–731.

Johnston, M.V., Coyle, J.T., 1981. Development of central neurotrans-
mitter systems. Ciba Foundation Symposium 86, 251–270.

Jouvet-Mounier, D., Astic, L., Lacote, D., 1970. Ontogenesis of the states
of sleep in rat, cat, and guinea pig during the first postnatal month.
Developmental Psychobiology 2, 216–239.

Kandler, K., Thiels, E., 2005. Flipping the switch from electrical to
chemical communication. Nature Neuroscience 8, 1633–1634.

Karlsson, K.A., Blumberg, M.S., 2005. Active medullary control of ato-
nia in week-old rats. Neuroscience 130, 275–283.

Karlsson,K.A.,Gall, A.J.,Mohns, E.J., Seelke,A.M., Blumberg,M.S., 2005.
The neural substrates of infant sleep in rats. PLoS Biology 3, E143.

Katz, L.C., Crowley, J.C., 2002. Development of cortical circuits: Les-
sons from ocular dominance columns. Nature Reviews Neurosci-
ence 3, 34–42.

Katz, L.C., Shatz, C.J., 1996. Synaptic activity and the construction of
cortical circuits. Science 274, 1133–1138.

Kerschensteiner, D.,Wong, R.O., 2008. A precisely timed asynchronous
pattern of on and off retinal ganglion cell activity during propaga-
tion of retinal waves. Neuron 58, 851–858.

Khazipov, R., Ragozzino, D., Bregestovski, P., 1995. Kinetics and Mg2þ

block of N-methyl-D-aspartate receptor channels during postnatal
development of hippocampal CA3 pyramidal neurons. Neurosci-
ence 69, 1057–1065.

Khazipov, R., Leinekugel, X., Khalilov, I., Gaı̈arsa, J.-L., Ben-Ari, Y.,
1997. Synchronization of GABAergic interneuronal network in
CA3 subfield of neonatal rat hippocampal slices. The Journal of
Physiology (London) 498, 763–772.

Khazipov, R., Khalilov, I., Tyzio, R., Morozova, E., Ben Ari, Y.,
Holmes, G.L., 2004a. Developmental changes in GABAergic actions
and seizure susceptibility in the rat hippocampus. European Jour-
nal of Neuroscience 19, 590–600.

Khazipov, R., Luhmann, H.J., 2006. Early patterns of electrical activity
in the developing cerebral cortex of humans and rodents. Trends in
Neuroscience 29, 414–418.

Khazipov, R., Sirota, A., Leinekugel, X., Holmes, G.L., Ben Ari, Y.,
Buzsaki, G., 2004b. Early motor activity drives spindle bursts in
the developing somatosensory cortex. Nature 432, 758–761.

Kidd, F.L., Isaac, J.T., 1999. Developmental and activity-dependent reg-
ulation of kainate receptors at thalamocortical synapses. Nature
400, 569–573.

Kreider, J.C., Blumberg,M.S., 2000.Mesopontine contribution to the ex-
pression of active ‘Twitch’ sleep in decerebrate week-old rats. Brain
Research 872, 149–159.

Lamblin, M.D., Andre, M., Challamel, M.J., et al., 1999. Electro-
encephalography of the premature and term newborn. Matu-
rational aspects and glossary. Neurophysiologie Clinique 29,
123–219.

Lamsa, K., Palva, J.M., Ruusuvuori, E., Kaila, K., Taira, T., 2000. Synap-
tic GABA(A) activation inhibits AMPA-kainate receptor-mediated
bursting in the newborn (P0-P2) rat hippocampus. Journal of Neu-
rophysiology 83, 359–366.

Landers, M., Philip, Z.H., 2006. Development of rodent whisking:
Trigeminal input and central pattern generation. Somatosensory
and Motor Research 23, 1–10.

Latsari, M., Dori, I., Antonopoulos, J., Chiotelli, M., Dinopoulos, A.,
2002. Noradrenergic innervation of the developing and mature
visual and motor cortex of the rat brain: A light and electron micro-
scopic immunocytochemical analysis. The Journal of Comparative
Neurology 445, 145–158.

Lee, L.J., Iwasato, T., Itohara, S., Erzurumlu, R.S., 2005a. Exube-
rant thalamocortical axon arborization in cortex-specific NMDAR1
knockout mice. Journal of Comparative Neurology 485, 280–292.

Lee, L.J., Lo, F.S., Erzurumlu, R.S., 2005b. Nmda receptor-dependent
regulation of axonal and dendritic branching. Journal of Neurosci-
ence 25, 2304–2311.

Leinekugel, X., Medina, I., Khalilov, I., Ben-Ari, Y., Khazipov, R., 1997.
Ca2þ oscillations mediated by the synergistic excitatory actions of
GABAa and NMDA receptors in the neonatal hippocampus. Neu-
ron 18, 243–255.

Leinekugel, X., Khazipov, R., Cannon, R., Hirase, H., Ben Ari, Y.,
Buzsaki, G., 2002. Correlated bursts of activity in the neonatal hip-
pocampus in vivo. Science 296, 2049–2052.

Loturco, J.J., Blanton, M.G., Kriegstein, A.R., 1991. Initial expression
and endogenous activation of NMDA channels in early neocortical
development. Journal of Neuroscience 11, 792–799.

Loturco, J.J., Owens, D.F., Heath, M.J., Davis, M.B., Kriegstein, A.R.,
1995. GABA and glutamate depolarize cortical progenitor cells
and inhibit DNA synthesis. Neuron 15, 1287–1298.

150 8. NEONATAL CORTICAL RHYTHMS

I. CIRCUIT DEVELOPMENT



Lu, T., Trussell, L.O., 2001. Mixed excitatory and inhibitory GABA-
mediated transmission in chick cochlear nucleus. The Journal of
Physiology 535, 125–131.

Lu, H.C., Butts, D.A., Kaeser, P.S., She,W.C., Janz, R., Crair, M.C., 2006.
Role of efficient neurotransmitter release in barrel map develop-
ment. Journal of Neuroscience 26, 2692–2703.

Luhmann, H.J., Prince, D.A., 1991. Postnatal maturation of the
GABAergic system in rat neocortex. Journal of Neurophysiology
65, 247–263.

Luhmann, H.J., Martinez, M.L., Singer, W., 1986. Development of hor-
izontal intrinsic connections in cat striate cortex. Experimental Brain
Research 63, 443–448.

Marcano-Reik, A.J., Blumberg, M.S., 2008. The corpus callosum modu-
lates spindle-burst activity within homotopic regions of somatosen-
sory cortex in newborn rats. European Journal of Neuroscience 28,
1457–1466.

Marcano-Reik, A.J., Prasad, T., Weiner, J.A., Blumberg, M.S., 2010. An
abrupt developmental shift in callosal modulation of sleep-related
spindle bursts coincides with the emergence of excitatory-
inhibitory balance and a reduction of somatosensory cortical plas-
ticity. Behavioral Neuroscience 124, 600–611.

Mclaughlin, T., Torborg, C.L., Feller, M.B., O’leary, D.D., 2003. Retino-
topic Map refinement requires spontaneous retinal waves during a
brief critical period of development. Neuron 40, 1147–1160.

Mechawar, N., Descarries, L., 2001. The cholinergic innervation de-
velops early and rapidly in the rat cerebral cortex: A quantitative
immunocytochemical study. Neuroscience 108, 555–567.

Meister, M., Wong, R.O., Baylor, D.A., Shatz, C.J., 1991. Synchronous
bursts of action potentials in ganglion cells of the developing mam-
malian retina. Science 252, 939–943.

Menendez, D.L.P., Bolea, S., Sanchez-Andres, J.V., 1996. Analytical char-
acterization of spontaneous activity evolution during hippocampal
development in the rabbit. Neuroscience Letters 218, 185–187.

Milh, M., Kaminska, A., Huon, C., Lapillonne, A., Ben Ari, Y.,
Khazipov, R., 2007. Rapid cortical oscillations and earlymotor activ-
ity in premature human neonate. Cerebral Cortex 17, 1582–1594.

Minlebaev, M., Ben-Ari, Y., Khazipov, R., 2007. Network mechanisms
of spindle-burst oscillations in the neonatal rat barrel cortex in vivo.
Journal of Neurophysiology 97, 692–700.

Minlebaev,M., BenAri, Y., Khazipov, R., 2009. Nmda receptors pattern
early activity in the developing barrel cortex in vivo. Cerebral Cor-
tex 19, 688–696.

Minlebaev, M., Colonnese, M., Tsintsadze, T., Sirota, A., Khazipov, R.,
2011. Early gamma oscillations synchronize developing thalamus
and cortex. Science 334, 226–229.

Miyamoto, H., Katagiri, H., Hensch, T., 2003. Experience-dependent
slow-wave sleep development. Nature Neuroscience 6, 553–554.

Mohns, E.J., Blumberg, M.S., 2008. Synchronous bursts of neuronal ac-
tivity in the developing hippocampus: Modulation by active sleep
and association with emerging gamma and theta rhythms. Journal
of Neuroscience 28, 10134–10144.

Molnar, Z., Higashi, S., Lopez-Bendito, G., 2003. Choreography of early
thalamocortical development. Cerebral Cortex 13, 661–669.

Monyer, H., Burnashev, N., Laurie, D.J., Sakmann, B., Seeburg, P.H.,
1994. Developmental and regional expression in the rat brain and
functional properties of four NMDA receptors. Neuron 12, 529–540.

Mooney, R., Penn, A.A., Gallego, R., Shatz, C.J., 1996. Thalamic relay of
spontaneous retinal activity prior to vision. Neuron 17, 863–874.

Mrsic-Flogel, T.D., Hofer, S.B., Creutzfeldt, C., et al., 2005. Altered map
of visual space in the superior colliculus ofmice lacking early retinal
waves. Journal of Neuroscience 25, 6921–6928.

Mu, Y., Poo, M.M., 2006. Spike timing-dependent LTP/LTD mediates
visual experience-dependent plasticity in a developing retinotectal
system. Neuron 50, 115–125.

Muir-Robinson, G., Hwang, B.J., Feller, M.B., 2002. Retinogeniculate
axons undergo eye-specific segregation in the absence of eye-
specific layers. Journal of Neuroscience 22, 5259–5264.

Nicol, X., Voyatzis, S., Muzerelle, A., et al., 2007. Camp oscillations and
retinal activity are permissive for ephrin signaling during the estab-
lishment of the retinotopic Map. Nature Neuroscience 10, 340–347.

Niedermeyer, E., (2005). Maturation of the EEG: Development of wak-
ing and sleep patterns. In: Niedermeyer, E. Lopez Da Silva, F.
(Eds.), Electroencephalography: Basic Principles, Clinical Applica-
tions and Related Fields, pp. 209–234. Philadelphia: Lippincott
Williams and Wilkins.

Nolte, R., Schulte, F.J., Michaelis, R., Weisse, U., Gruson, R., 1969. Bio-
electric brain maturation in small-for-dates infants. Developmental
Medicine and Child Neurology 11, 83–93.

O’Donovan, M.J., 1999. The origin of spontaneous activity in develop-
ing networks of the vertebrate nervous system. Current Opinion in
Neurobiology 9, 94–104.

Ohshiro, T., Weliky, M., 2006. Simple fall-off pattern of correlated neu-
ral activity in the developing lateral geniculate nucleus. Nature
Neuroscience 9, 1541–1548.

O’leary,D.D., Ruff, N.L., Dyck, R.H., 1994. Development, critical period
plasticity, and adult reorganizations of mammalian somatosensory
systems. Current Opinion in Neurobiology 4, 535–544.

Owens, D.F., Boyce, L.H., Davis,M.B., Kriegstein, A.R., 1996. Excitatory
GABA responses in embryonic and neonatal cortical slices demon-
strated by gramicidin perforated-patch recordings and calcium im-
aging. Journal of Neuroscience 16, 6414–6423.

Parmelee, A.H., Akiyama, Y., Stern, E., Harris, M.A., 1969. A periodic
cerebral rhythm in newborn infants. Experimental Neurology 25,
575–584.

Penn, A.A., Riquelme, P.A., Feller, M.B., Shatz, C.J., 1998. Competition
in retinogeniculate patterning driven by spontaneous activity.
Science 279, 2108–2112.

Persico, A.M., Mengual, E., Moessner, R., et al., 2001. Barrel pattern for-
mation requires serotonin uptake by thalamocortical afferents, and
not vesicular monoamine release. Journal of Neuroscience 21,
6862–6873.

Petersen, C., 2007. The functional organization of the barrel cortex.
Neuron 56, 339–355.

Petersen, C.C.H., Sakmann, B., 2001. Functionally independent col-
umns of rat somatosensory barrel cortex revealed with voltage-
sensitive dye imaging. Journal of Neuroscience 21, 8435–8446.

Petersson, P., Waldenstrom, A., Fahraeus, C., Schouenborg, J., 2003.
Spontaneousmuscle twitches during sleep guide spinal self-organi-
zation. Nature 424, 72–75.

Prechtl, H.F., 1997. State of the art of a new functional assessment of the
young nervous system. An early predictor of cerebral palsy. Early
Human Development 50, 1–11.

Price, D.J., Kennedy, H., Dehay, C., et al., 2006. The development
of corticalconnections.EuropeanJournalofNeuroscience23,910–920.

Rakic, P., 1976. Prenatal genesis of connections subserving ocular dom-
inance in the rhesus monkey. Nature 261, 467–471.

Rakic, P., Komuro, H., 1995. The role of receptor/channel activity in
neuronal cell migration. Journal of Neurobiology 26, 299–315.

Rheims, S., Minlebaev, M., Ivanov, A., et al., 2008. Excitatory GABA in
rodent developing neocortex in vitro. Journal of Neurophysiology
100, 609–619.

Rivera, C., Voipio, J., Payne, J.A., et al., 1999. The Kþ/Cl� Co-
transporter KCC2 renders GABA hyperpolarizing during neuronal
maturation. Nature 397, 251–255.

Rochefort, N.L., Garaschuk, O., Milos, R.I., et al., 2009. Sparsification of
neuronal activity in the visual cortex at eye-opening. Proceedings of
the National Academy of Sciences of the United States of America
106, 15049–15054.

1518.6 EARLY ACTIVITY PATTERNS AND THE DEVELOPMENT OF PERCEPTION

I. CIRCUIT DEVELOPMENT



Rubenstein, J.L.R., Rakic, P., 2013. Patterning and Cell Types Specifica-
tion in the Developing CNS and PNS.

Ruthazer, E.S., Stryker, M.P., 1996. The role of activity in the develop-
ment of long-range horizontal connections in area 17 of the ferret.
Journal of Neuroscience 16, 7253–7269.

Sanchez-Vives, M.V., McCormick, D.A., 2000. Cellular and network
mechanisms of rhythmic recurrent activity in neocortex. Nature
Neuroscience 3, 1027–1034.

Scher,M.S., 2006. Electroencephalography of the newborn: Normal fea-
tures. In: Holmes, G.L., Moshe, S., Jones, R.H. (Eds.), Clinical Neu-
rophysiology of Infancy, Childhood and Adolescence. Elsevier,
St. Louis, MO, pp. 46–69.

Schlaggar, B.L., Fox, K., O’leary, D.M., 1993. Postsynaptic control of plas-
ticity in developing somatosensory cortex. Nature 364, 623–626.

Seelke, A.M., Blumberg, M.S., 2008. The microstructure of active and
quiet sleep as cortical delta activity emerges in infant rats. Sleep
31, 691–699.

Seelke, A.M., Blumberg, M.S., 2010. Developmental appearance and
disappearance of cortical events and oscillations in infant rats. Brain
Research 1324, 34–42.

Shatz, C.J., Stryker, M.P., 1988. Prenatal tetrodotoxin infusion blocks
segregation of retinogeniculate afferents. Science 242, 87–89.

Shu, Y., Hasenstaub, A., Mccormick, D.A., 2003. Turning on and off re-
current balanced cortical activity. Nature 423, 288–293.

Sipila, S.T., Huttu, K., Soltesz, I., Voipio, J., Kaila, K., 2005. Depolarizing
GABA acts on intrinsically bursting pyramidal neurons to drive gi-
ant depolarizing potentials in the immature hippocampus. Journal
of Neuroscience 25, 5280–5289.

Sipila, S.T., Schuchmann, S., Voipio, J., Yamada, J., Kaila, K., 2006. The
Na-K-Cl cotransporter (NKCC1) promotes sharp waves in the neo-
natal rat hippocampus. Journal of Physiology 573, 765–773.

Smith, S.L., Trachtenberg, J.T., 2007. Experience-dependent binocular
competition in the visual cortex begins at eye opening. Nature Neu-
roscience 10, 370–375.

Stellwagen, D., Shatz, C.J., 2002. An instructive role for retinal waves in
the development of retinogeniculate connectivity. Neuron 33,
357–367.

Steriade, M., 2001. Impact of network activities on neuronal proper-
ties in corticothalamic systems. Journal of Neurophysiology 86,
1–39.

Steriade, M., Mccormick, D.A., Sejnowski, T.J., 1993. Thalamocortical
oscillations in the sleeping and aroused brain. Science 262, 679–685.

Stern, E.A., Maravall, M., Svoboda, K., 2001. Rapid development and
plasticity of layer 2/3 maps in rat barrel cortex in vivo. Neuron
31, 305–315.

Stockard-Pope, J.E., Werner, S.S., Bickford, R.G., 1992. Atlas of Neona-
tal Electroencelography, 2nd edn. Raven Press, New York.

Stryker, M.P., Harris, W.A., 1986. Binocular impulse blockade prevents
the formation of ocular dominance columns in cat visual cortex.
Journal of Neuroscience 6, 2117–2133.

Sun, Q.Q., Huguenard, J.R., Prince, D.A., 2006. Barrel cortex microcir-
cuits: Thalamocortical feedforward inhibition in spiny stellate cells
is mediated by a small number of fast-spiking interneurons. Journal
of Neuroscience 26, 1219–1230.

Tian, N., Copenhagen, D.R., 2003. Visual stimulation is required for re-
finementof onandoff pathways inpostnatal retina.Neuron39, 85–96.

Timofeev, I., Grenier, F., Bazhenov, M., Sejnowski, T.J., Steriade, M.,
2000. Origin of slow cortical oscillations in deafferented cortical
slabs. Cerebral Cortex 10, 1185–1199.

Torborg, C.L., Feller, M.B., 2005. Spontaneous patterned retinal activity
and the refinement of retinal projections. Progress in Neurobiology
76, 213–235.

Tsai, W.H., Koh, S.W., Puro, D.G., 1987. Epinephrine regulates cholin-
ergic transmission mediated by rat retinal neurons in culture. Neu-
roscience 22, 675–680.

Tyzio, R., Cossart, R., Khalilov, I., et al., 2006. Maternal oxytocin trig-
gers a transient inhibitory switch in GABA signaling in the fetal
brain during delivery. Science 314, 1788–1792.

Uhlhaas, P.J., Roux, F., Rodriguez, E., Rotarska-Jagiela, A., Singer, W.,
2010. Neural synchrony and the development of cortical networks.
Trends in Cognitive Science 14, 72–80.

Valeeva, G., Abdullin, A., Tyzio, R., et al., 2010. Temporal coding at the
immature depolarizing GABAergic synapse. Frontiers in Cellular
Neuroscience 4, 17.

Van Der Loos, H., Woolsey, T.A., 1973. Somatosensory cortex: Struc-
tural alterations following early injury to sense organs. Science
179, 395–398.

Vanhatalo, S., Kaila, K., 2006. Development of neonatal EEG activity:
From phenomenology to physiology. Seminars in Fetal & Neonatal
Medicine 11, 471–478.

Vanhatalo, S., Tallgren, P., Andersson, S., Sainio, K., Voipio, J., Kaila, K.,
2002. DC-EEG discloses prominent, very slow activity patterns
during sleep in preterm infants. Clinical Neurophysiology 113,
1822–1825.

Vanhatalo, S., Palva, J.M., Andersson, S., Rivera, C., Voipio, J., Kaila, K.,
2005. Slow endogenous activity transients and developmental ex-
pression of Kþ-Cl- cotransporter 2 in the immature human cortex.
European Journal of Neuroscience 22, 2799–2804.

Venkatesan, C., Song, X.Z., Go, C.G., Kurose, H., Aoki, C., 1996. Cellu-
lar and subcellular distribution of alpha 2a-adrenergic receptors
in the visual cortex of neonatal and adult rats. The Journal of
Comparative Neurology 365, 79–95.

Voronin, L.L., Altinbaev, R.S., Bayazitov, I.T., et al., 2004. Postsynaptic
depolarisation enhances transmitter release and causes the appear-
ance of responses at “silent” synapses in rat hippocampus. Neuro-
science 126, 45–59.

Wallace, H., Glazewski, S., Liming, K., Fox, K., 2001. The role of cortical
activity in experience-dependent potentiation and depression of
sensory responses in rat barrel cortex. Journal of Neuroscience 21,
3881–3894.

Wang, X.J., 2010. Neurophysiological and computational principles
of cortical rhythms in cognition. Physiological Reviews 90,
1195–1268.

Warland, D.K., Huberman, A.D., Chalupa, L.M., 2006. Dynamics of
spontaneous activity in the fetal macaque retina during develop-
ment of retinogeniculate pathways. Journal of Neuroscience 26,
5190–5197.

Watanabe, K., Iwase, K., 1972. Spindle-like fast rhythms in the EEGs
of low-birth weight infants. Developmental Medicine and Child
Neurology 14, 373–381.

Wells, J.E., Porter, J.T., Agmon, A., 2000. GABAergic inhibition
suppresses paroxysmal network activity in the neonatal rodent
hippocampus and neocortex. Journal of Neuroscience 20,
8822–8830.

Wespatat, V., Tennigkeit, F., Singer, W., 2004. Phase sensitivity of syn-
aptic modifications in oscillating cells of rat visual cortex. Journal of
Neuroscience 24, 9067–9075.

White, L.E., Coppola, D.M., Fitzpatrick, D., 2001. The contribution of
sensory experience to the maturation of orientation selectivity in
ferret visual cortex. Nature 411, 1049–1052.

Wong, R.O., Meister, M., Shatz, C.J., 1993. Transient period of corre-
lated bursting activity during development of the mammalian ret-
ina. Neuron 11, 923–938.

Woolsey, T.A., Van Der Loos, H., 1970. The structural organization of
layer IV in the somatosensory region (Si) of mouse cerebral cortex.
The description of a cortical field composed of discrete cytoarchitec-
tonic units. Brain Research 17, 205–242.

Woolsey, T.A.,Wann, J.R., 1976. Areal changes inmouse cortical barrels
following vibrissal damage at different postnatal ages. Journal of
Comparative Neurology 170, 53–66.

152 8. NEONATAL CORTICAL RHYTHMS

I. CIRCUIT DEVELOPMENT



Yamada, J., Okabe, A., Toyoda, H., Kilb, W., Luhmann, H.J.,
Fukuda, A., 2004. Cl� uptake promoting depolarizing GABA ac-
tions in immature rat neocortical neurones is mediated by NKCC1.
The Journal of Physiology Online 557, 829–841.

Yang, J.W., Hanganu-Opatz, I.L., Sun, J.J., Luhmann, H.J., 2009. Three
patterns of oscillatory activity differentially synchronize develop-
ing neocortical networks in vivo. Journal of Neuroscience 29,
9011–9025.

Yuste, R., Katz, L.C., 1991. Control of postsynaptic Ca2þ influx in devel-
oping neocortex by excitatory and inhibitory neurotransmitters.
Neuron 6, 333–344.

Zhou, Q., Poo, M.M., 2004a. Reversal and consolidation of activity-
inducedsynapticmodifications.Trends inNeurosciences27, 378–383.

Zhou, Q., Tao, H.W., Poo,M.M., 2003. Reversal and stabilization of syn-
aptic modifications in a developing visual system. Science 300,
1953–1957.

1538.6 EARLY ACTIVITY PATTERNS AND THE DEVELOPMENT OF PERCEPTION

I. CIRCUIT DEVELOPMENT



Intentionally left as blank



C H A P T E R

9

Spike Timing-Dependent Plasticity
D.E. Shulz1, D.E. Feldman2

1Centre National de la Recherche Scientifique, Gif sur Yvette, France; 2University of California

Berkeley, Berkeley, CA, USA

O U T L I N E

9.1 Introduction 155

9.2 Discovery of STDP 156

9.3 Prevalence and Diversity of STDP 156

9.4 Functional Properties of STDP 159

9.5 Cellular Mechanisms of STDP 162
9.5.1 Biochemical Signaling Pathways for Hebbian

STDP 163
9.5.2 Biochemical Signaling Pathways for

Anti-Hebbian and All-LTD STDP 164
9.5.3 Dendritic Excitability and STDP 164
9.5.4 Neuromodulatory Control of STDP 165

9.6 Is STDP Relevant In Vivo? 166

9.7 Functions of STDP in Development 168
9.7.1 Are Developing Synapses Capable of STDP? 168
9.7.2 What Are the Predicted Functions of STDP

in Development, Based on Theory and
Simulation? 168

9.7.3 What Developmental Functions Have Been
Empirically Demonstrated to Result from
STDP In Vivo? 170

9.7.3.1 STDP in Emergence of Direction

Selectivity in Xenopus tectum 170

9.7.3.2 STDP in Experience-Dependent

Development of Sensory Tuning in

V1 Cortex 171

9.7.3.3 STDP in Deprivation-Induced

Plasticity in S1 and V1 Cortex 172

9.8 Functions of STDP in Adult Plasticity
and Learning 173
9.8.1 Sensory Learning and Primary Sensory Cortex

Plasticity 173
9.8.2 Sensory Image Cancellation in Electric Fish 174
9.8.3 Hippocampus and Memory 174
9.8.4 Olfactory Learning 174
9.8.5 STDP in Human Cortex 174

Acknowledgments 175

Glossary 175

References 175

9.1 INTRODUCTION

Since its discovery 15 years ago, spike timing-depen-
dent plasticity (STDP) has emerged as a leading candi-
date mechanism for activity-dependent synaptic
plasticity during neural circuit development and for
driving neural plasticity and learning in adults. This
is due to its physiologically realistic induction require-
ments, powerful Hebbian properties, and prevalence
across many cell types and synapses from insects to
mammals. However, STDP is a more complex and less

understood phenomenon than apparent from initial
studies in in vitro brain slices. Though STDP is widely
observed in vitro, whether STDP is a plausible learning
mechanism under natural conditions in vivo has been
questioned. A substantial number of studies have now
characterized STDP from the molecular to the circuit
and systems levels. The purpose of this review is to crit-
ically analyze the data on diversity of STDP, predicted
functional properties, cellular mechanisms, and its role
in circuit development and adult plasticity in vivo.
Several excellent reviews of specific aspects of STDP
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have been published (Abbott and Nelson, 2000; Caporale
and Dan, 2008; Dan and Poo, 2006; Fino and Venance,
2011; Letzkus et al., 2007; Lisman and Spruston, 2005;
Paulsen and Sejnowski, 2000).We conclude that STDP oc-
curs broadly andwith diverse cellularmechanisms; that it
ispowerfullymodulatedbydendriticexcitability,network
activity, and neuromodulation, which both enriches its
computational role andwill constrain its relevance in vivo;
that STDP does occur in vivo at least under controlled
experimental conditions; and that STDP may contribute
to several basic features of neural circuit development
and to several forms of adult learning.

9.2 DISCOVERY OF STDP

Activity-dependent long-term modification of syn-
apse strength is critical for the development of neural
circuits and underlies learning and memory in young
and adult brains. The seminal theoretical description of
activity-dependent plasticity was by Donald Hebb, who
proposed that when cell A reliably contributes to spiking
of postsynaptic cell B, synapse strength from A to B is
functionally enhanced (Hebb, 1949). This rule was later
amended to include weakening of ineffective synapses
(Bienenstock et al., 1982; Sejnowski, 1977; Stent, 1973; von
der Malsburg, 1973). In the period between the 1970s and
1990s, long-term synaptic potentiation and depression
(LTP and LTD)were discovered and shown to implement
Hebbian synaptic plasticity. These forms of synaptic plas-
ticity have since been observed in almost every area of the
brain. In classical LTP and LTD, the change in synaptic
weight depends on temporally correlated pre- and post-
synaptic activity (reviewed in Fregnac and Shulz, 1999).
This is termed correlation-dependent plasticity (CDP).
The temporal requirement for pre- and postsynaptic coac-
tivation in CDP was not considered to be very stringent
(�50 ms ormore), and plasticitywas thought to be largely
independent of the precise timing and order of action
potentials.

Some studies, however, noted that the order of activa-
tion of the presynaptic and postsynaptic neurons was
crucial in determining the sign of plasticity (LTP or
LTD) (Levy and Steward, 1983). Gustafsson et al.
(1987) showed that LTP was induced if an excitatory
postsynaptic potential (EPSP) preceded a postsynaptic
spike burst by <100 ms and was not induced if the EPSP
immediately followed the burst. This order of pre- and
postsynaptic activity was later shown to induce LTD
(Debanne et al., 1994, 1996). In 1997, several groups
discovered that induction of LTP and LTD by pairing
pre- and postsynaptic action potentials was critically de-
pendent on the order and relative timing of single spikes,
down to the millisecond scale (Bell et al., 1997; Bi and

Poo, 1998; Debanne et al., 1994, 1997; Markram et al.,
1997; Figure 9.1). Confirmation at many other synapses
followed. This form of temporally precise bidirectional
Hebbian plasticity was termed STDP (Abbott and
Nelson, 2000). STDP has been proposed on theoretical
grounds to be a major mechanism for the induction of
in vivo synaptic plasticity (Abbott and Nelson, 2000;
Gerstner et al., 1996; Song et al., 2000; van Rossum
et al., 2000). In the canonical form of STDP, as occurs
in cortical pyramidal cells, when a presynaptic spike
(and the resulting EPSP) leads a postsynaptic spike by
up to 10–20 ms, an increase in synapse strength (LTP)
is induced. Conversely, LTD is observed when a post-
synaptic spike precedes a presynaptic spike and
EPSP by short (0–20 ms) or long (0–100 ms) intervals,
depending on the synapse being studied (Feldman,
2000; Froemke and Dan, 2002; Markram et al., 1997;
Nishiyama et al., 2000; Sjostrom and Nelson, 2002;
Sjostrom et al., 2001). Functionally, this rule causes synap-
tic inputs that contribute to postsynaptic firing being po-
tentiated, while uncorrelated inputs onto otherwise active
postsynaptic cells are depressed. This implements Hebb’s
learning rule (Abbott and Nelson, 2000; Paulsen and
Sejnowski, 2000).

STDP has been extensively studied both experimen-
tally and computationally. The mechanisms and func-
tional consequences of STDP have been characterized
in many different systems both in vivo and in vitro. Here,
recent progress in the relevance of STDP in the intact brain
is reviewed, with a particular emphasis on its functional
properties, its multiple cellular mechanisms, and its im-
plication in development, adult plasticity, and learning.

9.3 PREVALENCE AND DIVERSITY
OF STDP

STDP is highly prevalent in the nervous system, from
insects to mammals. It has been observed at a wide va-
riety of excitatory and inhibitory synapses in many brain
areas and inmultiple cell types and preparations, includ-
ing neuronal cell cultures, in vitro brain slices, and in
vivo. While all STDP depends on precise timing and
order of pre- and postsynaptic spikes, the precise tem-
poral windows, magnitude, and sign of plasticity are
remarkably diverse across synapses (Figure 9.2)
(reviewed in Caporale and Dan, 2008; Shulz and Jacob,
2010). This diversity of STDP rules reflects both the exis-
tence of distinct cell type-specific forms of STDP, and the
fact that nonassociative factors (i.e., factors besides pre–
post spike timing) strongly modulate STDP induction.
These factors include the number and frequency of post-
synaptic spikes during induction (Froemke and Dan,
2002; Froemke et al., 2005; Sjostrom et al., 2001), the level
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of postsynaptic depolarization evoked by presynaptic
spikes (Sjostrom and Hausser, 2006; Sjostrom et al.,
2001, 2004, 2008), synapse location in the dendritic tree
(Froemke et al., 2005; Letzkus et al., 2006; Sjostrom and
Hausser, 2006), and regulation by neuromodulators
(Pawlak and Kerr, 2008; Reynolds and Wickens, 2002;
Seol et al., 2007).

Three major classes of STDP can be distinguished
within the substantial diversity of STDP forms. These
are (a) canonical Hebbian STDP in which pre-leading-
post and post-leading-pre spike pairings lead to LTP
and LTD, respectively; (b) anti-Hebbian STDP in which
both LTP and LTD occur butwith an inverse relationship
to spike timing compared to Hebbian STDP; and (c) all-
LTD STDP inwhich LTD of synaptic transmission occurs
irrespective of pre–post temporal order but only for
pre–post intervals within a defined time window.
This latter case is correlation-dependent, but with the op-
posite sign to that predicted by Hebb, and is often
termed anti-Hebbian LTD. Variation within these classes
is substantial and may reflect the existence of cell type-

specific subforms of STDP or the effects of nonassocia-
tive factors that vary across experiments.

In canonical Hebbian STDP (e.g., Bi and Poo, 1998;
Feldman, 2000; Markram et al., 1997), induction of
LTP occurs when presynaptic spikes occur up to
�10–20 ms before postsynaptic spikes. LTD is induced
by the reverse order, when postsynaptic spikes lead pre-
synaptic spikes by up to 20–100 ms, depending on the
synapse. This form of STDP is prevalent at excitatory syn-
apsesontocorticalpyramidalneurons(Figure9.2(j); Bi and
Poo, 1998; Feldman, 2000; Markram et al., 1997; Nevian
and Sakmann, 2006; Nishiyama et al., 2000; Sjostrom
et al., 2001; Wittenberg and Wang, 2006) and nonpyrami-
dal excitatory neurons in the auditory brainstem
(Figure 9.2(g)) (Tzounopoulos et al., 2004). It also occurs
at excitatory synapses onto some striatal interneurons
(Figure 9.2(a) and 9.2(d); Fino et al., 2008, 2009). In anti-
Hebbian STDP, spike order and timing trigger LTP versus
LTD induction butwith a timedependence opposite to ca-
nonical Hebbian STDP: post-leading-pre spiking drives
LTP, while pre-leading-post spike order drives LTD. This
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hasbeenobservedatparallel fiber synapsesontoGABAer-
gic Purkinje-like neurons in the electrosensory lobe of the
electric fish (a structure analogous to the mammalian cer-
ebellum) (Bell et al., 1997; Figure 9.2(h)) and at excitatory
synapses onto medium-sized spiny neurons of the stria-
tum, which are GABAergic output neurons (Fino et al.,
2005; Figure 9.2(b)), as well as excitatory inputs onto
cholinergic striatal interneurons (Fino et al., 2008;
Figure 9.2(e)). In all-LTD STDP, synapses undergo LTD
irrespective of the temporal order, as long as the pre–post
interval is less than �20–50 ms, depending on cell type.
All-LTD STDP occurs at excitatory inputs onto several
excitatory and inhibitory neurons (Figure 9.2(c), 9.2(i),
and 9.2(l); Birtoli and Ulrich, 2004; Egger et al., 1999;
Tzounopoulos et al., 2004), including fast-spiking inhibi-
tory neurons in neocortex (Birtoli and Ulrich, 2004;
Egger et al., 1999; Lu et al., 2007; Tzounopoulos et al.,
2004). Classical cerebellar LTD at parallel fiber inputs
onto Purkinje neurons is also a form of all-LTD STDP
(Wang et al., 2000).

These distinct STDP forms occur in the same brain
structure and even at synapses made by single axons
on two distinct target cell types. For example, parallel fi-
ber excitatory input onto fusiform principal neurons of
the dorsal cochlear nucleus shows classical Hebbian
STDP, while parallel fiber input onto glycinergic cart-
wheel neurons shows an all-LTD form of STDP triggered
by pre–post spike intervals (Tzounopoulos et al., 2004;
Figure 9.2(g) and 9.2(i)). This difference is likely to result
from the interaction of different transmitter systems. An
even stronger example is the excitatory cortical input to
the striatum (Fino and Venance, 2011). Excitatory synap-
ses from cortical pyramidal cells onto striatal parvalbu-
min-positive fast-spiking neurons show Hebbian STDP
(Fino et al., 2008; Figure 9.2(a)). Cortical inputs onto
neuronal nitric oxide synthase (nNOS)-expressing in-
terneurons also show Hebbian STDP but with a
peculiar time course in which the LTD window extends
to pre-leading-post intervals up to þ20 ms (Fino et al.,
2009; Figure 9.2(d)). Excitatory inputs onto cholinergic
interneurons show either anti-Hebbian STDP
(Figure 9.2(e)) or LTD-only STDP (Figure 9.2(f)),
depending on the excitability state of the postsynaptic
neuron. Thus, multiple postsynaptic cell type-specific
forms of STDP coexist in the striatum. This diversity
of STDP forms may affect striatal output in ways that
are not yet fully explored (Fino and Venance, 2011).

STDP of inhibitory synapses onto excitatory neurons
has been much less studied but seems distinct from ex-
citatory synapses. In the entorhinal cortex, inhibitory in-
puts from layer two onto stellate cells exhibit a modified
Hebbian STDP with a temporal range between �5 and
þ5 ms in which no plasticity is induced (Haas et al.,
2006; Figure 9.2(m)). In the hippocampus, inhibitory in-
puts to CA1 pyramids exhibit a symmetrical curve, with

potentiation induced by both pre–post and post–pre
pairings within �20 ms and depression induced by lon-
ger negative or positive intervals (Woodin et al., 2003;
Figure 9.2(k)).

In conclusion, STDP has diverse forms, though three
main classes can be distinguished. The wide variety of
cell type-specific STDP rules may extend the computa-
tional power of neuronal circuits and enable differential
control of processing and storage of information by sub-
populations of neurons. Despite this diversity, most of
our understanding of STDP in neural development
and learning focuses on canonical Hebbian STDP. Addi-
tional regional variation in STDPmay result from neuro-
modulatory gradients (see Reynolds and Wickens, 2002
for dopamine).

9.4 FUNCTIONAL PROPERTIES
OF STDP

STDP differs from classical CDP in its requirement for
postsynaptic somatic action potentials, its dependence
on pre- versus postsynaptic spike order, and its 10-
ms-scale spike timing dependence. Historically, correla-
tion-dependent LTP and LTD were first discovered in
response to sustained high-frequency or low-frequency
presynaptic spiking, which drive strong postsynaptic
depolarization and LTP or weak postsynaptic depolariza-
tion and LTD, respectively (Bliss and Lomo, 1973; Dudek
and Bear, 1992; Mulkey and Malenka, 1992). The critical
induction requirement atmost synapses is temporally cor-
related presynaptic spiking and postsynaptic depolariza-
tion, as shown by pairing presynaptic activation with
direct intracellular depolarization of the postsynaptic
neuron (Wigstrom et al., 1986). The molecular coinci-
dence detector is the postsynaptic N-methyl-D-aspartate
(NMDA) receptor, which fluxes calcium in response to
simultaneous glutamate and postsynaptic depolarization
(WigstromandGustafsson, 1986).Correlation-dependent,
NMDA receptor (NMDAR)-dependent LTP and LTD
became regarded as the canonical form of LTP and LTD
at excitatory synapses onto excitatory neurons, though
other, distinct forms of LTP and LTD are plentiful (e.g.,
Chevaleyre et al., 2006; Nicoll and Malenka, 1995).

In CDP, postsynaptic depolarization can arise from
any source including subthreshold dendritic depolariza-
tion, local dendritic spiking, or somatic action potentials,
and the sign of plasticity is determined by themagnitude
of postsynaptic depolarization, not the precise order or
timing of pre- and postsynaptic spikes (Lisman and
Spruston, 2005; Paulsen and Sejnowski, 2000). In con-
trast, STDP explicitly depends on postsynaptic somatic
action potentials, which backpropagate through the
dendrites to synapses, and the sign and magnitude of
plasticity depend on the sequential order and precise
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(10-ms scale) timing of pre- versus postsynaptic spikes
(Bi and Poo, 1998; Magee and Johnston, 1997; Markram
et al., 1997). The existence of STDP therefore reveals
the critical importance of precise spike timing for LTP
and LTD.

A common function of Hebbian STDP and CDP is that
they both implement bidirectional Hebbian synaptic
plasticity at excitatory synapses, which is the basis for
most modern theories of activity-dependent synapse
development and associative learning (Miller, 1994). In
bidirectional Hebbian plasticity, when neuron A consis-
tently participates in driving spikes in neuron B, the
A!B synapse is strengthened (Hebb, 1949), while inef-
fective inputs that do not drive postsynaptic spikes are
weakened (Bienenstock et al., 1982; Sejnowski, 1977;
Stent, 1973; von der Malsburg, 1973). CDP approximates
this rule by assuming that when pre- and postsynaptic
activities are strongly correlated, effective synapses exist
that causally drive postsynaptic spikes and therefore
should be potentiated. In contrast, synapses with weak
firing correlations are assumed to be ineffective and
should be depressed. Hebbian STDP implements this
rule by virtue of precise spike timing: synapses at which
presynaptic spikes lead postsynaptic spikes by a brief
10–20 ms interval must help drive postsynaptic spikes
and are potentiated, while synapses at which postsynap-
tic spikes lead presynaptic spikes are ineffective synap-
ses onto otherwise active neurons and are depressed
(Song and Abbott, 2001; Song et al., 2000; van Rossum
et al., 2000). Moreover, Hebbian STDP at many synapses
is biased toward LTD (Figures 9.1(d) and 9.2(j)) (e.g.,
Debanne et al., 1998; Feldman, 2000; Froemke et al.,
2005; Sjostrom et al., 2001). This LTD-biased STDP drives
depression of presynaptic inputs that are uncorrelated
with postsynaptic spiking, thus providing an additional
means of weakening ineffective inputs (Feldman, 2000).
Thus, Hebbian STDP implements bidirectional Hebbian
plasticity (Abbott and Nelson, 2000; Paulsen and
Sejnowski, 2000). Because STDP drives Hebbian potenti-
ation at low, physiologically realistic firing rates, STDP
may be the natural means of LTP induction in low
firing rate brain regions, neuron classes, or brain states
(Paulsen and Sejnowski, 2000).

Hebbian STDP has other functional properties that are
distinct fromCDP, and arise from the spike order depen-
dence and overall shape of the STDP learning rule. (1)
LTD-biased STDP promotes stable firing rates in neuro-
nal networks because LTP at effective synapses (which
promotes higher firing rates) is counterbalanced by syn-
apse weakening by spontaneous uncorrelated spiking
(which reduces firing rates). This results in a stable state
in which postsynaptic spikes occur relatively rarely and
spike trains are irregular and physiologically realistic
(Song et al., 2000; van Rossum et al., 2000). In contrast,
CDP is unstable due to positive feedback between firing

rate, firing correlation, and synapse strengthening (un-
less negative correlation is taken into account or a ho-
meostatic form of metaplasticity is added). (2) STDP
prevents formation of strong bidirectional recurrent ex-
citation, which forms with correlation-based learning
rules and helps drive runaway network activity
(Abbott and Nelson, 2000; Clopath et al., 2010). (3) STDP
implements competition between convergent inputs to a
postsynaptic cell, which is a key feature of developmen-
tal plasticity (Katz and Shatz, 1996). Competition
arises because synapses that fire first tend to generate
pre-leading-post spike order and are strengthened,
while later inputs exhibit post-leading-pre spike order
and are weakened. As a result, strong early inputs
competitively weaken other synapses with later or less
effective input (Abbott and Nelson, 2000; Kempter
et al., 1999; Song et al., 2000; Zhang et al., 1998). Cor-
relation-based learning rules do not generate competi-
tion between inputs without constraints on total
synapse strength or other normalization rules like his-
tory-dependent metaplasticity (Bienenstock et al.,
1982). (4) STDP helps maintain synchronous spiking
during signal propagation in feedforward networks,
which is critical for network function (Bruno and
Sakmann, 2006; Swadlow and Gusev, 2000; Usrey and
Reid, 1999). Consider a feedforward network in which
neurons exhibit a wide range of spike latency to a syn-
chronous network input. With STDP, feedforward
synapses onto postsynaptic cells that spike earliest will
be weakened, thereby increasing spike latency, while
synapses onto those cells that spike later will be strength-
ened, reducing their spike latency (Cassenaer and
Laurent, 2007; Suri and Sejnowski, 2002; Zhigulin et al.,
2003). (5) STDP is a powerful mechanism for learning
temporal sequence information because sequential acti-
vation of connected neurons drives LTP at synapses from
the first to the second neuron, but drives LTD at synapses
in the reverse direction. The result is emergence of
directional connectivity, tuning for learned sequences,
and the ability to predict future events from past stimuli
(Blum and Abbott, 1996; Engert et al., 2002; Fiete et al.,
2010; Rao and Sejnowski, 2001). In contrast, CDP cannot,
on its own, learn rapid sequence information.

Because of these theoretical properties, Hebbian STDP
is widely proposed to store learned associations and
temporal sequence information in excitatory networks
and to contribute to use-dependent developmental mat-
uration of excitatory synapses. In contrast, anti-Hebbian
STDP is appropriate to reduce the representation of in-
puts that are temporally associated with a strong,
spike-eliciting input (e.g., as occurs in cerebellum during
storage of negative images of predicted sensory input)
(Abbott and Nelson, 2000; Bell, 2001).

A major, unresolved debate is the relationship be-
tween Hebbian STDP and CDP. Section 9.5 discusses
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whether these are mechanistically distinct forms of plas-
ticity versus different operating regimes of the same fun-
damental plasticity mechanism. Here, functional
evidence that STDP and CDP are strongly interrelated
is reviewed. Despite the widespread notion that STDP
depends only on spike timing, and not on firing rate,
substantial evidence shows that STDP depends on
pre- and postsynaptic firing rate and burst structure
(Froemke and Dan, 2002; Markram et al., 1997; Nevian
and Sakmann, 2006; Pfister and Gerstner, 2006;
Sjostrom et al., 2001; Tzounopoulos et al., 2004; Wang
et al., 2005; Wittenberg and Wang, 2006; Zilberter
et al., 2009). For example, neocortical L5 and CA1 pyra-
midal cell synapses exhibit Hebbian STDP at moderate
firing rates, but high pre- and postsynaptic firing rates
(>10–50 Hz) induce LTP independent of spike timing,
and low firing rates generate LTD with post-leading-
pre firing order and no plasticity with pre-leading-post
order (Markram et al., 1997; Sjostrom et al., 2001;
Wittenberg andWang, 2006). Unitary L2/3–L2/3 synap-
ses similarly exhibit only LTD at low postsynaptic firing
rates but exhibit Hebbian STDP during high-frequency
postsynaptic bursts (Zilberter et al., 2009). These obser-
vations suggest that STDP operates primarily in a per-
missive middle range of firing frequency, while high
firing rates drive correlation-dependent LTP and low
firing rates produce a strong bias toward LTD
(Figure 9.3(a)). STDP also requires a critical level of

subthreshold dendritic depolarization prior to spiking,
which is generatedby summationofEPSPsacrossmultiple
synaptic inputs and isnecessary to alloweffectivebackpro-
pagation of spikes (Delgado et al., 2010; Sjostrom and
Hausser, 2006; Sjostrom et al., 2001; Stuart and Hausser,
2001). Thus, STDP is interdependenton spike timing, firing
rate, and subthreshold dendritic depolarization.

These experimental data suggest that STDP and CDP
represent two functional modes of a single, more general
plasticity mechanism. Some groups have argued that
STDP is the fundamental ‘kernel’ of long-termplasticity –
that STDP is driven by individual pairs of pre- and
postsynaptic spikes and that nonlinear summation of
STDP across spike pairs explains firing rate-dependent
plasticity driven by sustained or complex spike trains
(Froemke and Dan, 2002; Froemke et al., 2006; Pfister
and Gerstner, 2006; Wang et al., 2005; Wittenberg and
Wang, 2006). Other groups have argued that STDP
and CDP represent distinct fundamental modes of a sin-
gle, unified plasticity process that is sensitive to spike
timing, firing rate, and postsynaptic voltage. Indeed, a
unified biochemical model based solely on calcium
and NMDA receptor dynamics successfully explains
major properties of both STDP and firing rate-dependent
LTP and LTD (Badoual et al., 2006; Shouval et al., 2002,
2010). Similarly, a phenomenological plasticity model
based on interaction of presynaptic spikes with time-
filtered postsynaptic membrane potential predicts all
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FIGURE 9.3 Cellular mechanisms for STDP.
(a) Firing rate dependence of STDP. Curves show
magnitude of LTP or LTD that results from pre-
leading-post (black) or post-leading-pre (gray)
spike pairings, as a function ofmean pre- or post-
synaptic firing rate. Bidirectional Hebbian STDP
occurs with moderate firing rates. (b) Hebbian
STDP can be composed of NMDAR-LTP and
NMDAR-LTD (top) or NMDAR-LTP and
mGluR1–CB1-LTD (bottom). (c) Proposed den-
dritic zones for STDP, based on efficiency of ac-
tion potential backpropagation through the
dendrites.
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major features of Hebbian STDP (Clopath et al., 2010;
Pfister and Gerstner, 2006). If this unified view is cor-
rect, the term ‘STDP’ should be taken to describe the
spike time dependence of the general hybrid time-
and rate-dependent plasticity process, rather than a
biochemically distinct form of plasticity.

The hybrid time- and rate-dependent model of plas-
ticity powerfully predicts major features of circuit devel-
opment in a cortical column-like network containing
feedforward and recurrent synapses (Clopath et al.,
2010).When input to themodel consists of long-duration
spike trains mimicking rate coding of sensory stimuli,
feedforward synapses modify to generate small recep-
tive fields, and recurrent synapses develop strong bidi-
rectional connections between neurons with similar
receptive fields (due to timing-independent LTP driven
by high firing rates of coactive neurons). This behavior is
classically expected from correlation-dependent Heb-
bian plasticity. In contrast, when model input consists
of spatiotemporal sequences of brief spiking responses,
feedforward synapses still undergo Hebbian plasticity
to generate receptive fields, but recurrent synapses de-
velop strong unidirectional connections that reflect the
temporal sequence in the learned pattern, as predicted
by STDP. Thus, the hybrid time- and rate-dependent
model can explain activity-dependent development of
key circuit features according to input statistics to differ-
ent brain regions (Clopath et al., 2010).

In summary, Hebbian STDP has robust Hebbian
properties and appears well suited to drive realistic cir-
cuit development for neurons, brain regions, and activity
stateswith lowfiringrates.Despite itsname,STDPdepends
notonlyonspike timingbut alsoon firing rate andpostsyn-
aptic voltage, suggesting a close relationship to CDP. One
view, supported by recent modeling studies, suggests that
STDP andCDP are different operating regimes of a hybrid
spike timing-, rate-, and depolarization-dependent plastic-
ity mechanism. Because neuromodulation can also power-
fully regulate STDP (see Section 9.5), three-factor plasticity
rules that include presynaptic spiking, postsynaptic activ-
ity, and neuromodulatory signals are capturing increasing
interest computationally (e.g., Fremaux et al., 2010) and
experimentally.

9.5 CELLULAR MECHANISMS OF STDP

The distinct forms of STDP (Section 9.3) are mediated
by distinct biochemical and molecular plasticity mecha-
nisms. In addition, even nominally identical forms of
STDP (e.g., Hebbian STDP at excitatory synapses) can
bemediated by different biochemical pathways in differ-
ent neurons or synapses. Thus, STDP is mechanistically
heterogeneous across synapses. Here, a discussion is
presented on STDP mechanisms in comparison with

mechanisms for classical correlation-dependent LTP
and LTD, which are triggered by joint activation of glu-
tamate receptors (NMDA receptors or metabotropic glu-
tamate receptor – mGluRs) and postsynaptic
depolarization. STDP appears to involve identical bio-
chemical pathways, but the primary source of postsyn-
aptic depolarization is somatic action potentials that
backpropagate through the dendrites to active synapses
(backpropagating APs, bAPs).

Three major, biochemically distinct forms of LTP and
LTD have been shown to underlie both CDP and STDP:
(1) NMDAR-dependent LTP, in which NMDARs detect
correlated presynaptic glutamate release and postsynap-
tic depolarization by their dual requirement for gluta-
mate binding and voltage-dependent relief of Mg2þ

blockade. NMDARs flux calcium, which is the postsyn-
aptic second messenger for plasticity. Strong correlated
activity generates strong NMDA currents and high post-
synaptic calcium,which activates protein kinases includ-
ing CaMKII. CaMKII phosphorylates AMPA receptors
(AMPARs), increasing single-channel conductance and
triggering AMPAR delivery to the postsynaptic mem-
brane, which is the primary expression mechanism for
LTP (Malinow and Malenka, 2002). Presynaptic compo-
nents of expression can also occur but are less understood
(Enoki et al., 2009). (2) NMDAR-dependent LTD, in
whichweaker pre- and postsynaptic activity correlations
evoke lessNMDARcurrent than forLTP, leading to lower
dendritic calcium.This activatesproteinphosphatases in-
cluding PP1 and calcineurin, which trigger LTD by traf-
ficking of AMPARs away from the postsynaptic
membrane (Malinow and Malenka, 2002). In NMDAR-
dependent LTP and LTD, the NMDAR is the sole coinci-
dence detector for plasticity, and the sign of plasticity is
determined by the magnitude and time course of
NMDAR-mediated calcium flux, with high calcium gen-
erating LTP, moderate calcium LTD, and low calcium no
plasticity (Artola and Singer, 1993; Lisman, 1989; Yang
et al., 1999). (3) mGluR-dependent and/or cannabinoid
type 1 (CB1) receptor-dependent LTD, which usually
leads to LTD via a decrease in presynaptic transmitter re-
leaseprobability.PostsynapticNMDARsarenot required
for thisLTD. InCB1-dependentLTD, the retrograde signal
is an endocannabinoid (eCB), a phospholipid transmitter
synthesized by postsynaptic dendrites in response to cal-
cium and/or mGluR activation, which diffuses retro-
gradely to activate CB1 receptors on the presynaptic
terminal. CB1 receptors are G protein-coupled receptors
that drive a long-lasting decrease in release probability
via mechanisms that are still not completely under-
stood (Chevaleyre et al., 2006; Wilson and Nicoll,
2002). While mGluR-dependent LTD typically involves
CB1 signaling, some mGluR-dependent, CB1-
independent forms of LTD also exist; however, they
are not discussed separately here.
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The large majority of STDP is composed of combina-
tions of these three forms of LTP and LTD. Other forms
of LTP and LTD exist but are less studied or not yet
linked to STDP and are generally not considered here
(Malenka and Bear, 2004).

9.5.1 Biochemical Signaling Pathways
for Hebbian STDP

At least twomechanistically distinct forms ofHebbian
STDP exist. The first form is composed of NMDA-
dependent LTP and NMDA-dependent LTD and oc-
curs at CA3–CA1 hippocampal synapses and some
synapses on neocortical L2/3 pyramidal cells
(Figure 9.3(b)). In this form of STDP, the NMDAR
is the sole coincidence detector for appropriate pre-
and postsynaptic spike timing. Thus, both LTP and
LTD components of STDP require NMDARs
(Froemke et al., 2005; Nishiyama et al., 2000). When
a presynaptic spike occurs just before a postsynaptic
spike (pre-leads-post), a strong supralinear calcium signal
is produced via dendritic NMDARs, while post-lead-
ing-pre spike order triggers a weaker, sublinear cal-
cium signal (Koester and Sakmann, 1998; Magee and
Johnston, 1997). The magnitude of calcium signal is
thought to be the sole trigger for plasticity, with high
calcium driving LTP and low calcium driving LTD
(Lisman, 1989). Spike timing is thought to control
NMDAR-mediated calcium signals by several mecha-
nisms. Brief pre-leading-post spike intervals drive
maximal calcium signals because (i) the noninstanta-
neous kinetics of Mg2þ unblock of NMDA receptors
causes maximal NMDA current to occur when gluta-
mate release leads postsynaptic depolarization by a
short interval (Kampa et al., 2004) and (ii) presynapti-
cally evoked EPSPs inactivate A-type Kþ channels and
activate voltage-gated sodium channels, generating a
brief temporal window in which bAPs are boosted.
This boosting of the bAP promotes greater NMDA cur-
rent (Hoffman et al., 1997; Holbro et al., 2010; Stuart
and Hausser, 2001). Post-leading-pre spike order gen-
erates weaker calcium signals because (i) glutamate re-
lease coincides with the modest depolarization
following the bAP, generating NMDA currents only
modestly greater than would occur at Vrest

(Karmarkar and Buonomano, 2002; Shouval et al.,
2002), and (ii) at some synapses, calcium influx during
the bAP causes calcium-dependent inactivation of
NMDA receptors so that presynaptic release evokes
even less NMDA current (Froemke et al., 2005;
Rosenmund et al., 1995; Tong et al., 1995).

This single coincidence detector model for STDP
predicts that as pre-leading-post spike interval increases
beyond the brief window for LTP, a second temporal

window for LTD will occur because calcium will be re-
duced compared to its high value at short pre-leading-post
intervals (Abarbanel et al., 2003; Karmarkar and
Buonomano, 2002; Shouval et al., 2002). This second LTD
window has been observed at CA3–CA1 synapses
(Wittenberg and Wang, 2006) but, surprisingly, not
at L2/3 synapses that are proposed to also use the single
coincidencedetectormechanism (FroemkeandDan, 2002).

The second major form of Hebbian STDP involves a
combination of NMDA-dependent LTP and mGluR-
and/or CB1-dependent LTD (Figure 9.3(b)). This form oc-
curs at several synapses in L2/3 and L5 of the somatosen-
sory and visual cortex and at cortical synapses onto
striatal medium spiny neurons under conditions of
GABAergic blockade. Here, postsynaptic NMDA recep-
tors are required for spike timing-dependent LTP, but
not LTD (Bender et al., 2006b; Corlew et al., 2007; Fino
et al., 2010; Nevian and Sakmann, 2006; Rodriguez-
Moreno and Paulsen, 2008; Sjostrom et al., 2003). LTD
instead requires postsynaptic group I mGluRs; its effector
phospholipase C; low-threshold T-, R-, or L-type voltage-
sensitive calcium channels (VSCCs); and calcium release
from inositol trisphosphate (IP3) receptor-gated internal
stores (Bender et al., 2006b; Bi and Poo, 1998; Fino et al.,
2010; Nevian and Sakmann, 2006; Nishiyama et al.,
2000; Seol et al., 2007). These are components of a major
NMDAR-independent pathway for synaptically evoked
postsynaptic calcium release (Berridge, 1993). In addition,
mGluRs and postsynaptic calcium synergistically drive
eCB synthesis and release (Nakamura et al., 1999), leading
to activation of presynaptic CB1 receptors and a reduction
in release probability (Chevaleyre et al., 2006; Wilson and
Nicoll, 2002). Thus, this form of LTD requires retrograde
eCB signaling to CB1 receptors, and expression occurs by
a decrease in presynaptic transmitter release probability
(Bender et al., 2006b; Fino et al., 2010; Nevian and
Sakmann, 2006; Rodriguez-Moreno and Paulsen, 2008;
Sjostrom et al., 2003). This STDP involves two separate co-
incidence detectors: NMDA receptors detect pre-leading-
post spike intervals and exclusively trigger LTP, whereas
a separate mechanism within the mGluR–VSCC–PLC–
IP3R–CB1 pathway detects post-leading-pre spike inter-
vals and exclusively triggers LTD (Bender et al., 2006b;
Fino et al., 2010; Nevian and Sakmann, 2006). As a result,
dendritic calcium concentration is not strictly correlated
with the sign of plasticity (Nevian and Sakmann, 2006),
and unlike for the single coincidence detector form of
STDP, no second LTD window exists (Bender et al.,
2006b; Feldman, 2000; Froemke and Dan, 2002; Sjostrom
et al., 2001). Remarkably similar mechanisms have been
observed during non-Hebbian STDP LTD at the parallel
fiber–cartwheel cell synapse in the dorsal cochlear
nucleus (Tzounopoulos et al., 2007).

Though independent of postsynaptic NMDARs, the
mGluR–CB1-dependent form of LTD often depends on
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presynapticNMDARs (preNMDARs) (Bender et al., 2006b;
Casado et al., 2002; Corlew et al., 2007; Rodriguez-Moreno
andPaulsen, 2008; Sjostromet al., 2003). Extensive anatom-
ical and physiological evidence supports the existence of
preNMDARs at some synapses,which act as autoreceptors
to boost release probability during baseline synaptic trans-
mission (Berretta and Jones, 1996; Brasier and Feldman,
2008; Corlew et al., 2008; McGuinness et al., 2010). At syn-
apses with this form of STDP, intracellularly loading the
NMDAR blocker MK-801 into the presynaptic neuron
blocksonlyLTD,while loadingMK-801 into thepostsynap-
tic neuron blocks only LTP (Rodriguez-Moreno and
Paulsen, 2008). PreNMDARs contain NR2B, NR2C/D,
and/or NR3A subunits, and STDP LTD is selectively
blocked by NR2B and NR2C/D antagonists and in NR3
knockouts (Banerjee et al., 2009; Bender et al., 2006b;
Corlew et al., 2008; Larsen et al., 2011; McGuinness et al.,
2010; Sjostrom et al., 2003; Woodhall et al., 2001). Pre-
NMDAR function is most prominent in early postnatal
development, and spike timing-dependentLTD that ispre-
synaptic and requires preNMDARs in juvenile cortex can
become postsynaptic and independent of preNMDARs in
older animals (Corlew et al., 2007) or can disappear alto-
gether (Banerjee et al., 2009).

How the mGluR–VSCC–CB1–preNMDA signaling
pathway detects appropriate post-leading-pre spike in-
tervals for LTD is not known. In one model, each post-
synaptic spike releases eCB to activate presynaptic
CB1Rs, each presynaptic spike provides depolarization
(and likely glutamate) to activate preNMDARs, and co-
incident CB1 and preNMDAR activation is required to
drive LTD (Duguid and Sjostrom, 2006; Sjostrom et al.,
2003). In this model, the post-leading-pre window for
LTD reflects the delay and duration of CB1 activation fol-
lowing each postsynaptic spike, and preNMDAR activa-
tion restricts LTD to temporally coactive synapses.
Consistent with this model, increasing eCB signal dura-
tion by inhibiting eCB catalysis broadens the LTD win-
dow, and pairing presynaptic spikes with exogenous
CB1 agonists drives LTD (Sjostrom et al., 2003). In a sec-
ond model, the spike order and timing detector for LTD
is either phospholipase C (PLC), which is a known mo-
lecular coincidence detector that detects joint mGluR ac-
tivation and VSCC-derived cytosolic calcium, or the IP3
receptor, which is activated by synergism between PLC-
produced IP3 and cytosolic calcium (Berridge et al., 2003;
Manita and Ross, 2009; Nakamura et al., 1999; Sarkisov
and Wang, 2008). Acting through these or other mecha-
nisms, mGluRs and calcium synergistically facilitate eCB
synthesis, release, and synaptic plasticity (Chevaleyre
et al., 2006; Hashimotodani et al., 2005, 2007). In this
model, presynaptic spikes activate mGluRs, postsynap-
tic spikes drive VSCC calcium entry, and appropriately
timed activation of both pathways is required for suffi-
cient eCB release. This eCB signal then instructs LTD

at presynaptic terminals at which preNMDARs have
been recently active (Bender et al., 2006b).

Recent evidence suggests that Hebbian STDP can also
involve two other forms of LTP. Retinotectal synapses in
Xenopus laevis and immature hippocampal mossy fibers
exhibit spike timing-dependent LTD that is presynapti-
cally expressed and is thought to use brain-derived neu-
rotrophic factor (BDNF) as a retrograde signal (Mu and
Poo, 2006; Sivakumaran et al., 2009; Zhou et al., 2003).
BDNF has also been implicated in postsynaptic struc-
tural changes associated with STDP LTP (Tanaka et al.,
2008). STDP LTP at L4–L2/3 synapses in the mature
somatosensory cortex appears to require retrograde
signaling by nitric oxide (Hardingham and Fox, 2006).

9.5.2 Biochemical Signaling Pathways
for Anti-Hebbian and All-LTD STDP

Excitatory synapses onto inhibitory cartwheel cells in
dorsal cochlear nucleus exhibit STDP that consists only
of presynaptic CB1-mediated LTD at pre-leading-post
time intervals (Figure 9.2(i)). Strikingly, at higher stimu-
lation frequencies, these cells express postsynaptic
NMDAR-dependent LTP, echoing the coexistence of
these mechanisms in Hebbian STDP (Tzounopoulos
et al., 2007). All-LTD STDP at parallel fiber–Purkinje cell
synapses also involves postsynaptic mGluRs, VSCCs,
IP3Rs, and presynaptic CB1 receptor activation but is
expressed postsynaptically by AMPAR internalization
(Safo and Regehr, 2005; Steinberg et al., 2006). Strong
evidence suggests that the IP3 receptor is the order-
dependent coincidence detector for this form of STDP
(Berridge, 1993; Sarkisov and Wang, 2008; Wang et al.,
2000). At other synapses, all-LTD STDP involves post-
synaptic mGluR signaling (Birtoli and Ulrich, 2004;
Egger et al., 1999; Lu et al., 2007) and sometimes
IP3R signaling (Lu et al., 2007).

Overall, no unique cellular mechanisms have been
discovered that differentiate STDP from previously
known, non-spike timing-dependent forms of LTP and
LTD. Instead, STDP at a given synapse seems to be a
combination of a classical LTP mechanism (primarily
NMDA-dependent, postsynaptic LTP) plus a known
LTDmechanism (either postsynaptic NMDA-dependent
LTD or mGluR/CB1-dependent presynaptic LTD).
Therefore, the time-dependent features of STDPmust re-
sult frompreviously unknown, short-timescale temporal
dependence of these signaling pathways.

9.5.3 Dendritic Excitability and STDP

For postsynaptic somatic spikes to control STDP, they
must backpropagate from the axonal initiation site to
the synapse, where they relieve Mg2þ blockade of
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glutamate-bound NMDA receptors at active synapses or
open nearby VSCCs. Backpropagation is governed by
voltage-dependent sodium, potassium, and hyperpolari-
zation-activated cyclic nucleotide-gated (HCN) channels
in dendrites (Spruston, 2008). Dendritic excitability there-
fore critically governs STDP. A major feature is that bAPs
backpropagate decrementally so that in distal dendrites,
they do not provide sufficient depolarization, when
paired with a small EPSP for STDP. In the most distal
branches, bAPs fail completely (Spruston, 2008). As a re-
sult, STDP in distal dendrites requires additional
dendritic depolarization in addition to the bAP: either
summated EPSPs from nearby convergent inputs
(Sjostrom and Hausser, 2006; Sjostrom et al., 2001) or a
brief burst of postsynaptic spikes at sufficiently
high frequency (Froemke and Dan, 2002; Markram
et al., 1997; Nevian and Sakmann, 2006; Sjostrom et al.,
2001; Tzounopoulos et al., 2004; Wittenberg and Wang,
2006). These supralinearly boost the level of depolariza-
tion at the synapse and can activate dendritic sodium
channels to allow bAPs to propagate more effectively to
the synapse (Sjostrom and Hausser, 2006; Stuart and
Hausser, 2001). This additional depolarization can also
evoke local sodium or calcium spikes in the dendrite,
which strongly promote STDP and other forms of plastic-
ity (Golding et al., 2002; Kampa et al., 2006; Zhou et al.,
2005). The dependence of STDP at many synapses on
postsynaptic firing rate and postsynaptic bursts likely
reflects this requirement for additional dendritic depolar-
ization in addition to the bAP.

Dendritic filtering of bAPs appears to establish den-
dritic zones for STDP in pyramidal neurons (Kampa
et al., 2007; Spruston, 2008; Figure 9.3(c)). Synapses on
proximal dendrites, which experience strong bAPs,
may exhibit STDP in response to single presynaptic
and postsynaptic spikes. Somewhatmore distal synapses
require bAPs plus large EPSPs from multiple nearby
synapses, or postsynaptic spike bursts, to drive STDP,
perhaps with local dendritic spikes as intermediaries.
Synapses on themost distal dendrites are likely to be out-
side the influence of bAPs so that STDP governed by so-
matic spikes is absent. These synapses instead exhibit
plasticity based on strong local EPSPs that elicit dendritic
sodium or calcium spikes or regenerative NMDA spikes
(Golding et al., 2002; Gordon et al., 2006). The different
magnitude and kinetics of depolarization in proximal
versus distal dendrites can result in dramatically differ-
ent STDP rules (Froemke et al., 2005; Letzkus et al.,
2006). Thus, dendritic filtering of bAPs, plus other
specializations (e.g., gradients of voltage-activated Kþ

channels), leads to distinct dendritic ‘plasticity zones’
in which different rules for synapse modification exist.
These may contribute to activity-dependent stabilization
of different functional classes of synapseswithin these re-
gions (Froemke et al., 2005).

As a result, dynamic modulation of dendritic excit-
ability is predicted to strongly influence the magnitude
and spatial extent of STDP. Local network states (e.g.,
UP states) and recent somatic depolarization can in-
crease bAP amplitude (Tsubokawa et al., 2000; Waters
andHelmchen, 2004), whichmay enhance STDP. Neuro-
modulators that alter bAP propagation (e.g., muscarinic
acetylcholine receptors) could similarly increase or de-
crease the power of somatic spikes in controlling synap-
tic plasticity (Sourdet and Debanne, 1999; Tsubokawa
and Ross, 1997). GABAergic inhibition increases the
threshold for bAP backpropagation, which may sup-
press STDP (van den Burg et al., 2007), although STDP
clearly occurs in networks with inhibition intact (Jacob
et al., 2007; Meliza and Dan, 2006). Background activity,
neuromodulation, and inhibition represent global fac-
tors that when added to mathematical STDP rules are
likely to generate new adaptive capabilities in large re-
current networks of neurons (Clopath et al., 2010;
Legenstein et al., 2008; Pfister and Gerstner, 2006).

9.5.4 Neuromodulatory Control of STDP

Many forms of plasticity are strongly regulated by be-
havioral state, including attention, vigilance, and rein-
forcement (e.g., Ahissar et al., 1992; Bao et al., 2001).
These behavioral variables are mediated in the brain
by acetylcholine, dopamine, noradrenaline, and other
neuromodulators (Aston-Jones et al., 1991; Devauges
and Sara, 1990; Sarter and Bruno, 2000; Sarter et al.,
2005; Schultz, 2002). Substantial evidence shows that
neuromodulation (particularly by acetylcholine) is
required for use-dependent sensory plasticity in primary
sensory cortex in vivo, both in juveniles (Bear and Singer,
1986; Kasamatsu and Pettigrew, 1976; Weinberger, 2003)
and adults (Bakin and Weinberger, 1996; Delacour et al.,
1990; Edeline et al., 1994a,b; Hars et al., 1993; Juliano
et al., 1991; Metherate et al., 1988; Molina-Luna et al.,
2009; Rasmusson and Dykes, 1988; Webster et al.,
1991). Correspondingly, pairing sensory stimulation
with microstimulation of cholinergic or dopaminergic
afferents or focal application of acetylcholine induces
robust long-term plasticity of sensory responses
(Ego-Stengel et al., 2001; Kilgard and Merzenich, 1998;
Shulz et al., 2000, 2003). These pairing effects can be tem-
porally asymmetric: during pairing of auditory stimuli
with microstimulation of the dopaminergic ventral teg-
mental area (VTA), responses to auditory stimuli that
preceded VTA activity are enhanced in auditory cortex,
while responses to stimuli that followedVTA activity are
reduced (Bao et al., 2001). Thus, neuromodulators pow-
erfully regulate cortical plasticity and can selectively re-
inforce sensory responses depending on their timing
relative to neuromodulatory supervising signals. This
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suggests that neuromodulation may be a third parame-
ter (besides pre- and postsynaptic spiking) that governs
the outcome of synaptic plasticity, including STDP
(Ahissar et al., 1996; Crow, 1968; Kety, 1970; Pawlak
et al., 2010; Reynolds and Wickens, 2002).

Neuromodulatory signals may affect STDP induction
via a number of cellular and network parameters. On
the network level, attention-related modulatory signals
alter the sparseness of cortical activity (Vinje and
Gallant, 2002) potentially rendering the systemmore sen-
sitive to STDP induction. For instance, noradrenaline re-
lease in the visual cortex produces a reduction in the
level of spontaneous and evoked activity (Ego-Stengel
et al., 2002) which may lead the system into an optimized
range of activity for STDP induction. However, no direct
experimental evidence for this hypothesis is available yet.

On the cellular level, acetylcholine could dynamically
regulate STDP by modifying the biophysical properties
of dendrites and the amplitude and extent of bAPs
(Sandler and Ross, 1999; Tsubokawa and Ross, 1997),
whose backpropagation into the dendritic tree is re-
quired for STDP (Engelmann et al., 2008; Sjostrom
et al., 2008). bAP backpropagation is well known
to be modulated by the network state (Waters
and Helmchen, 2004) and dendritic depolarization
(Sjostrom and Hausser, 2006), both of which are modu-
lated by ascending cholinergic signals (Colbert and
Johnston, 1998; Hoffman and Johnston, 1998). Direct ev-
idence for neuromodulatory control of STDPwas shown
by Seol et al. (2007), who discovered that acetylcholine
and noradrenaline synergistically regulate STDP in the
visual cortex in vitro: combined application of a musca-
rinic M1 agonist and a beta-adrenergic agonist enabled
bidirectional STDP, while separate application of these
agonists enabled spike timing-dependent LTD only
and LTP only. Strong evidence also shows that dopa-
mine (DA) modulates STDP in several brain structures
(Bissiere et al., 2003; Couey et al., 2007; Lin et al., 2008;
Pawlak and Kerr, 2008; Seol et al., 2007; Shen et al.,
2008; Zhang et al., 2009; reviewed in Pawlak et al.,
2010). Dramatic changes in the shape of the STDP curve
were observed, for example, in CA1 hippocampal neu-
rons in the presence of DA (Zhang et al., 2009) with a
widening of the LTP side of the rule for pre–post pair-
ings and an inversion of plasticity for the post–pre
pairings.

Most, if not all, of the studies exploring the effect of
neuromodulatory agents on STDP have been done in
vitro (but see Cassenaer and Laurent, 2012 for an in vivo
example of neuromodulation of the STDP rule by octo-
pamine in the olfactory system of the locust). One cannot
exclude that the timing of drug application relative to the
conditioning stimuli and/or the local concentration of
the neuromodulator at relevant synapses, both parame-
ters not under control in the in vitro studies, are of

particular importance in vivo (Ahissar et al., 1996). Fur-
ther in vivo experiments combining STDP induction pro-
tocols and selective activation of neuromodulatory
ascending systems are needed to explore how local rules
of synaptic plasticity are regulated by global factors act-
ing on several spatial and temporal scales.

9.6 IS STDP RELEVANT IN VIVO?

Neuronal networks in the intact brain show an activ-
ity regime radically different from that in the in vitro qui-
escent slice or cell culture. This includes differences in
the levels of neuromodulation and inhibition and the
presence of spontaneous network activity that generates
strong ongoing synaptic bombardment in vivo. Because
all these factors powerfully regulate STDP induction,
the relevance of STDP in vivo has been questioned. Of
particular importance is whether backpropagating so-
matic action potentials are the major source of dendritic
depolarization for plasticity in vivo (Lisman and
Spruston, 2005). Strong inhibition and intense back-
ground synaptic activity reduce the ability of backpropa-
gating action potentials to invade the dendritic tree
(Sjostrom and Hausser, 2006), possibly preventing STDP
induction (van den Burg et al., 2007). Instead, it has been
proposed that the primary drivers of synaptic plasticity
in vivo are locally generated dendritic spikes, which im-
plement local associative plasticity within each dendritic
branch or compartment (Golding et al., 2002; Gordon
et al., 2006). Such plasticity would be computationally
distinct from STDP because it is driven purely by local
synaptic associations, rather than associations between
synaptic input and somatic spiking.

To evaluate whether STDP is relevant in vivo, the ev-
idence that STDP is induced in vivo under experimental
conditions tailored to elicit it is discussed first and, sec-
ond, whether STDP is likely to be a prominent learning
rule during natural (nonexperimental) conditions. The
current evidence is suggestive, but not yet compelling,
that STDP does occur in vivo under experimental condi-
tions tailored to elicit STDP. This section summarizes
this evidence, which is discussed in more detail in
Sections 9.7 and 9.8.

The strongest evidence comes from studies in which
sensory stimuli are carefully timed with respect to
evoked spikes in single recorded neurons, and STDP is
assessed at the level of subthreshold synaptic responses
(Bell et al., 1997; Cassenaer and Laurent, 2007; Engert
et al., 2002; Jacob et al., 2007; Levy and Steward, 1983;
Meliza and Dan, 2006; Mu and Poo, 2006; Zhang et al.,
1998). The first evidence was from Levy and Steward
(Levy and Steward, 1983), who electrically stimulated
pre- and postsynaptic neurons in the hippocampus in
the anesthetized rat and showed that associative
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induction of potentiation and depression depended on
the temporal order of stimulation. A series of studies
in the retinotectal system of X. laevis tadpoles showed
that natural visual motion stimuli elicit STDP at tectal
synapses, measured from changes in visually evoked
synaptic currents in tectal neurons (Engert et al., 2002;
Mu and Poo, 2006; Zhang et al., 1998). In visual and so-
matosensory cortex of anesthetized rats, pairing sensory
stimuli with postsynaptic spiking induced by intracellu-
lar current injection causes STDP of sensory-evoked
postsynaptic potentials (Jacob et al., 2007; Meliza and
Dan, 2006), although this plasticity is of substantially
lower amplitude andmore variable than in cortical slices
(Feldman, 2000; Froemke and Dan, 2002).

Additional evidence comes from studies that
infer STDP indirectly from changes in extracellularly
recorded spiking and sensory perception following
precisely timed presentation of sensory stimuli. In vi-
sual cortex of young and adult cats, pairing visual
and/or electrical stimulation at precise time intervals
induces changes in neural tuning (e.g., in orientation
selectivity and receptive field location) that are com-
patible with STDP at horizontal, cross-columnar syn-
apses (Fu et al., 2002; Yao and Dan, 2001; Yao et al.,
2004) and the corresponding reorganization of cortical
maps (Schuett et al., 2001). These same sensory stimu-
lation protocols drive shifts in perception of orienta-
tion and position in humans with order and interval
dependence consistent with STDP. This strongly sug-
gests that STDP or STDP-like plasticity occurs in the
intact brain under attentive conditions (Fu et al.,
2002; Yao and Dan, 2001). Similar neurophysiological
results were observed in primary auditory cortex of
adult ferrets (Dahmen et al., 2008). However, these ef-
fects are much smaller and variable than STDP in brain
slices, despite large numbers of pairings (Fu et al.,
2002; Jacob et al., 2007; Meliza and Dan, 2006; Yao
and Dan, 2001). In somatosensory cortex of adult rats,
pairing spontaneous action potentials with subsequent
whisker deflection drives selective depression of neu-
ral responses to the paired whisker consistent with
STDP (Jacob et al., 2007). The magnitude of plasticity
is again rather small, which may reflect the complex
neural network activity that occurs in response to sen-
sory stimuli and which may affect the probability of
STDP induction (see Frégnac et al., 2010 for a critical
review of these data). Nevertheless, the temporal spec-
ificity and the sign of plasticity observed in these stud-
ies are in agreement with STDP.

Some properties of plasticity induced in vivo are not
identical to STDP in vitro. For example, STDP in vivo,
in addition to being smaller and more variable than in
brain slices, persists for just 10–15 min before being re-
versed by ongoing spontaneous activity (Yao and Dan,
2001; Zhou et al., 2003). In addition, the range of synaptic

delays that drives synaptic depression in vivo is often
narrower than in vitro (e.g., Cassenaer and Laurent,
2007; Dahmen et al., 2008; Fu et al., 2002; Jacob et al.,
2007; Yao and Dan, 2001). Importantly, evidence for
spike timing-dependent potentiation in mammalian cor-
tex is weaker than for depression. Only a few studies
have attempted to measure potentiation separately from
depression in mammalian cortex, but these have found
depression to be consistently induced, while potentia-
tion is rarer and may be absent on average (Jacob
et al., 2007; Meliza and Dan, 2006). In contrast, spike
timing-dependent potentiation does clearly occur at de-
veloping retinotectal synapses (Engert et al., 2002). Thus,
spike timing-dependent depression may be more robust
in the cortex in vivo than potentiation, although more
studies are needed to evaluate this. One difficulty in
comparing STDP between in vivo and in vitro models is
the heterogeneity in experimental protocols applied to
induce STDP (Shulz, 2010; Shulz and Jacob, 2010). These
include pairing sensory or synaptic stimulation with in-
tracellular current injection to elicit one postsynaptic
spike, pairing stimulation with a vigorous postsynaptic
spike burst, pairing sensory–sensory stimulation, and
differences in the number of pairings and anesthetic
state. Neural networks react radically differently under
these conditions, making comparisons of plasticity
difficult.

While these studies suggest that STDP or STDP-like
plasticity can occur in vivo, the functional importance of
STDP relative to other synaptic learning rules during
natural sensory input is unclear (reviewed in
Caporale and Dan, 2008; Dan and Poo, 2006; Shulz
and Jacob, 2010). That is, is STDP a major learning rule
under natural conditions in vivo? This question is al-
most entirely untested and depends critically on both
the availability of STDP mechanisms at the cellular
level in vivo and the temporal patterns of spiking in-
duced by natural sensory stimulation. In the primary
visual cortex of the anesthetized adult cat, imposed co-
variance of pre- and postsynaptic spiking drives plastic-
ity more robustly than presynaptic theta burst
stimulation, which is thought to evoke postsynaptic
spikes with a pre-leading-post spike order. This has
been interpreted to suggest that firing correlations
drive plasticity more efficiently than STDP (Frégnac
et al., 2010). In contrast, evidence strongly suggests that
spike order drives STDP during natural visual stimula-
tion in the developing Xenopus optic tectum
(Section 9.7.3). A major complication in all in vivo test-
s of STDP is the use of anesthesia, except for demon-
stration of small STDP-like effects on visual
perception in humans (Fu et al., 2002; Yao and Dan,
2001). Additional work in awake animals will be re-
quired to assess the prominence of STDP under natural
conditions.
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9.7 FUNCTIONS OF STDP
IN DEVELOPMENT

STDP is an increasingly prominent candidate mecha-
nism to mediate activity- and experience-dependent
components of neural circuit development. However,
proof that it plays a causal role in circuit development
is limited to a few brain regions. Here, evidence for this
developmental role for STDP is summarized. The focus
is on three questions: (1) Are developing synapses capa-
ble of STDP? (2) What are the predicted functions of
STDP in development, based on theory and simulation?
(3)What developmental functions have been empirically
demonstrated to result from STDP in vivo?

9.7.1 Are Developing Synapses Capable
of STDP?

Most studies of STDP at the synaptic and mechanistic
levels have been performed in brain slices from juvenile,
2–3-week-old rats and mice or from developing Xenopus
or chicks (Egger et al., 1999; Feldman, 2000; Froemke
and Dan, 2002; Lu et al., 2007; Markram et al., 1997;
Nevian and Sakmann, 2006; Sjostrom et al., 2001;
Tzounopoulos et al., 2004; Wittenberg and Wang,
2006; Zhang et al., 1998). This is a period of robust circuit
development and activity- and experience-dependent
synapse refinement. Thus, STDP operates during activ-
ity-dependent development. Indeed, Hebbian STDP has
been demonstrated in vivo at these ages, by pairing sen-
sory stimulation with postsynaptic spikes evoked by ex-
tracellular or intracellular current injection or by sensory
stimulation (discussed in detail below) (Engert et al.,
2002; Jacob et al., 2007; Meliza and Dan, 2006; Mu and
Poo, 2006; Schuett et al., 2001; Vislay-Meltzer et al.,
2006; Zhang et al., 2000).

At older ages, STDP rules may change, though the ev-
idence is somewhat conflicting. In brain slice experi-
ments in L2/3 pyramidal cells in mouse S1, STDP LTD
cannot be induced after P25, while STDP LTP persists
into adulthood (Banerjee et al., 2009; Hardingham and
Fox, 2006). In L2/3 of V1, STDP LTD similarly becomes
more difficult to elicit after P23 but can be rescued if
gamma-aminobutyric acid receptor type A (GABA-A)
receptors are blocked during LTD induction (Corlew
et al., 2007). These findings support a prevalent view that
LTD is primarily a developmental phenomenon, but LTP
is robust throughout life (Bear and Abraham, 1996). At
odds with this view, STDP LTD can occur in L2/3 and
L5 of adult S1 in vivo by pairing spontaneous postsynap-
tic spikes with whisker stimulation (Jacob et al., 2007),
though this effect is weaker than in juveniles. It remains
possible that LTD is robust in adults with appropriate
neuromodulation (Seol et al., 2007).

Despite its prevalence in developing circuits, STDP is
not universal, and is confined to specific synapses and
dendritic locations, and requires specific spike train pat-
terns to be activated (as reviewed in Sections 9.3 and 9.4).
As a result, it is an empirical question whether STDP is a
dominant force shaping neural circuit development, rel-
ative to other activity-dependent forms of synaptic
plasticity.

9.7.2 What Are the Predicted Functions
of STDP in Development, Based on Theory
and Simulation?

In the activity-dependent phase of neural circuit de-
velopment, coarse initial circuits that were specified by
innate molecular cues are refined and optimized by
sensory-driven and spontaneous neural activity. This oc-
curs prominently during early postnatal life. It has been
studied extensively in developing sensory maps, where
early sensory experience shapes neuronal sensory re-
sponses, stimulus selectivity (sensory tuning), and mi-
crocircuit topography (Feldman and Brecht, 2005;
Hensch, 2005; Ruthazer, 2005; White and Fitzpatrick,
2007). Computational studies over the past 25 years have
shown that key features of activity-dependent develop-
ment and plasticity can be explained by classical CDP,
working together with additional mechanisms that im-
plement activity-dependent competition between inputs
(Miller, 1994). More recent computational studies show
that Hebbian STDP drives realistic circuit development
and plasticity, including features not predicted by CDP.

STDP has been shown in computational models to
drive six common features of network development
and experience-dependent plasticity (reviewed in detail
in Abbott and Nelson, 2000; Gilson et al., 2010a). These
include: (1) Basic Hebbian strengthening of coactive in-
puts that associatively evoke postsynaptic spikes and
weakening of inputs with later or uncorrelated firing
that fails to evoke postsynaptic spikes. This is illustrated
in Figure 9.4(A). (2) Segregation of inputs onto target
neurons based on temporal correlations of input spiking
(Clopath et al., 2010; Gilson et al., 2010b; Gutig et al.,
2003; Song and Abbott, 2001; Song et al., 2000). This
property can explain both experience-dependent devel-
opment of sensory receptive fields and gross segregation
of inputs into distinct zones within a target region.
Correlation-driven input segregation occurs in both net-
works with initially random connection strength and
networks with coarse preexisting structure, correspond-
ing to de novo emergence of circuit structure and plastic-
ity of early innate circuits (Song and Abbott, 2001). (3)
Selectivity for experienced spatiotemporal patterns
(sequences) of input, including direction-selective
responses in vision and spatial trajectories in the
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hippocampal place system (Blum and Abbott, 1996;
Buchs and Senn, 2002; Mehta et al., 2000; Rao and
Sejnowski, 2001). This reflects emergence of directional
connections within recurrent networks, which does not
occur by CDP (Clopath et al., 2010). In motor networks,
this sequence learning mechanism causes the emergence
of spontaneous repeated spike train sequences, which
are useful in motor patterning (Fiete et al., 2010). (4)
Competition between inputs, in which strong correlated
activity in one set of inputs weakens other inputs
(Kempter et al., 1999; Song et al., 2000; van Rossum
et al., 2000; Zhang et al., 1998). Competition is a common
feature of developmental plasticity but is not inherent in
CDP (Miller, 1994). Competition emerges in STDP be-
cause correlated inputs summate to drive short-latency
postsynaptic spikes, which in turn weaken subsequent,
noncorrelated inputs. (5) Emergence of stable, physio-
logically realistic firing rates and naturalistic irregular

spike trains (Kempter et al., 2001; Song et al., 2000).
See Section 9.3 for explanation. (6) Establishment of co-
incidence detection by neurons (Fontaine and
Peremans, 2007; Gerstner et al., 1996) and enhancement
of temporal synchrony across neurons (Masuda and
Kori, 2007). While submillisecond coincidence detection
is a unique property of some auditory neurons, �10-ms
timescale coincidence detection is a basic feature of sen-
sory neocortex and could be tuned, in part, by STDP
(Azouz and Gray, 2003; Roy and Alloway, 2001).

Because of these findings, Hebbian STDP has emerged
as a strong candidate mechanism for activity-dependent
development of neural circuits. A detailed comparison
between STDP and specific CDP models is beyond the
scope of this review, but one major competing model is
the Bienenstock, Cooper, and Munro (BCM) model that
incorporates firing rate-dependent LTP and LTD with
activity-dependent metaplasticity (Bienenstock et al.,
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FIGURE 9.4 Some roles of STDP in synapse development and adult plasticity. (A) STDP strengthens initially weak synapses that show cor-
related firing (a, b) and weakens synapses with later or uncorrelated firing (c). Trace shows EPSPs mediated by each synapse and an evoked post-
synaptic spike, prior to STDP. LTP is in red; LTD is in blue. (B) Development of motion direction-selective responses by STDP. Four presynaptic
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the postsynaptic cell prior to visual experience (top) and with increasing experience. Synapses are initially weak (black EPSPs). Visual experience
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responses to motion stimuli and shifts the receptive field to ‘upstream’ locations. (C) Hypothesis for plasticity of orientation tuning induced by
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before the vertical column. This induces STDP at intracolumnar synapses between columns. These changes in intracolumnar projection efficacy
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1982). This model explains many features of activity-
dependent development and plasticity in sensory cortex
(Smith et al., 2009). Remarkably, several implementations
of STDP have been shown to be functionally equivalent to
BCM, suggesting that they may reflect equivalent cellular
processes (Clopath et al., 2010; Izhikevich and Desai,
2003; Senn et al., 2001).

While STDP may play a significant role in develop-
ment, it cannot be universal. In some early developing
networks, postsynaptic neurons are too immature to
generate somatic sodium spikes (e.g., in L2/3 of S1 cor-
tex in the first few days of whisker use) (Stern et al.,
2001). STDP cannot guide development of synapses onto
these neurons, but may function a few days later, as
sensory-evoked spikes increase (Bureau et al., 2004).
Likewise, brain regions that generate relatively few, pre-
cisely timed spikes in response to sensory input may be
most likely to utilize STDP, whereas regions with high
sensory-driven or spontaneous firing rates that are mod-
ulated at slow timescales are likely to use other forms of
plasticity. For example, ON and OFF retinal ganglion
cells exhibit prolonged spontaneous spike bursts (retinal
waves) with �1 s temporal offset between these cell
populations. Development of segregated ON and OFF
input zones in the lateral geniculate nucleus requires a
burst-dependent learning rule that is sensitive to longer
timescale correlations, rather than STDP, which is sensi-
tive to ms-scale correlations (Gjorgjieva et al., 2009).

9.7.3 What Developmental Functions Have Been
Empirically Demonstrated to Result from STDP
In Vivo?

Experimental studies testing how STDP contributes
to circuit development have focused primarily on three
areas: use-dependent development of visual response
properties in the optic tectum of X. laevis, use-dependent
development of visual response properties in the mam-
malian visual cortex (V1), and deprivation-induced
plasticity in the mammalian sensory cortex, primarily
the rodent somatosensory cortex (S1). These are re-
viewed here.

9.7.3.1 STDP in Emergence of Direction Selectivity
in Xenopus tectum

STDP can store information about spatiotemporal pat-
terns of input activity (Blum and Abbott, 1996; Clopath
et al., 2010; Mehta et al., 2000; Rao and Sejnowski,
2001). In vision, a highly relevant spatiotemporal pattern
is visual motion, and many neurons in adults are selec-
tive (tuned) for visual motion direction. In the retinotec-
tal system of X. laevis, strong evidence indicates that
early visual experience with moving stimuli causes neu-
rons to develop motion direction tuning via STDP.

In young Xenopus tadpoles, tectal neurons initially
lack selectivity for visual motion direction. When a bar
is repeatedly moved in a consistent direction across a
young neuron’s receptive field, excitatory synaptic re-
sponses evoked by the trained movement direction are
selectively increased, causing tectal neurons to become
tuned for the trained direction (Engert et al., 2002). Sev-
eral lines of evidence show that this is due to STDP at ret-
inotectal synapses. First, retinotectal synapses exhibit
robust Hebbian STDP in vivo, by pairing either electri-
cally or visually evoked presynaptic spikes with post-
synaptic spikes (Zhang et al., 1998, 2000). Second,
successful motion training occurs only when visual mo-
tion stimuli elicit postsynaptic spikes, and training
causes retinal inputs active before evoked tectal spikes
to be potentiated, while inputs active after tectal spikes
are depressed. This is the hallmark of Hebbian STDP
(Engert et al., 2002; Mu and Poo, 2006). The mechanics
of this process have been determined using three se-
quentially flashed bars at different spatial positions to
simulate visual motion. When sequentially flashed bars
are paired with postsynaptic spikes that occur just after
the center bar stimulus (either evoked by this stimulus or
by current injection), responses to the first and second
bars are increased, while responses to the third bar are
decreased, as predicted by Hebbian STDP. Moreover,
training with both real and simulated motion increases
visual responses to flashed stimuli at spatial locations
that are active prior to the receptive field center (i.e., lo-
cations that are ‘upstream’ in the trained movement di-
rection). This asymmetrically expands the receptive field
toward earlier-activated spatial locations (Engert et al.,
2002), as predicted by computational models of Hebbian
STDP driven by moving stimuli (Blum and Abbott, 1996;
Mehta et al., 2000). In a recent computational model,
STDP at retinotectal synapses was shown to explain all
these findings (Honda et al., 2011). These results strongly
suggest that natural motion stimuli drive emergence of
motion direction tuning via STDP. This phenomenon
is illustrated in Figure 9.4(B).

Several studies show that nonmoving visual stimuli
also shape tectal visual receptive field properties via
STDP. Pairing a small flashed bar or spot with a postsyn-
aptic spike evoked by intracellular current injection in-
duces LTP or LTD of visually evoked synaptic currents
according to Hebbian STDP rules (Mu and Poo, 2006;
Vislay-Meltzer et al., 2006). This increases or decreases
visual responses to stimuli within the trained subregion
of the tectal cell’s visual receptive field, causing a sys-
tematic shift in receptive field location (Vislay-Meltzer
et al., 2006). When repetitively flashed stationary stimuli
are strong enough to evoke tectal spikes on their own, vi-
sual responses are enhanced. This is likely to reflect
STDP LTP because strengthening occurs only when
stimuli successfully evoke postsynaptic spikes, which
imposes the pre-leading-post spiking order within the
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20-ms temporal window for STDP LTP at this synapse
(Zhang et al., 2000). This suggests that visually driven
STDPmediates the activity-dependent increase in visual
response strength during normal tectal development
and may also contribute to the normal developmental
decrease in receptive field size (Tao and Poo, 2005).

A final feature of tectaldevelopment thatmaybedriven
bySTDPis thedevelopmentof synchronousspikingmedi-
atedbyrecurrent excitationbetween tectalneurons.Visual
stimulation elicits rapid, direct retinotectal excitation of
tectal neurons, plus slower, longer-lasting excitation via
recurrent synapses, which mediate sustained spiking to
visual stimuli.Recurrentexcitation is long lastingand tem-
porally variable early in development and becomes rapid
and synchronous with experience (Pratt and Aizenman,
2007). Sensory trainingwith optic nerve stimulation or vi-
sual flashes strengthens recurrent inputs that are active
prior to the mean spike time of tectal cells and weakens
recurrent inputsactiveafter this time.Asaresult, recurrent
inputs become more rapid and temporally precise (Pratt
and Aizenman, 2007), as predicted by Hebbian STDP
(Cassenaer and Laurent, 2007; Suri and Sejnowski, 2002;
Zhigulin et al., 2003).However, this behavior has not been
proven to reflect STDP directly.

9.7.3.2 STDP in Experience-Dependent
Development of Sensory Tuning in V1 Cortex

In mammalian V1, retinotopic and ocular dominance
maps are already well developed at eye opening but
are strongly modified by visual experience in the first
weeks of life. In contrast, tuning for orientation and mo-
tion direction are weak or absent at eye opening and
are induced by early visual experience (White and
Fitzpatrick, 2007). Some evidence suggests that STDP
contributes to each of these aspects of development. Ar-
guably, the weakest evidence is for retinotopy. In devel-
oping kitten V1, pairing a focal visual stimulus with
postsynaptic spiking elicited by current injection during
whole-cell recording strengthens or weakens visually
evoked responses, with temporal dependence consistent
with Hebbian STDP. While this ‘stimulus timing-
dependent plasticity’ modulates response strength, it
does not shift receptive field location (Meliza and Dan,
2006). Stimulus timing-dependent plasticity of retino-
topy has been observed in adult cats, where repeated se-
quential presentation of two neighboring retinotopic
stimuli (with <20-ms delay) shifts the spatial location
of V1 receptive fields toward the retinotopic location ac-
tivated first. The direction and timing dependence of this
plasticity is consistent with Hebbian STDP at intracorti-
cal connections (Fu et al., 2002). Retinotopic map plastic-
ity also occurs in adults in response to focal retinal
lesions that binocularly deprive a small V1 region of vi-
sual input. Postlesion visual experience causes neurons
in the deprived V1 region to acquire novel receptive
fields outside the deprived region of visual space

(Gilbert andWiesel, 1992). This reflects functional and an-
atomical reorganization of intracortical horizontal con-
nections (Yamahachi et al., 2009). A computational
study found that the spatial pattern of acquired receptive
fields was consistent with intracortical reorganization via
STDP, but not with classical CDP (Young et al., 2007).
However, whether these mechanisms contribute to reti-
notopic refinement during development is unknown.

Stronger evidence links STDP to development of mo-
tion direction selectivity. Like in Xenopus, motion direc-
tion tuning is absent at eye opening and develops soon
thereafter as a result of visual experience (White and
Fitzpatrick, 2007). Training with visual motion stimuli
immediately after eye opening induces motion direction
tuning in V1 of young ferrets (Li et al., 2008). This is
consistent with STDP driven by spatiotemporal spike
patterns evoked in V1 inputs (Buchs and Senn, 2002).
However, whether STDP is the causal mechanism, and
whether it explains the emergence of direction selectivity
during normal development, is unclear. Some support
for this hypothesis derives from a careful analysis of
motion-selective properties of receptive fields in V1
complex cells in adult cats (Fu et al., 2004). Fu et al. found
that complex cells received stronger rightward (left-
ward) motion input from visual field locations to the left
(right) of receptive field center. This anisotropy in intra-
cortical circuits is exactly as predicted by STDPdriven by
natural visual motion and suggests that STDPwas active
during the development of the circuits for motion direc-
tion tuning (Fu et al., 2004). However, cellular studies
that demonstrate that STDP is the causal process for
development of motion selectivity are lacking.

Similar evidence exists for plasticity of orientation
tuning. Orientation tuning exists at eye opening but is
robustly plastic in response to early postnatal sensory ex-
perience, with experienced orientations gaining repre-
sentation in the orientation map (Hirsch and Spinelli,
1970; Sengpiel et al., 1999). To test whether orientation
tuning could by altered via STDP, Schuett et al. paired
oriented visual stimuli with extracellular electrical stim-
ulation to elicit postsynaptic spikes in V1 in anesthetized
kittens. When visually evoked responses preceded elec-
trical stimulation, cortical neurons shifted their orienta-
tion toward the presented orientation; when visually
evoked responses followed electrical stimulation, orien-
tation shifted away from the presented orientation, char-
acteristic of Hebbian STDP. The effect, which required
several hundreds of pairings to be induced, occurred
predominantly in L2/3 and L5–6, suggesting a locus in
intracortical connections (Schuett et al., 2001). In a simi-
lar study in adults, stimulus timing-dependent plasticity
was induced by flashing a conditioned oriented stimulus
<20 ms before or after the presentation of the preferred
orientation. This training caused the peak of the orienta-
tion tuning to shift toward or away from the conditioned
orientation, respectively. The temporal order and timing
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dependence was consistent with Hebbian STDP at hori-
zontal projections between neurons tuned to the trained
orientations (Yao and Dan, 2001; Yao et al., 2004). This
effect is illustrated in Figure 9.4(C). Thus, carefully con-
trolled sensory experience can alter orientation tuning in
a timing-dependent manner consistent with STDP at
intracortical connections. However, whether natural vi-
sual experience uses this method to refine or maintain
orientation tuning during development is unknown.

STDP may contribute to experience-dependent refine-
ment of whisker receptive fields in developing rodent
S1, but evidence is weaker than for V1. In anesthetized ju-
venile rats, STDP LTD occurs in L2/3 pyramidal cells in
response topairingwhisker deflectionwith intracellularly
evoked postsynaptic spikes: postsynaptic spikes that pre-
cedewhisker-evoked subthresholdpotentials (Dt<30 ms)
cause weakening of whisker-evoked responses, which
lasts for 5–10 min. Conversely, when postsynaptic spikes
followwhisker-evokedpotentials, nodepression,orsome-
times potentiation, is observed, suggestive of Hebbian
STDP(Jacobetal.,2007). Inadults, spike timing-dependent
depression of whisker-evoked spiking responses was ob-
served in L2/3 and L5–6 pyramidal cells (Jacob et al.,
2007). However, whether STDP is engaged by natural
whisker stimuli to drive receptive field plasticity during
normal development is not known. One possible role for
STDP is to generate whisker direction tuning in L2/3 of
S1 from natural wave fronts of whisker deflection
(Andermann and Moore, 2006; Leger et al., 2009).

9.7.3.3 STDP in Deprivation-Induced Plasticity
in S1 and V1 Cortex

During postnatal development, sensory deprivation
drives rapid depression of cortical sensory responses
to deprived inputs, followed more slowly by increased
responses to spared inputs. The overall effect is to
bias neural selectivity toward the most active inputs.
This deprivation-induced plasticity can be explained
by Hebbian weakening of synapses mediating dep-
rived inputs, coupled with some form of competition that
strengthens synapses mediating spared inputs (Feldman,
2009). It is commonly hypothesized that such plasticity
utilizes the same synaptic mechanisms that drive emer-
gence or refinement of sensory response properties dur-
ing normal development. Substantial evidence indicates
that deprivation-induced plasticity involves LTP and
LTD at cortical synapses, coupled with synapse forma-
tion, remodeling, and removal (Feldman, 2009).

STDP appears to be one of the mechanisms driving
deprivation-induced weakening of sensory responses in
rodent somatosensory (S1 or barrel) cortex. Rodent S1
contains a somatotopic map of the whiskers, each repre-
sented by a cortical column.Deflection of a singlewhisker
drives spikes in L4, followed by L2/3, of the correspond-
ing column, due to feedforward, column-specific

excitatory projections from thalamus to L4 to L2/3. In ad-
dition, whisker deflection drives weaker responses in
neighboring columns via horizontal cross-columnar pro-
jections (Lubke and Feldmeyer, 2007). In juvenile rats,
trimming or plucking a subset of whiskers weakens
and shrinks the representation of deprived whiskers in
L2/3, mediated in part by weakening L4–L2/3 excitatory
synapses (Feldman and Brecht, 2005). This deprivation-
induced weakening appears to represent CB1-LTD
induced in vivo by sensory deprivation because it oc-
cludes subsequent CB1-LTD, is expressed presynaptically
by reduced release probability, and is prevented by CB1
antagonist treatment in vivo during whisker deprivation
(Allen et al., 2003; Bender et al., 2006a; Feldman, 2009;
Li et al., 2009).

L4–L2/3 synapses in rat S1 exhibit LTD-biased STDP
consisting of NMDAR-dependent LTP and CB1-LTD
(Bender et al., 2006b; Feldman, 2000; Nevian and
Sakmann, 2006). This STDP rule drives net LTD in
response to either uncorrelated spiking or systematic
post-leading-pre spiking (Feldman, 2000). Deprivation is
likely to drive LTD in vivo via STDP becausewhisker dep-
rivationacutelyaltersmeanL4andL2/3 firing rate inS1of
awake rats only modestly but powerfully alters L4–L2/3
spike timing. This was shown in anesthetized animals,
where simultaneous deflection of all whiskers (to mimic
normal whisking) evokes L4 spikes reliably before L2/3
spikes,whereasdeflectionof all but onewhisker (tomimic
acute whisker deprivation) immediately causes L4–L2/3
firing in the deprived column to decorrelate and firing or-
der to reverse. These spike timing changes are quantita-
tively appropriate to drive spike timing-dependent LTD
(Celikel et al., 2004). These findings suggest that spike tim-
ing, not spike rate, may be the key parameter driving syn-
apse weakening in response to whisker deprivation.

STDP has also been hypothesized to drive ocular
dominance plasticity in developing V1, but there is cur-
rently little direct evidence for this hypothesis. V1 neu-
rons exhibit characteristic ocular dominance, which is
a measure of the relative response to stimuli in the right
versus left eye. Ocular dominance is already mature at
eye opening but is highly plastic to visual experience
in a defined developmental critical period (19–32 days
of age in mice). During this period, closure of one eye
(monocular deprivation) causes a rapid loss of responses
to the deprived eye, followed by a slower gain of re-
sponses to the open eye, thus shifting ocular dominance
(Wiesel and Hubel, 1963). Ocular dominance plasticity
involves both rapid physiological changes in excitatory
synaptic strength (e.g., LTP and LTD) and structural rear-
rangement of V1 synapses (Hensch, 2005; Hofer et al.,
2006). While CDP can explain the basic features of ocular
dominance plasticity, an STDPmodel has been proposed.
In this model, monocular deprivation alters the precise
temporal patterning of V1 spikes, thus inducing STDP
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in deprived-eye or open-eye pathways (Hensch, 2005;
Hofer et al., 2006). Direct evidence that STDP causally
drives ocular dominance plasticity is lacking, but the dy-
namics of plasticity in one cell class (fast-spiking interneu-
rons) may be consistent with STDP (Yazaki-Sugiyama
et al., 2009). In addition, the STDP model may explain
why, during development, the critical period does not
begin until inhibitory basket cells mature sufficiently to
provide an ‘optimal’ balance between inhibition and exci-
tation (Katagiri et al., 2007). Basket cells make dense peri-
somatic synapses on pyramidal cells that potently control
spike timing (Huang et al., 2007; Pouille and Scanziani,
2001). Sufficient inhibition may be required to enable
the precise timing of visually evoked spikes so that expe-
rience-dependent changes in spike timing can engage
STDP (Hofer et al., 2006; Kubota and Kitajima, 2010;
Kuhlmanetal., 2010).Similar inhibitorygatingofplasticity
occurs in Xenopus, where tectal inhibitory circuits are re-
quired to ensure that visual motion stimuli evoke precise
spatiotemporal patterns of spiking in the tectum. When
GABAergic transmission is blocked, precise encoding of
motion stimuli is lost and spikes becomehighly correlated
between neurons. Under these conditions, training with
visual motion stimuli does not cause development of
motion direction tuning (Richards et al., 2010).

Thus, STDP is a strong candidate for driving depriva-
tion-induced weakening of synapses in S1 and may play
a similar role in V1, but for this, substantially less evi-
dence exists. Inhibitory gating of plasticity may reflect
the need for optimal inhibitory–excitatory balance to
precisely time spikes and enable STDP.

In summary, STDP is well suited to explain activity-
dependent development of network connectivity and
stimulus selectivity during initial circuit formation. Ex-
perimentally, the best evidence that STDP is involved in
circuit development is in experience-dependent develop-
ment of direction selectivity in the Xenopus retinotectal
system. STDPmay also contribute to deprivation-induced
plasticity in developing S1 and possibly to experience-
dependent development of stimulus selectivity in V1.
However, direct evidence that STDP is the relevant
synaptic plasticity rule for circuit development or devel-
opmental plasticity outside of the retinotectal system
remains largely lacking. In contrast, stronger evidence
exists for STDP in adult circuit plasticity (see Section 9.8).

9.8 FUNCTIONS OF STDP IN ADULT
PLASTICITY AND LEARNING

Theoretical work suggests that STDP could mediate
several forms of learning, including shaping of neuronal
selectivity (Guyonneau et al., 2005), coordinating trans-
formations of multimodal information (Davison and
Fregnac, 2006), tuning of auditory response delays

(Gerstner et al., 1996), reinforcement learning (Farries
and Fairhall, 2007), temporal difference learning
(Rao and Sejnowski, 2003), input pattern detection
(Masquelier et al., 2009), and learning of temporal se-
quences (Fiete et al., 2010). However, whether STDP
plays these roles in vivo in the behaving animal is not
yet clear (Letzkus et al., 2007). Evidence for the involve-
ment of STDP in sensory learning in the primary sensory
cortex and in the electrosensory lobe of electric fish is
strong; for other forms of learning, however, its involve-
ment remains primarily theoretical.

9.8.1 Sensory Learning and Primary
Sensory Cortex Plasticity

The occurrence of STDP has been indirectly studied in
the visual cortex in vivo by sequentially presenting two
visual stimuli at time intervals suitable for inducing
STDP (Fu et al., 2002; Yao and Dan, 2001; Yao et al.,
2004). The two stimuli differ in spatial location or orien-
tation. Sensory stimulation increases the firing probabil-
ity of neuronswithin a definedwindow of time, and thus
the pairing of two stimuli increases the occurrence of the
imposed spike timing interactions. In these studies of
stimulus timing-dependent plasticity using sensory–
sensory associations, pairing causes modifications of
neuronal tuning that are rather small but have a tempo-
ral specificity and sign expected from STDP (see also
Dahmen et al. (2008) for a similar study on the auditory
cortex). These results support the idea that STDP could
mediate experience-dependent modulation of receptive
fields in the visual cortex in vivo. Parallel psychophysical
experiments using similar plasticity protocols show
perceptual changes that are compatible with the in-
duced neurophysiological effects, indicating that sensory-
induced STDP may drive plasticity of human visual
perception (Fu et al., 2002; Yao and Dan, 2001).

In the in vivo somatosensory cortex of the rat, cortical
map reorganization can be induced by whisker depri-
vation. This procedure modifies the relative timing of
thalamic and cortical action potentials within a range
compatible with STDP (Allen et al., 2003; Celikel
et al., 2004). Thus, STDP could underlie modifications
of cellular responses during experience-driven network
reorganizations, although these observations should
be confirmed in the adult rat. Evidence for STDP in
the somatosensory cortex of adult animals in vivo is still
scarce but Jacob et al. (2007) have shown that pairing
spontaneously emitted postsynaptic spiking with
subsequent whisker deflections within a brief time win-
dow leads to synaptic and functional depression spe-
cific to the paired whisker, consistent with spike
timing-dependent LTD.
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9.8.2 Sensory Image Cancellation in
Electric Fish

Anti-Hebbian forms of STDP have been described in
cerebellum-like structures containing comparable cell
types to mammalian cerebellum (Bell et al., 1997;
Tzounopoulos et al., 2004) and in some corticostriatal
connections (Fino et al., 2005). In the electrosensory lobe
of three distinct groups of electric fish, anti-Hebbian
STDP at parallel fiber synapses on Purkinje-like cells
has been proposed to generate a representation of pre-
dictable electrosensory input arising from motor com-
mands. The comparison of this ‘negative’ image with
the actual sensory inflow suppresses the expected sen-
sory consequences of a motor act, facilitating the detec-
tion of unexpected stimuli (reviewed in Bell, 2001; Bell
et al., 1999).

9.8.3 Hippocampus and Memory

The hippocampus shows prominent STDP (Bi and
Poo, 1998; Wittenberg and Wang, 2006), which has been
proposed to be involved in the modification of hippo-
campal spatial receptive fields (place fields) (O’Keefe
and Dostrovsky, 1971) during exploration of novel envi-
ronments (Wilson and McNaughton, 1993). Place fields
of hippocampal CA1 pyramidal cells are spatially
skewed such that firing is asymmetric across the spatial
extent of the place field, with lower firing rates when the
animal enters the field and higher firing rates when it
exits. In addition, the center of gravity of place fields
expands backward as an animal repetitively explores
a track. These features of place fields are experience-
dependent (Mehta et al., 2000). As proposed on the ba-
sis of computational models of CA3 to CA1 plasticity,
these modifications of CA1 receptive fields could result
from NMDA-dependent STDP of synaptic inputs to
CA1 cells (Ekstrom et al., 2001; Mehta et al., 2000;
Shouval et al., 2002, 2010) (see also Yu et al., 2008
for alternative biophysical models). These receptive
field shifts are similar to those observed in the primary
visual cortex during stimulus timing-dependent plas-
ticity (Fu et al., 2002; Yao and Dan, 2001).

9.8.4 Olfactory Learning

Olfactory learning in the insect represents one of the
most robust examples of STDP induction. In the beta-
lobe of the mushroom body, a central structure of the lo-
cust olfactory system, spiking activity elicited by odor
presentation associated with postsynaptic spiking of in-
trinsic neurons (known as the Kenyon cells) triggers
STDP. This form of STDP facilitates the transmission
of odor-specific information through the olfactory sys-
tem by synchronizing the target neurons of the Kenyon
cells, thus improving the readout of the sparse olfactory

code in Kenyon cells (Cassenaer and Laurent, 2007). In
moths, an appetitive associative procedure induces a
conditioned response to an odor. This conditioned re-
sponse is reduced, however, if the reward delivery over-
laps with Kenyon cell activity induced by the odor (Ito
et al., 2008). Thus, changing the temporal interval be-
tween odor and reward modifies the probability of in-
duction of the conditioned response. This was
considered as evidence that STDP in Kenyon cells alone
cannot underlie the olfactory learning. However, STDP
has not been directly measured in this study. An alterna-
tive possibility is to reinterpret these results within the
theoretical framework of reinforcement learning where
in addition to pre- and postsynaptic activity, a third ele-
ment (here, an appetitive reward) provides a behavioral
validation of the network state during the presentation
of the odor but does not in itself induce postsynaptic ac-
tion potentials (see Cassenaer and Laurent, 2012). Its per-
missive action is rather mediated through activation of
metabotropic receptors and second messenger cascades
that might interact with a sustained response (Drew and
Abbott, 2006) or with some intracellular signature left by
the sensory input (Izhikevich, 2007), but not with the
early sensory-driven activity.

9.8.5 STDP in Human Cortex

In humans, paired association of transcranial mag-
netic stimulation over the somatosensory cortex (S1)
and median nerve stimulation induces bidirectional
changes of the median nerve somatosensory evoked po-
tential (SSEP) (Wolters et al., 2005). See Wolters et al.
(2003) for a similar study on the motor cortex. The
changes were confined to the P25 component of the
SSEP, which is believed to originate in the upper cortical
layers of S1. Interestingly, the direction of the changes
depended on the timing of the stimuli. Enhancement
of the P25 component was induced by a pre–post ar-
rangement of stimulation-induced events, while a de-
pression was noted with a reversal of events. These
observations may constitute a signature of STDP in hu-
man S1. Litvak et al. (2007) further confirmed the re-
gional and laminar location of neuroplastic changes
induced by the paired associative stimulation and
reported congruent behavioral consequences of the
STDP-like plasticity in human S1.

In summary, theory indicates that STDP could medi-
atemultiple features of learning. Currently, the strongest
experimental evidence for Hebbian STDP in natural
learning in adults is during sensory perceptual learning
in the primary sensory cortex, where it may store associ-
ations and temporal sequences in response to precisely
timed sequential sensory stimuli. For anti-Hebbian
STDP, evidence strongly supports a role in learning
and cancelling expected sensory patterns in the

174 9. SPIKE TIMING-DEPENDENT PLASTICITY

I. CIRCUIT DEVELOPMENT



electrosensory lobe of electric fish. Additional work is
needed to evaluate the biological role of STDP in other
forms of adult learning and plasticity.
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Glossary

AMPAR Alpha-amino-3-hydroxy-5-methyl-4-isoxazolepropionic
acid subtype of ionotropic glutamate receptor.

bAP Backpropagating action potential, that is, action potential that
propagates from soma to dendrites.

CB1 Cannabinoid receptor type 1.
Correlation-dependent plasticity Form of LTP and LTD in which

plasticity is determined by magnitude of correlated pre- and post-
synaptic activity, but not precise pre–post timing and order.

eCB Endocannabinoid.
GABA-A receptor Gamma-aminobutyric acid receptor typeA, the pri-

mary fast inhibitory receptor in the central nervous system.
IP3 Inositol trisphosphate.
LTD Long-term depression, or activity-dependent, long-term de-

crease in functional synapse strength.
LTP Long-term potentiation, or activity-dependent, long-term in-

crease in functional synapse strength.
mGluR Metabotropic glutamate receptor.
NMDAR N-Methyl-D-aspartate subtype of ionotropic glutamate

receptor.
PLC Phospholipase C.
S1 Primary somatosensory cortex.
Spike timing-dependent plasticity Form of LTP and LTD in which

the magnitude and sign of plasticity are determined by the precise
(10–100-ms scale) timing of pre- and postsynaptic action potentials.

V1 Primary visual cortex.
VSCC Voltage-sensitive calcium channel.

References

Abarbanel, H.D., Gibb, L., Huerta, R., Rabinovich, M.I., 2003. Biophys-
ical model of synaptic plasticity dynamics. Biological Cybernetics
89, 214–226.

Abbott, L.F., Nelson, S.B., 2000. Synaptic plasticity: Taming the beast.
Nature Neuroscience 3 (supplement), 1178–1183.

Ahissar, E., Vaadia, E., Ahissar, M., Bergman, H., Arieli, A., Abeles, M.,
1992. Dependence of cortical plasticity on correlated activity of sin-
gle neurons and on behavioral context. Science 257, 1412–1415.

Ahissar, E., Haidarliu, S., Shulz, D.E., 1996. Possible involvement of
neuromodulatory systems in cortical Hebbian-like plasticity. Jour-
nal of Physiology, Paris 90, 353–360.

Allen, C.B., Celikel, T., Feldman, D.E., 2003. Long-term depression in-
duced by sensory deprivation during corticalmap plasticity in vivo.
Nature Neuroscience 6, 291–299.

Andermann, M.L., Moore, C.I., 2006. A somatotopic map of vibrissa
motion direction within a barrel column. Nature Neuroscience 9,
543–551.

Artola, A., Singer, W., 1993. Long-term depression of excitatory synap-
tic transmission and its relationship to long-term potentiation.
Trends in Neurosciences 16, 480–487.

Aston-Jones, G., Chiang, C., Alexinsky, T., 1991. Discharge of noradren-
ergic locus coeruleus neurons in behaving rats and monkeys sug-
gests a role in vigilance. Progress in Brain Research 88, 501–520.

Azouz, R., Gray, C.M., 2003. Adaptive coincidence detection and dy-
namic gain control in visual cortical neurons in vivo. Neuron 37,
513–523.

Badoual, M., Zou, Q., Davison, A.P., et al., 2006. Biophysical and
phenomenological models of multiple spike interactions in spike-
timing dependent plasticity. International Journal of Neural
Systems 16, 79–97.

Bakin, J.S., Weinberger, N.M., 1996. Induction of a physiological mem-
ory in the cerebral cortex by stimulation of the nucleus basalis. Pro-
ceedings of theNationalAcademyof Sciences of theUnited States of
America 93, 11219–11224.

Banerjee, A., Meredith, R.M., Rodriguez-Moreno, A., Mierau, S.B.,
Auberson, Y.P., Paulsen, O., 2009. Double dissociation of spike
timing-dependent potentiation and depression by subunit-
preferring NMDA receptor antagonists in mouse barrel cortex. Ce-
rebral Cortex 19, 2959–2969.

Bao, S., Chan, V.T., Merzenich, M.M., 2001. Cortical remodelling
induced by activity of ventral tegmental dopamine neurons. Nature
412, 79–83.

Bear, M.F., Abraham, W.C., 1996. Long-term depression in hippocam-
pus. Annual Review of Neuroscience 19, 437–462.

Bear, M.F., Singer, W., 1986. Modulation of visual cortical plasticity by
acetylcholine and noradrenaline. Nature 320, 172–176.

Bell, C.C., 2001. Memory-based expectations in electrosensory systems.
Current Opinion in Neurobiology 11, 481–487.

Bell, C.C., Han, V.Z., Sugawara, Y., Grant, K., 1997. Synaptic plasticity
in a cerebellum-like structure depends on temporal order. Nature
387, 278–281.

Bell, C.C., Han, V.Z., Sugawara, Y., Grant, K., 1999. Synaptic plasticity
in the mormyrid electrosensory lobe. Journal of Experimental Biol-
ogy 202, 1339–1347.

Bender, K.J., Allen, C.B., Bender, V.A., Feldman, D.E., 2006a. Synaptic
basis for whisker deprivation-induced synaptic depression in rat
somatosensory cortex. Journal of Neuroscience 26, 4155–4165.

Bender, V.A., Bender, K.J., Brasier, D.J., Feldman, D.E., 2006b. Two co-
incidence detectors for spike timing-dependent plasticity in so-
matosensory cortex. Journal of Neuroscience 26, 4166–4177.

Berretta, N., Jones, R.S., 1996. Tonic facilitation of glutamate release by
presynaptic N-methyl-D-aspartate autoreceptors in the entorhinal
cortex. Neuroscience 75, 339–344.

Berridge, M.J., 1993. Inositol trisphosphate and calcium signalling. Na-
ture 361, 315–325.

Berridge, M.J., Bootman, M.D., Roderick, H.L., 2003. Calcium signal-
ling: Dynamics, homeostasis and remodelling. Nature Reviews.
Molecular Cell Biology 4, 517–529.

Bi, G.Q., Poo, M.M., 1998. Synaptic modifications in cultured hippocam-
pal neurons: Dependence on spike timing, synaptic strength, and
postsynaptic cell type. Journal of Neuroscience 18, 10464–10472.

Bienenstock, E.L., Cooper, L.N., Munro, P.W., 1982. Theory for the
development of neuron selectivity: Orientation specificity and
binocular interaction in visual cortex. Journal of Neuroscience 2,
32–48.

Birtoli, B., Ulrich, D., 2004. Firing mode-dependent synaptic plasticity
in rat neocortical pyramidal neurons. Journal of Neuroscience 24,
4935–4940.

Bissiere, S., Humeau, Y., Luthi, A., 2003. Dopamine gates LTP induction
in lateral amygdala by suppressing feedforward inhibition. Nature
Neuroscience 6, 587–592.

Bliss, T.V., Lomo, T., 1973. Long-lasting potentiation of synaptic trans-
mission in the dentate area of the anaesthetized rabbit following
stimulation of the perforant path. The Journal of Physiology 232,
331–356.

Blum, K.I., Abbott, L.F., 1996. A model of spatial map formation in the
hippocampus of the rat. Neural Computation 8, 85–93.

1759.8 FUNCTIONS OF STDP IN ADULT PLASTICITY AND LEARNING

I. CIRCUIT DEVELOPMENT



Brasier, D.J., Feldman, D.E., 2008. Synapse-specific expression of func-
tional presynaptic NMDA receptors in rat somatosensory cortex.
Journal of Neuroscience 28, 2199–2211.

Bruno, R.M., Sakmann, B., 2006. Cortex is driven by weak but synchro-
nously active thalamocortical synapses. Science 312, 1622–1627.

Buchs, N.J., Senn, W., 2002. Spike-based synaptic plasticity and the
emergence of direction selective simple cells: Simulation results.
Journal of Computational Neuroscience 13, 167–186.

Bureau, I., Shepherd, G.M., Svoboda, K., 2004. Precise development of
functional and anatomical columns in the neocortex. Neuron 42,
789–801.

Caporale, N., Dan, Y., 2008. Spike timing-dependent plasticity: A
Hebbian learning rule. Annual Review of Neuroscience 31, 25–46.

Casado, M., Isope, P., Ascher, P., 2002. Involvement of presynaptic N-
methyl-D-aspartate receptors in cerebellar long-term depression.
Neuron 33, 123–130.

Cassenaer, S., Laurent, G., 2007. Hebbian STDP in mushroom bodies
facilitates the synchronous flow of olfactory information in locusts.
Nature 448, 709–713.

Cassenaer, S., Laurent, G., 2012. Conditional modulation of spike-
timing-dependent plasticity for olfactory learning. Nature 482, 47–52.

Celikel, T., Szostak, V.A., Feldman, D.E., 2004.Modulation of spike tim-
ing by sensory deprivation during induction of cortical map plastic-
ity. Nature Neuroscience 7, 534–541.

Chevaleyre, V., Takahashi, K.A., Castillo, P.E., 2006. Endocannabinoid-
mediated synaptic plasticity in the CNS. Annual Review of Neuro-
science 29, 37–76.

Clopath, C., Busing, L., Vasilaki, E., Gerstner,W., 2010. Connectivity re-
flects coding: A model of voltage-based STDP with homeostasis.
Nature Neuroscience 13, 344–352.

Colbert, C.M., Johnston,D., 1998. Protein kinaseC activation decreases ac-
tivity-dependentattenuationofdendriticNaþ current inhippocampal
CA1 pyramidal neurons. Journal of Neurophysiology 79, 491–495.

Corlew, R., Wang, Y., Ghermazien, H., Erisir, A., Philpot, B.D., 2007.
Developmental switch in the contribution of presynaptic and post-
synaptic NMDA receptors to long-term depression. Journal of Neu-
roscience 27, 9835–9845.

Corlew, R., Brasier, D.J., Feldman, D.E., Philpot, B.D., 2008. Presynaptic
NMDA receptors: Newly appreciated roles in cortical synaptic
function and plasticity. The Neuroscientist 14, 609–625.

Couey, J.J., Meredith, R.M., Spijker, S., et al., 2007. Distributed
network actions by nicotine increase the threshold for spike-timing-
dependent plasticity in prefrontal cortex. Neuron 54, 73–87.

Crow, T.J., 1968. Cortical synapses and reinforcement: A hypothesis.
Nature 219, 736–737.

Dahmen, J.C., Hartley, D.E., King, A.J., 2008. Stimulus-timing-
dependent plasticity of cortical frequency representation. Journal
of Neuroscience 28, 13629–13639.

Dan, Y., Poo, M.M., 2006. Spike timing-dependent plasticity: From syn-
apse to perception. Physiological Reviews 86, 1033–1048.

Davison, A.P., Fregnac, Y., 2006. Learning cross-modal spatial transfor-
mations through spike timing-dependent plasticity. Journal of Neu-
roscience 26, 5604–5615.

Debanne, D., Gahwiler, B.H., Thompson, S.M., 1994. Asynchronous
pre- and postsynaptic activity induces associative long-term de-
pression in area CA1 of the rat hippocampus in vitro. Proceedings
of theNational Academy of Sciences of theUnited States of America
91, 1148–1152.

Debanne, D., Gahwiler, B.H., Thompson, S.M., 1996. Cooperative inter-
actions in the induction of long-term potentiation and depression of
synaptic excitation between hippocampal CA3–CA1 cell pairs in
vitro. Proc. Natl. Acad. Sci. USA 93, 11225–11230.

Debanne, D., Gahwiler, B.H., Thompson, S.M., 1997. Bidirectional asso-
ciative plasticity of unitary CA3–CA1EPSPs in the rat hippocampus
in vitro. Journal of Neurophysiology 77, 2851–2855.

Debanne, D., Gahwiler, B.H., Thompson, S.M., 1998. Long-term synap-
tic plasticity between pairs of individual CA3 pyramidal cells in rat
hippocampal slice cultures. The Journal of Physiology 507 (Pt 1),
237–247.

Delacour, J., Houcine, O., Costa, J.C., 1990. Evidence for a cholinergic
mechanism of “learned” changes in the responses of barrel field
neurons of the awake and undrugged rat. Neuroscience 34, 1–8.

Delgado, J.Y., Gomez-Gonzalez, J.F., Desai, N.S., 2010. Pyramidal neu-
ron conductance state gates spike-timing-dependent plasticity.
Journal of Neuroscience 30, 15713–15725.

Devauges, V., Sara, S.J., 1990. Activation of the noradrenergic system
facilitates an attentional shift in the rat. Behavioural Brain Research
39, 19–28.

Drew, P.J., Abbott, L.F., 2006. Extending the effects of spike-timing-
dependent plasticity to behavioral timescales. Proceedings of the
National Academy of Sciences of the United States of America
103, 8876–8881.

Dudek, S.M., Bear, M.F., 1992. Homosynaptic long-term depression in
area CA1 of hippocampus and effects of N-methyl-D-aspartate re-
ceptor blockade. Proceedings of the National Academy of Sciences
of the United States of America 89, 4363–4367.

Duguid, I., Sjostrom, P.J., 2006. Novel presynaptic mechanisms for co-
incidence detection in synaptic plasticity. Current Opinion in Neu-
robiology 16, 312–322.

Edeline, J.M., Hars, B., Maho, C., Hennevin, E., 1994a. Transient and
prolonged facilitation of tone-evoked responses induced by basal
forebrain stimulations in the rat auditory cortex. Experimental
Brain Research 97, 373–386.

Edeline, J.M., Maho, C., Hars, B., Hennevin, E., 1994b. Non-awaking
basal forebrain stimulation enhances auditory cortex responsive-
ness during slow-wave sleep. Brain Research 636, 333–337.

Egger, V., Feldmeyer, D., Sakmann, B., 1999. Coincidence detection and
changes of synaptic efficacy in spiny stellate neurons in rat barrel
cortex. Nature Neuroscience 2, 1098–1105.

Ego-Stengel, V., Shulz, D.E., Haidarliu, S., Sosnik, R., Ahissar, E., 2001.
Acetylcholine dependent induction and expression of functional
plasticity in the barrel cortex of the adult rat. Journal of Neurophys-
iology 86, 422–437.

Ego-Stengel, V., Bringuier, V., Shulz, D.E., 2002. Noradrenergic modu-
lation of functional selectivity in the cat visual cortex: An in vivo ex-
tracellular and intracellular study. Neuroscience 111, 275–289.

Ekstrom, A.D., Meltzer, J., McNaughton, B.L., Barnes, C.A., 2001.
NMDA receptor antagonism blocks experience-dependent expan-
sion of hippocampal “place fields” Neuron 31, 631–638.

Engelmann, J., van den Burg, E., Bacelo, J., et al., 2008. Dendritic back-
propagation and synaptic plasticity in the mormyrid electrosensory
lobe. Journal of Physiology, Paris 102, 233–245.

Engert, F., Tao, H.W., Zhang, L.I., Poo, M.M., 2002. Moving visual stim-
uli rapidly induce direction sensitivity of developing tectal neurons.
Nature 419, 470–475.

Enoki, R., Hu, Y.L., Hamilton, D., Fine, A., 2009. Expression of long-
term plasticity at individual synapses in hippocampus is graded, bi-
directional, and mainly presynaptic: Optical quantal analysis. Neu-
ron 62, 242–253.

Farries, M.A., Fairhall, A.L., 2007. Reinforcement learning with modu-
lated spike timing dependent synaptic plasticity. Journal of Neuro-
physiology 98, 3648–3665.

Feldman, D.E., 2000. Timing-based LTP and LTD at vertical inputs to
layer II/III pyramidal cells in rat barrel cortex. Neuron 27, 45–56.

Feldman, D.E., 2009. Synaptic mechanisms for plasticity in neocortex.
Annual Review of Neuroscience 32, 33–55.

Feldman, D.E., Brecht, M., 2005. Map plasticity in somatosensory cor-
tex. Science 310, 810–815.

Fiete, I.R., Senn, W., Wang, C.Z., Hahnloser, R.H., 2010. Spike-time-
dependent plasticity and heterosynaptic competition organize

176 9. SPIKE TIMING-DEPENDENT PLASTICITY

I. CIRCUIT DEVELOPMENT



networks to produce long scale-free sequences of neural activity.
Neuron 65, 563–576.

Fino, E., Venance, L., 2011. Spike-timing dependent plasticity in striatal
interneurons. Neuropharmacology 60, 780–788.

Fino, E., Glowinski, J., Venance, L., 2005. Bidirectional activity-
dependent plasticity at corticostriatal synapses. Journal of Neu-
roscience 25, 11279–11287.

Fino, E., Deniau, J.M., Venance, L., 2008. Cell-specific spike-timing-
dependent plasticity in GABAergic and cholinergic interneurons in
corticostriatal rat brain slices. The Journal of Physiology 586, 265–282.

Fino, E., Paille, V., Deniau, J.M., Venance, L., 2009. Asymmetric spike-
timing dependent plasticity of striatal nitric oxide-synthase inter-
neurons. Neuroscience 160, 744–754.

Fino, E., Paille, V., Cui, Y., Morera-Herreras, T., Deniau, J.M.,
Venance, L., 2010. Distinct coincidence detectors govern the corti-
costriatal spike timing-dependent plasticity. The Journal of Physiol-
ogy 588, 3045–3062.

Fontaine, B., Peremans, H., 2007. Tuning bat LSO neurons to interaural
intensity differences through spike-timing dependent plasticity. Bi-
ological Cybernetics 97, 261–267.
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10.1 INTRODUCTION

Newborns depend for their survival on caregivers,
almost always mothers, who provide them with food,
warmth, and comfort. They come into this world
equipped with a set of reflexes, basic sensory capacities
and preferences, and primitive means for signaling their
needs. Over the first 2 years of life, infants undergo rapid
developments in cognition and behavior, and their
brains undergo exponential growth and change. During
these early years, infants are transformed into toddlers
capable of goal-directed actions and independent mobil-
ity; they develop sophisticated concepts of the world
around them, acquire the basic use and understanding
of language, and become equipped to navigate their so-
cial environment with ease. Nevertheless, at the age of 2,
toddlers still have a great deal to learn, and developmen-
tal changes continue, at a steadier rate, over the next two
decades.

In this volume, the authors follow this remarkable
journey in human development with particular empha-
sis on the early years. Studies of child development be-
gan almost a century ago; however, the conceptual
frameworks and information about what children know
as they grow have shifted over the years, driven largely
by the introduction of newmethods and technology that

is now opening up the possibility of asking key questions
about the neural and cognitive mechanisms that drive
developmental change. This chapter serves as a road-
map to the basic frameworks and methods that have
guided the field of child development over the past
few decades and then introduces the chapters in this
volume.

10.2 FRAMEWORKS AND METHODS

10.2.1 Conceptual Frameworks

The scientific field of cognitive development began
with the seminal work of Jean Piaget, though its intellec-
tual roots go back to philosophical questions about
the origins of knowledge and mind raised by Plato,
Aristotle, and others in ancient Greece. Piaget, who
was a biologist by training, was the first to develop a
comprehensive theoretical framework for how children
acquire core concepts that are the foundation of human
thought. His ‘constructivist’ theory claimed that funda-
mental concepts, such as space, time, and causality, are
acquired by the baby operating on the environment.
Through very basic processes, complex abstract concepts
are built up through actions and interactions with objects
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and people. In Piaget’s theory, children develop through
a series of qualitatively distinct stages, each defined by a
new form of mental representation. He was committed
to a strong view on the biological contributions to
cognitive development by arguing for the importance
of evolution, maturation, and adaptation for under-
standing change over time; however, his empirical work
focused exclusively on observable behavior, which
clearly contributed to the significant role he attributed
to action, especially as the foundation of representational
knowledge (Flavell, 1996).

Piaget’s work lies between the extremes of nativism
and empiricism. He began writing in the early part
of the twentieth century, but his work did not become
well known in the English-speaking scientific commu-
nity until the 1970s, when psychologists became open
to ideas that were grounded in a more complex view
of how biology intersects with experience. Nevertheless,
even though Piaget firmly argued that developmental
changes took place in children’s cognition, he was not
able to articulate how such changes were accomplished;
instead, he focused more on generating the important
questions to be addressed by developmental scientists
that remain central to the field today.

Over the last few decades, developmental science has
blossomed as it has taken on questions about what the
starting point is for newborns, what the child knows at
different ages, how this knowledge is organized and
changes over time, and which factors and basic learning
mechanisms contribute to these changes. These ques-
tions are being addressed using new tools that provide
a more direct window into the minds and brains of
babies and young children than simply observations
of their behavior. While developmental scientists are
informed by parallel research on other species, the
unique social and linguistic abilities of humans trans-
form the child’s conceptions of the world in ways that
require different frameworks and approaches for inves-
tigating developmental processes (cf. Vygotsky, 1978).

10.2.2 Eye Gaze

For Piaget, infants’ actions on theworld revealed their
underlying knowledge; however, motor development is
a slow process in humans and thus provides a very indi-
rect assessment of their cognitive capacities. Beginning
with the seminal work of Fantz (1958), researchers have
been using eye gaze patterns to provide a more direct
approach to what infants see, discriminate, prefer, re-
member, and expect. Because they have relatively good
ocular-motor control, babies’ eye movements are a
reliable and valid way of revealing mental processing.
Studies using eye gaze patterns, including measures of
first fixations, time spent looking at images, and antici-
patory looking patterns, have demonstrated that even

newborns are not just a bundle of reflexes with basic sen-
sory capacities. Instead, people now know that infants
have perceptual preferences that are biased toward at-
tending to particular events and entities in their environ-
ment, and rapid changes over the first fewmonths of life
consolidate and expand on these initial biases (see
Chapter 37).

For many years, researchers relied on either manual
on-line coding of eye gaze patterns or videotaping of
infants’ looking patterns and later laborious coding
their eye movements by hand. It is the most common
behavioral method in use today for studies on infant
perception, cognitive, social, and language develop-
ment (Aslin, 2007). The recent advent of automated
eye trackers, particularly ones that do not require
head-mounted cameras or complex calibration proce-
dures, has led to changes in the ability to capture the mi-
crostructure of eye gaze patterns in infants including
much finer temporal and spatial resolutions, without re-
quiring manual coding that could potentially introduce
error or bias. Nevertheless, despite the advantages of
using automated eye trackers to capture eye movement
patterns, there are still significant challenges about how
data collected from these devices should be analyzed
and interpreted (Aslin, 2012).

10.2.3 Electrophysiology

If eye gaze is the method of choice for investigating
the minds of babies, then electrophysiology is the
method of choice for investigating their brain function.
The broader field of cognitive neuroscience has relied
on a range of technologies to probe brain structure and
function in people; however, not all of them are easily
adapted for use with infants. Electrophysiological re-
cordings, including electroencephalography (EEG) and
event-related potentials (ERPs), provide relatively good
measures of temporal processing and dynamics of cog-
nitive processes. Their primary advantages for their
use in studying infants and young children include
safety, ease of use, and tolerance of some movement.

The EEG signals collected from multiple electrodes
placed over the scalp reflect ongoing electrical activity
in the brain; ERPs are signals that occur in response to
a specific stimulus and are most widely used as a neural
assessment for a range of cognitive processes. The anal-
ysis of EEG activity is generally not time locked, but can
be decomposed into constituent frequencies to quantify
power in specific bandwidths, each of which reflects dif-
ferent aspects of neural processing related to cognition.
ERPs are thought to detect postsynaptic potentials from
pyramidal cells summed over a large number of neu-
rons. Invariant stimulus-related electrical activity is
extracted through an averaging process over a large
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number of trials in order to reduce the noise due to ran-
dom components. The average ERP is then analyzed
temporally, as a series of positive and negative compo-
nents characterized by their polarity, peak latency, am-
plitude, and distribution over the scalp (Csibra et al.,
2008). The introduction of high-density arrays, which in-
clude a large number of electrodes embedded in a net
that is quickly and easily fitted over the scalp, provides
more complete spatial coverage and has led to new
methods of analysis with better spatial and temporal
resolutions.

Different components in the ERP signal have been
linked to specific behavioral tasks including, for exam-
ple, attention, face processing, and a range of linguistic
processes from speech to syntax (see, for example,
Chapter 32 and Rubenstein and Rakic, 2013). Much of
what is known about the cognitive processes associated
with specific ERP components comes from studies of
adults. There are significant developmental changes in
the latency, morphology, and topography in the known
ERP components, and while the precise roots of these
changes are not yet fully understood, they are thought
to reflect a combination of cognitive advances and more
efficient neural processing. While electrophysiological
methods are now widely used in human developmental
neuroscience, they do have several limitations including
their poor spatial resolution and lack of sensitivity to
processing in subcortical brain areas.

10.2.4 Magnetic Resonance Imaging and Other
Imaging Methods

The growing field of cognitive neuroscience has relied
most extensively on magnetic resonance imaging (MRI)
as the single most effective, noninvasive, and safe
method for examining in vivo human brain structure
and function. MRI provides high-resolution spatial in-
formation, and its application in developmental science
has given people detailed information about volumetric
changes in regional gray andwhitematter. The advent of
diffusion tensor imaging (DTI), a variant of conventional
MRI, has led to advances in the ability to identify and
characterize developmental changes in white matter
pathways (Wozniak et al., 2008).

Functional aspects of brain development, particularly
in older children, have been tracked using functional
MRI (fMRI), which measures changes in blood oxygena-
tion levels (BOLD response), an indirect measure of in-
creases in regional neuronal activity. fMRI provides
excellent spatial resolution when local differences in the
BOLD response are analyzed between tasks or groups.
Advances in analytic methods such as connectivity ana-
lyses have led to new ways of tracking developmental
changes in systems-level cortical representations.

Despite their importance in developmental cognitive
neuroscience, there are several challenges in using MRI
with young children, not least of which is the require-
ment to lie completely still in a noisy enclosed tunnel
for relatively long time periods while the scan data are
collected. This involves a good deal of cooperation from
an awake child, which is possible in children over the
age of 5 who have been carefully prepared, or the use
of alternative approaches such as scanning during sleep
or sedation. It is also not clear how developmental
changes in brain morphology and metabolism may
influence the BOLD response, and there are other techni-
cal concerns that need to be carefully considered when
interpreting findings from fMRI studies conducted on
young children or children with neurodevelopmental
disorders (Casey et al., 2005).

The newest technology that has been introduced to in-
vestigate functional brain development, particularly in
infants, is near-infrared spectroscopy (NIRS), which, like
fMRI,measures changes in hemodynamic responses that
are assumed to be related to regional brain activity.
Optical probes placed on the scalp measure changes in
blood oxygenation levels that reflect surface cortical ac-
tivity, offering moderately good spatial resolution,
depending on the number and location of the probes.
Considerable methodological and technological ad-
vances have beenmade, and the number of studies using
NIRS to investigate functional activity in the brains of
very young infants is increasing each year (cf. Gervain
et al., 2011). It has been used in studies of infant percep-
tion, cognition, and language; however, it cannot detect
neural responses generated in structures that lie below
the cortical surface, which limits its use in studying
key aspects of memory, emotion, or social perception.

10.2.5 Summary

Important advances in developmental cognitive neu-
roscience have been made in recent years based on
the introduction of new conceptual frameworks and
methods for probing cognition and brain processes.
People are now beginning to be able to link behavioral
and brain changes in ways that allow them to test theo-
retically grounded hypotheses about the neural bases of
cognitive development. Yet, progress can only be made
if their methods and technologies are used in the context
of well-designed experiments and an appreciation of the
limitations in the application and interpretation of find-
ings from each availablemethod. As noted, there are real
challenges in using all the methods surveyed here with
pediatric populations: they all require a considerable
amount of cooperation and minimal movement. While
young infants and older children can tolerate the
requirements for most of these methodologies, toddlers
and preschoolers are far more active than infants and far
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less compliant than school-aged children, and therefore,
relatively less is known about development during these
critical years. It is expected that technological innova-
tions in the coming years will help to fill in these gaps
to provide amore complete picture of cognitive develop-
ment from birth through adolescence.

10.3 OVERVIEW OF CHAPTERS

This volume provides comprehensive and detailed
coverage of the current state of research on cognitive de-
velopment including both behavioral and neuroscience
perspectives on the field. Each chapter highlights key de-
velopmental questions and illustrates the primary
methods that have been used to address them. Through-
out this volume, the emphasis is on typical development,
but applications to atypical populations are discussed,
particularly in those areas where more significant work
has been conducted on children with neurodevelop-
mental disorders. The field is still young, and studies
that attempt to address the developmental relationship
between cognitive and neural processes have really only
begun in earnest during the past decade. Each chapter
concludes with a discussion of the future directions that
people can expect to see in the coming decades.

In the opening chapter, Mark Johnson (see Rubenstein
and Rakic, 2013) discusses the theories that have domi-
nated the newly emerging field of developmental cogni-
tive neuroscience. He highlights the importance of
having theoretically driven research and evaluates the
predictions and evidence from each theory using re-
search from different cognitive domains. He concludes
that the theory of interactive specialization, which has
its roots in the Piagetian theory, offers the most promise
of a framework that captures biological developmental
change that is grounded in experience.

The next two chapters summarize the foundations of
brain and behavioral development. Colby and his col-
leagues provide a detailed summary of what is currently
known about postnatal structural changes in the brain
based primarily on studies using MRI and DTI. They
describe the very different trajectories in gray and white
matter development, emphasizing the significance of
developmental timing and key genetic and experience-
dependent factors driving the dynamic processes of brain
development that continue through late adolescence.
Lamy and Saffran (see Rubenstein and Rakic, 2013) take
on the central question about how infants learn, in partic-
ular, how they can acquire abstract and complex cognitive
structure based on inputs from the environment. They fo-
cus on infants’ capacities to extractdifferent types of statis-
tical regularities from the perceptual information that are
central to the formation of linguistic and object categories.
Evidence from studies conducted over the past decade

suggests that infants activelyuseprobabilitydistributions,
sequential structure, correlations,andassociations inaudi-
tory and visual inputs, beginning early in the first year
of life. These active learning mechanisms, which are pre-
sumably basic capacities that evolve via experience, are
the building blocks that drive cognitive development.

For humans, vision is arguably the most important
perceptual system that drives conceptual development,
particularly for growth in understanding objects and
events. It is also the system that is most well studied
and understood across different species. In his chapter,
Scott Johnson (Chapter 37) discusses how infants come
to experience a world of stable objects beginning with
limited but organized vision at birth that undergoes
rapid functional changes during the first year of life
driven by brain maturation coupled with learning from
experience andmanual explorations. More advanced as-
pects of visuospatial abilities are taken up by Stiles and
her colleagues who discuss the development of ventral
and dorsal neurocognitive processes including global
and local pattern perception, spatial construction, local-
ization, attention, and manipulation. The last part of
their chapter describes research on these processes, par-
ticularly the vulnerability of the dorsal stream in chil-
dren who have experienced brain injury or with
neurogenetic syndromes.

Human memory serves a range of important func-
tions that are carried out by different systems. In her
chapter, Bauer describes the major forms of memory,
each of which follows distinct developmental trajecto-
ries. She summarizes recent studies that document the
emergence of both declarative and nondeclarative mem-
ory systems during the first 2 years of life, which is far
earlier than has previously been thought. At the same
time, Bauer argues that some aspects of declarative
memory have amore protracted course not reachingma-
turity until middle childhood, paralleling what is known
about the development of the underlying neurobiology
of memory processing systems as demonstrated in stud-
ies of ERPs in children.

The earliest autobiographical memories are sparse
and usually for events that took place during the pre-
school years. One reason that has been offered for this
phenomenon is that encoding and retrieving these mem-
ories depend on language. By the time most children are
3 years old, they have mastered the fundamentals of lan-
guage from sounds to words to grammar, which allow
them to form narrative memories of their lives. In the
next chapter, Tager-Flusberg and Seery (Chapter 32)
describe the development of language covering the
major milestones, as well as how language intersects
with aspects of motor, conceptual, and social cognitive
development. Much is known about the importance of
left-hemisphere frontal/temporal cortical systems in
adult language processing. These left lateralized systems
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emerge during the first year of life in typically develop-
ing children according to studies using ERP and NIRS
with infants. Failure to lateralize language functions to
the left hemisphere during this early sensitive period
appears to be one hallmark finding among children
with developmental language disorders.

The next four chapters are concerned with different
aspects of social–emotional development. This has be-
come a very active area of research in developmental sci-
ence, in part because of the complexity and richness of
human social lives and in part because of the important
consequences when development in the social domain
is impaired in children with genetic syndromes or spe-
cific forms of psychopathology. Righi and Nelson (see
Rubenstein and Rakic, 2013) focus on the development
of face-processing skills. They describe the initial rapid
developments that take place during the first year of
life in the foundational cognitive processes for identify-
ing faces and facial expressions that depend on dedi-
cated neural architecture in the fusiform region of the
temporal cortex. At the same time, these early acquired
abilities are followed by a more protracted period of de-
velopment during which time more subtle behavioral
advances are accompanied by volumetric changes in
the fusiform ‘face area’ as well as temporal and morpho-
logical changes in the signature ERP signal elicited by
faces, the N170. The development of the neural systems
underlying more complex aspects of social perception,
including the evaluation of a person’s intentions, com-
municative signals, and psychological disposition from
eye gaze and body motion cues, is addressed by Voos
and his colleagues (see Rubenstein and Rakic, 2013) in
the next chapter, drawing heavily on fMRI studies of
school-aged children. This is followed by Gweon and
Saxe’s chapter (see Rubenstein and Rakic, 2013), which
focuses on the development of children’s theory ofmind:
the ability to reason about people’s actions based on
mental states such as thoughts or beliefs. The classic
studies in this area concluded that the theory of mind
emerges at about the age of 4 based on behavioral and
ERP studies that used a task evaluating children’s under-
standing of false beliefs. Gweon and Saxe review more
recent behavioral studies suggesting that this under-
standing may already be in place at least in an implicit
form by around 18 months. At the same time, fMRI stud-
ies suggest that the brain region that is crucially involved
in the theory of mind processing, the right temporal–pa-
rietal junction, continues to show functional develop-
mental changes through middle childhood, providing
another example of the early emergence of a cognitive
achievement followed by a more protracted develop-
mental period into middle childhood. Decety and
Michalska (see Rubenstein and Rakic, 2013) focus more
on the affective components of social behavior: the de-
velopment of the capacity to respond to another person’s

distress, or empathy. Their chapter summarizes the
normal course of development in the psychological pro-
cesses and neurobiological mechanisms that drive em-
pathic behavior, and then how these might go awry in
children with conduct disorder or related forms of
psychopathy.

The next three chapters focus on the aspects of exec-
utive processing that cut across different developmental
domains. Posner and his colleagues (see Rubenstein and
Rakic, 2013) review the development of the complex set
of networks that is involved in executive attentional pro-
cesses and self-regulation from early infancy through
middle childhood. An exciting recent advance in this
area is a research that finds associations between com-
mon genetic variants with individual differences in spe-
cific attentional components; in turn, these differences
influence environmental experiences of children as me-
diated, for example, by parenting behaviors. Lahat and
Fox explore the development of two aspects of cognitive
control that play important roles in decision-making and
social behavior: inhibitory control and self-monitoring.
The neural substrates for these advanced cognitive sys-
tems, as indexed by fMRI and ERPmeasures, depend on
areas in the prefrontal cortex that do not reach the end
point of development until late adolescence. Hughes
(see Rubenstein and Rakic, 2013) summarizes the re-
search on classic executive function measures in both
typical and atypical children. She argues that because
the executive functions and their neural substrates,
which encompass multiple brain regions, develop incre-
mentally over the entire period of childhood and adoles-
cence, they are more susceptible to environmental
influences. Her chapter describes examples of such influ-
ences including studies of training, parent–child interac-
tion, and clinical populations.

The final two chapters in this volume are concerned
with primary influences on behavioral and brain devel-
opment. Gunnar and Davis (see Rubenstein and Rakic,
2013) focus on the effects of stress, drawing heavily on
what is known from animal models to investigate
whether the findings from that body of literature can
be extended to current work on prenatal and postnatal
stress responses in human development. Then, Beltz
and her colleagues (see Rubenstein and Rakic, 2013) take
up the issue of sex differences in development, which
has important implications for understanding many
neurodevelopmental disorders that differentially affect
males and females for reasons that are still not well
understood.

The cognitive neuroscience of human development is
still in its formative years. The exponential growth of this
field, as evidenced by the numbers of papers, journals,
and books published over the past decade, has largely
been driven by methodological advances that allow peo-
ple to view more directly the minds and brains of babies
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and children and observe how they change over time.
As these methods develop further, it is expected that
greater progress will be made by asking broader ques-
tions about the significance of the developmental trajec-
tories and timing within and across cognitive domains,
the constraints that operate on individual variation
and developmental plasticity, and the precise ways
in which biological and nonbiological factors influ-
ence the developmental course of brain and cognitive
development.
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11.1 INTRODUCTION

Recently a new field of science has emerged at the in-
terface between developmental neuroscience and devel-
opmental psychology. This field has come to be known
as developmental cognitive neuroscience (DCN)
(Johnson, 2010). The exciting mix of these previously sep-
arate fields has led to a burgeoning of new observations,
methods, and ideas. However, a characteristic shared
with most newly emerging interdisciplinary areas in the
biological sciences is the feeling that the knowledge ac-
quired to date is rather fragmentary, with many intui-
tively surprising observations remaining unexplained.
How can one understand these phenomena, and interpret
andexplain themwithinabroadercontextofother findings
with different methods and populations? To do this, one
needs to develop theories, and, the author will argue that
these theories need to be of a particular kind to be useful.

As a scientific discipline, DCN sits at the convergence
of two of the oldest philosophical and scientific debates
of mankind. The first of these questions concerns the re-
lation between mind and body, and specifically between
the physical substrate of the brain and the mental pro-
cesses it supports. This issue is fundamental to the scien-
tific discipline of cognitive neuroscience. The second
debate concerns the origin of organized biological struc-
tures, such as the highly complex structure of the adult
human brain. This issue is fundamental to the study of
development. Light can be shed on these two fundamen-
tal issues by tackling them both simultaneously, and spe-
cifically by focusing on the relation between the
postnatal development of the human brain and the cog-
nitive processes it supports.

The second of the two debates above, that of the ori-
gins of organized biological structure, can be posed in
terms of phylogeny or ontogeny. The phylogenetic
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(evolutionary) version of this question concerns the ori-
gin of the characteristics of species, and has been
addressed by Charles Darwin and many others since.
The ontogenetic version of this question concerns indi-
vidual development within a life span. The ontogeny
question has been somewhat neglected relative to phy-
logeny since some influential scientists have held the
view that once a particular set of genes has been selected
by evolution, ontogeny is simply a process of executing
the instructions coded for by those genes. By this view,
the ontogenetic question essentially reduces to phylogeny
(a position sometimes termed ‘nativism’). In contrast to
this view, many now agree that ontogenetic development
is an active process through which biological structure is
constructedafresh ineach individualbymeansof complex
andvariable interactionsbetweengenesand their environ-
ments. The information is not in the genes, but emerges
from the constructive interaction between genes and their
environment (see also Oyama, 2000).

What actually is ontogenetic development? Many in-
troductory biology textbooks define development in
terms of an increasing restriction of fate. This refers to
the basic observation that as the biological development
of an individual organism (ontogeny) proceeds, the
range of options for further specification or specializa-
tion available to the organism at that stage decreases.
Structural or functional specialization is an end state in
which there are few or no options left to the organism.
By this view, plasticity can be defined as a develop-
mental stage in which there are still options available
for alternative developmental pathways (Thomas and
Johnson, 2008). Another dimension of ontogenetic de-
velopment is that it involves the construction of
increasingly complex hierarchical levels of biological or-
ganization, including the brain and the cognitive pro-
cesses it supports. As is seen later in this chapter,
organizational processes at one level, such as cellular in-
teractions, can establish new emergent functions at a
higher level, such as that associated with overall brain
structure. This characteristic of ontogeny means that a
full picture of developmental change requires different
levels of analysis to be investigated simultaneously.
The author argues that the developmentalist needs to
go beyond statements such as a psychological change be-
ing due to maturation, and actually provide an account
of the processes causing the change at cellular and mo-
lecular levels. Thus, in contrast to most other areas of
psychology and cognitive science, a complete account
of developmental change specifically requires an inter-
disciplinary approach.

Given the above considerations, it is perhaps surpris-
ing that only recently has there been renewed interest
in examining relations betweenbrain and cognitive devel-
opment. Although the field of developmental psychology
was originally founded by biologists (such as Darwin

and Piaget), biological approaches to human behavioral
development fell out of favor in the 1970s and 1980s for
a variety of reasons, including the widely held belief
among cognitive psychologists in that period that the soft-
ware of the mind is best studied without reference to the
hardware of the brain (see section 11.2 for the details of
this argument). However, the recent explosion of basic
knowledge on mammalian brain development makes
the task of relating brain to behavioral changes consider-
ablymoreviablethanpreviously. Inparallel,molecularand
cellular methods, along with theories of self-organizing
dynamic networks, have led to great advances in our
understanding of how vertebrate brains are constructed
during ontogeny. These advances, along with those in
noninvasive structural and functional neuroimaging,
have led to the recent emergence of DCN.

11.2 WHY DO WE NEED THEORIES?

Somemight argue that, as a subfield of biology, inves-
tigators in DCN should proceed with their empirical in-
vestigations of human development unbiased by any
perspective or theory, or simply wait until enough data
are in before speculating on its significance. However,
even a cursory read of philosophy of science tells you
that this view is, at best, somewhat naı̈ve. While
Victorian naturalists simply made observations about
the animals and plants they studied, when one moves
to a modern science led by experiments, the rules
change. The experiments choosen to conduct (out of
the many millions of potential experiments that could
be done) are inevitably guided by implicit assumptions
and biases. For example, many of the earliest functional
MRI experiments with children professed to be neutral
and exploratory while also assuming that new brain re-
gions becoming on-line with increased development
would be seen. As will be seen later, in many cases this
basic starting assumption was violated. In addition, the-
ories in science do not just attempt to explain sets of data
post hoc, but they should actually generate predictions
and direct whole lines of empirical investigation.

Having emphasized the importance of theories, we
must also be sure to achieve an appropriate balance with
data gathered from a variety of different sources and
methods. In one of the parent disciplines of DCN, cogni-
tive development, several grand theoretical castles have
been built on the shaky sands of just one particular
type of behavioral test. In most of the biological sciences,
confidence in an observation or conclusion is greatly
increased by seeking multiple different sources of con-
verging evidence.

Interdisciplinary fields such asDCN face a formidable
challenge in the development of adequate theories since
scientists are required to develop theories that not only
cross different levels of observation (such as genetic,
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neural, and behavioral), but also relate those different
levels together in someway. Ideally, DCN theories should
relate evidence from different levels of observation in
terms of one level of explanation. As mentioned earlier,
for several decades in the field of cognitive development,
it was generally considered inappropriate to attempt to
relate different levels of explanation. Rather, the aim
was to explain one level of observation (change in behav-
ior) in terms of one level of explanation (cognitive). This
widespread view was taken for a variety of reasons, but
one influential source was the work of Marr (1982). Marr
argued that because the same computation can, in princi-
ple, be implemented on different computer or neural ar-
chitectures, a computational account of cognition could,
and should, be constructed independently of the details
of its implementation on hardware. This influential argu-
ment led to the view that considering the role of the brain
in cognitive development was reductionist in the sense
thatmolecular and cellular processes could never provide
an adequate explanation of cognitive processes.

While the case against a simple reductionist view is
clearly correct, as stated earlier, theories of biological de-
velopment critically need to explain the reverse process
(to reductionism) of the emergence of higher-order struc-
turesoforganization.Thus,whilenotdenyingMarr’s anti-
reductionist point, constructing a specific type of neural
computer hardware will constrain the range of possible
computations that could be supported.With these consid-
erations inmind,Mareschal et al. (2007), amongothers, ar-
gue that there are constraints on computation imposed by
its detailed implementation. Further, when attempting to
bridge levels of explanation, mechanistic accounts of pro-
cesses of computation and developmental change should
be consistent across different levels, that is, there is a need
for isomorphism between levels of description. Since the
goal of DCN is to relate the genetic, neural, cognitive,
andbehavioral accounts of humandevelopment, devising
theories thatrelate thedifferent levelsofobservationseems
crucial. Mareschal et al. (2007, p. 209) thus describe it “We
would argue that strong pragmatic considerations mean
that what is achievable in real time at one level of descrip-
tion strongly constrains the appropriate theories ofwhat is
going on at other levels. What is more easily achievable in
the brainwill strongly constrain the character of cognition.
More specifically, the brain can implement much more
readily certain representationalstatesand transformations
more than others. It is these primitives that the researcher
should initially use to construct theories of cognition.”

Theories come in different shapes and sizes. Specifi-
cally, the amount and range of DCN data accounted
for can independently vary along at least two dimen-
sions: (a) how domain specific or domain general (do-
main here is used in a general sense to refer to an
aspect of cognition) a theory is, and (b) how many levels
of explanation are incorporated or integrated. It is a

definingfeatureofDCN,asopposedtotraditionalcognitive
development, that multiple levels of observation are con-
sidered and related in terms of a single process or causal
mechanism.One reason for this is that the parent discipline
of cognitive development had been built on the strategy of
explaining changes in behavior during development in
terms of cognition – a level of explanation that is not itself
directly observable.While the scientific strategy of theoriz-
ing at a level that is not directly observable is not unique to
cognitive psychology, constraining theories of this kind by
only one level of observation is of high risk because of the
lack of constraints it imposes. In other words, a very wide
variety of theories can successfully account for data at
onelevelofobservableonly. It isproposedthatabetterstrat-
egy is to sandwich a nonobservable level of explanation
(such as cognition) between two levels of observable, such
as those of brain and behavior.

Theories in DCN could potentially vary enormously
in the scope of data that they account for, from a single
cognitive domain in a single population to an account
that crosses domains of cognition and populations (typ-
ical and atypical development). Often, in biology, the
broader the scope of a theory, the less clearly it makes
detailed domain-specific predictions. Thus, some have
referred to such broad-scope theories as frameworks
(Kuhn, 1996). Put simply, frameworks are ways of think-
ing about, or viewpoints on, a large body of data. Frame-
works may have some testable elements but primarily
serve as a coherent set of assumptions that, taken to-
gether, offer an account of a wide range of phenomena.
In addition, within a framework, more specific and de-
tailed theories (and thence hypotheses) can be con-
structed. Further, they guide lines of research and the
kinds of hypotheses that are explored. In a young and
newly emerged field, it is suggested that the first priority
should be to develop appropriate and useful frame-
works, since adopting the wrong framework could be
an expensive diversion in terms of both time andmoney.

11.3 THREE FRAMEWORKS FOR
UNDERSTANDING HUMAN

FUNCTIONAL BRAIN DEVELOPMENT

A review of the literature reveals that three different
frameworks on human postnatal functional brain devel-
opment are currently commonly adopted and explored
(Johnson, 2001).

11.3.1 Maturational Viewpoint

According to the maturational viewpoint, newly
emerging sensory, motor, and cognitive functions are re-
lated to the maturation of particular areas of the brain,
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usually regions of cerebral cortex. Much of the research
to date attempting to relate brain to behavioral develop-
ment in humans has taken this approach. Evidence con-
cerning the differential neuroanatomical development of
brain regions should then predict the age when a partic-
ular region is likely to become functional. Conversely,
success in a new behavioral task at given age is attrib-
uted to the maturation of a new brain region. Functional
brain development is, in this sense, depicted as the re-
verse of adult neuropsychological studies of patients
with brain damage, with specific brain regions being
added-in during development (with the converse effects
from being depleted by damage).

Despite the intuitive appeal and attractive simplicity
of thematurational approach, it does not successfully ex-
plain many observations on human functional brain de-
velopment. For example, recent evidence (discussed
later) suggests that some of the regions that are slowest
to develop by neuroanatomical criteria can be activated
shortly after birth and appear to mediate cognitive func-
tions even before theywould be considered anatomically
mature. Thus, the emergence of new behaviors is not
necessarily linked to a previously immature, silent neu-
ral region becoming active when it matures. In fact,
where functional activity has been assessed by fMRI dur-
ing a behavioral transition, multiple cortical and subcor-
tical areas appear to change their response pattern (e.g.,
Luna et al., 2001; Supekar et al., 2009) rather than a few
specific areas becoming active. Another difficulty for the
maturational viewpoint is that associations between
neural and cognitive changes based on age of onset are
theoretically weak because of the great variety of neuro-
anatomical and neurochemical measures that change at
different times in different regions of the brain. Thus, as
the brain is continuously developing until the teenage
years, it is nearly always possible to find a potential neu-
ral correlate for any behavioral change in development.

11.3.2 Interactive Specialization

In contrast to the maturational viewpoint, the interac-
tive specialization (IS) viewpoint assumes that postnatal
functional brain development, at least within cerebral
cortex, involves a process of organizing patterns of inter-
regional interactions (Johnson, 2000, 2001, 2010). Accord-
ing to this view, the response properties of a specific
cortical region are partly determined by its patterns of
connectivity to other regions, and their patterns of activ-
ity. During postnatal development, changes in the
response properties of cortical regions occur as they in-
teract and compete with each other to acquire their
role in new computational abilities. From this perspec-
tive, some cortical regions may begin with poorly de-
fined broad functions, and consequently are partially

activated in a wide range of different stimuli and task
contexts. During development, activity-dependent inter-
actions between regions sharpen the functions and re-
sponse properties of cortical regions such that their
activity becomes restricted to a narrower set of circum-
stances (e.g., a region originally activated by a wide va-
riety of visual objectsmay come to confine its response to
upright human faces). The onset of new behavioral com-
petencies during infancy will, therefore, be associated
with changes in activity over several regions, and not
just by the onset of activity in one or more additional
region(s).

11.3.3 Skill Learning

The thirdperspective onhuman functional braindevel-
opment, skill learning, involves theproposal that the brain
regionsactive in infantsduringtheonsetofnewperceptual
ormotor abilities are similar, or even identical, to those in-
volved in complex skill acquisition in adults. For example,
Gauthier and colleagues have shown that extensive train-
ing of adults to identify individual artificial objects (called
greebles) eventually results in activation of a cortical re-
gion previously preferentially activated by faces, the fusi-
formfacearea(Gauthieretal.,1999).This indicates that this
region is normally activatedby faces in adults, not because
it is prespecified to do so, but because of our extensive ex-
pertise with that class of stimulus. Extended to develop-
ment, this view would argue that development of face
processing during infancy and childhood could proceed
in a similar manner to acquisition of perceptual expertise
for a novel visual category in adults (see Gauthier and
Nelson, 2001). While the degree to which parallels can be
drawn between adult expertise and infant development
remains unclear, to the extent that the skill-learning hy-
pothesis is correct it presents a clear view of a continuity
of mechanisms throughout the life span.

11.4 ASSUMPTIONS UNDERLYING
THE THREE FRAMEWORKS

Underlying these frameworks are differing sets of key
assumptions.

11.4.1 Deterministic Versus Probabilistic
Epigenesis

Gottlieb(1992) distinguished between two approaches
to the study of development; deterministic epigenesis in
which it is assumed that there is a unidirectional causal
path from genes to structural brain changes and then to
psychological function, and probabilistic epigenesis in
which interactions between genes, structural brain
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changes, and psychological function are viewed as bidi-
rectional, dynamic, and emergent. In many ways, it is a
defining feature of the maturational approach that it as-
sumes deterministic epigenesis; region-specific gene ex-
pression is assumed to effect changes in intraregional
connectivity that, in turn, allows new functions to
emerge. A related assumption commonly made within
the maturational approach is that there is a one-to-one
mapping between brain and cortical regions and partic-
ular cognitive functions, such that specific computations
come on-line following that maturation of circuitry in-
trinsic to the corresponding cortical region. In some re-
spect, this view parallels mosaic development at the
cellular level in which simple organisms (such asCaenor-
habditis elegans) are constructed through cell lineages that
are largely independent of each other (see Elman et al.,
1996 for discussion). Similarly, different cortical regions
are assumed to have different maturational timetables,
thus enabling new cognitive functions to emerge at dif-
ferent ages.

In contrast to the maturational approach, IS has a
number of different underlying assumptions. Specifi-
cally, a probabilistic epigenesis assumption is coupled
with the view that cognitive functions are the emergent
product of interactions between different brain regions.
In this respect, IS follows current trends in adult func-
tional neuroimaging. For example, Friston and Price
(2001) point out that it may be an error to assume that
particular functions can be localizedwithin a certain cor-
tical region. Rather, they suggest that the response prop-
erties of a region are determined by its patterns of
connectivity to other regions as well as by their current
activity states. By this view, “the cortical infrastructure
supporting a single function may involve many special-
ized areas whose union is mediated by the functional in-
tegration among them” (p. 276). Similarly, in discussing
the design and interpretation of adult functional MRI
studies, Carpenter and collaborators have argued that
“In contrast to a localist assumption of a one-to-onemap-
ping between cortical regions and cognitive operations,
an alternative view is that cognitive task performance is
subserved by large-scale cortical networks that consist of
spatially separate computational components, each with
its own set of relative specializations, that collaborate ex-
tensively to accomplish cognitive functions” (Carpenter
et al., 2001, p. 360). Extending these ideas todevelopment,
the IS approach emphasizes changes in interregional con-
nectivity as opposed to the maturation of intraregional
connectivity. While the maturational approach may be
analogous to mosaic cellular development, the IS view
corresponds to the regulatory development seen in
higher organisms, in which cell–cell interactions are
critical in determining developmental fate.Whilemosaic
development can be faster than regulatory, the latter has
several advantages. Namely, regulatory development

is more flexible and better able to respond to damage,
and it is more efficient in terms of genetic coding. In reg-
ulatory development, genes do not code directly, but
need only orchestrate cellular-level interactions to yield
more complex structures (see Elman et al., 1996).

11.4.2 Static Versus Dynamic Mapping

As well as the mapping between structure and func-
tion at one age, it can also be considered how this
mapping might change during development. When dis-
cussing functional imaging of developmental disorders,
Johnsonet al. (2002)point out thatmany laboratorieshave
assumed that the relation between brain structure and
cognitive function is unchanging during development.
Specifically, in accord with the maturational view, when
new structures come on line, the existing (already ma-
ture) regions continue to support the same functions they
did at earlier developmental stages. The static assump-
tion is partly why it is sometimes considered acceptable
to study developmental disorders in adulthood and then
extrapolate back in time to early development. Contrary
to this view, the IS approach suggests that when a new
computation or skill is acquired, there is a reorganization
of interactions between different brain structures and re-
gions. This reorganization process could even change
how previously acquired cognitive functions are repre-
sented in thebrain. Thus, the samebehavior couldbe sup-
ported by different neural substrates at different ages
during development.

Stating that structure–function relations can change
with development is all very well, but it lacks the spec-
ificity required to make all but the most general predic-
tions. Fortunately, the view that there is competitive
specialization of regions during development gives rise
to expectations about the types of changes in structure–
function relations that should be observed. Specifically,
as regions become increasingly selective in their re-
sponse, properties during development patterns of cor-
tical activation during behavioral tasks may therefore be
more extensive than those observed in adults, and
involve different patterns of activation. Additionally,
within broad constraints, successful behavior in the
same tasks can be supported by different patterns of cor-
tical activation in infants and adults. Evidence in support
of this view will be discussed later.

The basic assumption underlying the skill-learning
approach is that there is a continuity of the circuitry un-
derlying skill acquisition from birth through to adult-
hood (see Poldrack, 2002; Ungerleider, et al., 2002 for
review of the neural systems involved in perceptual
and motor skill learning in adults). These circuits are
likely to involve a network of structures that retains
the same basic function across developmental time
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(a static brain–cognition mapping). However, other brain
regionsmay respond to learningwithdynamic changes in
functionality similar or identical to those hypothesized
within the IS framework. For example, neuroimaging
studies of adults acquiring the skill of mirror reading
showboth increases and decreases in cortical activity over
widespread regions during learning: unskilled perfor-
mance is associated with activation in bilateral occipital,
parietal, and temporal lobes and cerebellum, with acqui-
sition of skill leading to decreases in bilateral occipital and
right parietal activation and to increases in inferior tem-
poral lobe and caudate nucleus activation (Poldrack,
2002). According to the skill-learning view, similar
dynamic changes in brain activation would occur as
skills emerge during development.

11.4.3 Plasticity

Another way in which the three perspectives differ is
with regard to the concept of, and assumptions about,
plasticity. Plasticity in brain development is a phenom-
enon that has generated much controversy, with several
different conceptions and definitions having been pre-
sented. According to the maturational framework, plas-
ticity is a specialized mechanism that is activated
following brain injury. According to the IS approach,
plasticity is simply the state of having a region’s function
not yet fully specialized. That is, there is still remaining
scope for developing more finely tuned responses. As
mentioned earlier, this definition corresponds well with
the view of developmental biologists that development
involves the increasing restriction of fate. Finally,
according to the skill-learning hypothesis view, the func-
tional plasticity present in early development may share
many characteristics with the plasticity underlying ac-
quisition and retention of skills in adults (Karni and
Bertini, 1997). Thus, unlike the IS approach, plasticity
does not necessarily reduce during development.

11.4.4 Summary

To summarize, the maturational view is characterized
by the interrelated assumptions that (1) cortical areas are
a mosaic of regions with independent developmental
timetables; (2) deterministic epigenesis means that in-
herent structural development in a region causes or al-
lows functional changes; (3) there is fixed regional
structure/function mapping; and (4) plasticity involves
specialized mechanisms triggered by injury. In contrast,
the IS approach is based on the assumptions that (1) cor-
tical areas are inextricably linked through dense patterns
of interconnections that contribute to coordinated se-
quences of development; (2) probabilistic epigenesis
gives a vital role to intrinsically and extrinsically

generated activity in sculpting anatomical development;
(3) combinations of cortical regions may support similar
or identical behaviors in different ways during the
course of development; and (4) plasticity is the inherent
state of an unspecialized neural system. The third per-
spective, skill learning, is based on the assumptions that
(1) specific cortical areas or networks are specialized for
perceptual and motor skill acquisition from early on; (2)
the acquisition of these skills shapes the response func-
tions of the same or other cortical regions; (3) dynamic
changes occur in the neural substrate of a skill as the
brain becomes expert; and (4) plasticity is retained at
fairly constant level throughout development.

11.5 PREDICTIONS AND EVIDENCE

Frameworks are useful for a variety of reasons, but
particularly so when they help to generate predictions
that direct research (albeit that theywill not alwaysmake
opposing predictions), and when they offer coherent
explanations of previously puzzling observations. This
section presents, three of the sources of evidence that
an adequate account of human functional brain develop-
ment will need to address. Before this, however, the
author reviews the types of predictions that arise from
the three approaches. The first set of predictions con-
cerns the neural correlates of the onset of new abilities
during development. According to a maturational view,
new behavioral abilities are mediated by new compo-
nents of cognition that are, in turn, enabled or allowed
by the maturation of one or more brain regions. A conse-
quence of this is a general increase in the number of
structures that can be activated in tasks with develop-
ment. In contrast to these predictions, in the IS approach,
it is anticipated that widespread networks of brain re-
gions will change their patterns of activation in associa-
tion with the onset of new behavioral abilities.
Specifically, regions become more specialized (finely
tuned) in their response properties with experience. A
consequence of this specialization is that on at least
some occasions, fewer brain regions will be activated
with specific stimulus or task contexts. Turning to the
skill-learning approach, here it is anticipated that the on-
set of new abilities will often be associated with activa-
tion of a network of skill acquisition areas. As the new
behavioral ability is acquired, a different network of
brain regions may become involved.

With regard to the issue of how functions are mapped
on to patterns of brain activity, according to the matura-
tional approach, if two age groups are compared in a
task for which they show identical behavioral perfor-
mance, it should also be expected to see identical pat-
terns of brain activation. This is not necessarily the
case for the IS approach since the exact patterns of brain
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activation that support a function will change according
to the degree of specialization of component regions
within the supporting network. Indeed, the IS approach
predicts that the patterns of regional brain activation
supporting a function will change during development.
While the exact nature of this change will depend on the
degree of specialization achieved in different component
structures, the IS view predicts a general trend for a de-
crease in the extent of cortical activation with increasing
development/experience. The skill-learning view in-
vokes the reactivation of one or more skill-learning cir-
cuits at the onset of a task, followed by a different
pattern of activation after the skill is acquired. In this
case, in many comparisons between age groups, the
younger group will have acquired the skill in less depth
than the older group, giving rise to different patterns of
underlying brain activation. Interestingly, however, pat-
terns of changing brain activation while adults acquire
new skills should mirror the changes seen during devel-
opment as infants and children acquire simpler skills.

11.6 FUNCTIONAL BRAIN IMAGING

Elsewhere, evidence from functional imaging pertain-
ing to the development of face perception and social cog-
nition (Cohen-Kadosh and Johnson, 2007; Johnson, 2010;
Johnson et al., 2009) has been reviewed in detail. In this
section, evidence is reviewed from the functional neuro-
imaging of normal development that pertains to the
three perspectives on functional brain development de-
scribed above. The author suggests that the evidence
currently available does not offer much support to the
maturational view, at least not without substantial mod-
ification. Instead, behavioral change often seems to be
accompanied by large-scale dynamic changes in the in-
teractions between regions, and different cortical regions
become more specialized for functions as a consequence
of development.

A maturational approach to human postnatal func-
tional brain development predicts that a neural correlate
of increasing behavioral abilities is an increasing number
of active cortical areas. In functional imaging paradigms,
therefore, infants and children should show fewer re-
gions active in tasks where they show poorer behavioral
performance than adults. In contrast, if new behaviors
require changes in interregional interaction, a greater
or equal extent of cortical activation can be predicted,
and different patterns of activation might be found early
in development even in task domains where behavioral
performance is similar to that of adults. Which of the
three approaches is adopted not only has theoretical im-
plications, but also practical implications for data collec-
tion. For example, if one adopts the maturational
approach and is expecting a particular area to become

active during development for a particular task, then
brain imaging may be focused on that region rather than
on the whole brain. As a consequence, any possible
changes in more distant brain structures would not be
detected. By contrast, if one adopts the IS approach, then
the importanceofwhole-brain imaging is clearlyapparent.

A number of authors have described developmental
changes in the spatial extent of cortical activation in a
given situation during postnatal life. Event-related po-
tential experiments with infants have indicated that for
both word learning (Neville et al., 1992) and face proces-
sing (deHaan et al., 2002), there is increasing localization
of processing with age and experience of a stimulus
class. That is, electrophysiological recordings reveal a
wider area of processing for words or faces in younger
infants than in older ones whose processing has become
more specialized and localized. From the IS framework,
such developmental changes are accounted for in terms
of more pathways being partially activated in younger
infants before experience with a class of stimuli. With in-
creasing experience, the specialization of one or more of
those pathways occurs over time. Taking the example of
word recognition, ERP activity differentiating between
comprehended and noncomprehendedwords is initially
found over widespread cortical areas. This narrows to
left temporal leads after children’s vocabularies have
reached a certain level, irrespective of maturational
age (Mills et al., 1993). Changes in the extent of loca-
lization can be viewed as a direct consequence of special-
ization. Initially, multiple pathways are activated for
most stimuli. With increasing experience, fewer path-
ways become activated by each specific class of stimulus.
Pathways become tuned to specific functions and are
therefore no longer engaged by the broad range of stimuli,
as was the case earlier in development. Additionally,
there may be inhibition from pathways that are becoming
increasingly specialized for that function. In this sense,
then, there is competition between pathways to recruit
functions, with the pathway best suited for the function
(by virtue of its initial biases) usually winning out.

Further evidence to support the IS view comes from
functional MRI studies in children. For example, Luna
et al. (2001) tested participants aged 8–30 years in an
occulomotor response-suppression task. Their behav-
ioral results showed that the adult level of ability to
inhibit prepotent responses developed gradually
through childhood and adolescence. The difference be-
tween prosaccade and antisaccade conditions was inves-
tigated with functional MRI, and revealed changing
patterns of brain activation during development. Both
children and adolescents had less activation than adults
in a few cortical areas (superior frontal eye fields, intra-
parietal sulcus), and several subcortical areas, a finding
broadly consistent with maturational hypotheses. How-
ever, both children and adolescents also had differential
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activation in regions not found to show differences in
adults. Children displayed increased relative activation
in the supramarginal gyrus compared to the other age
groups, and the adolescents showed greater differential
activity in the dorsolateral prefrontal cortex than chil-
dren or adults. These findings illustrate that the neural
basis of behavior can change over developmental time,
with different patterns of activation being evident at dif-
ferent ages, a pattern consistent with the IS and the skill-
learning viewpoints.

A similar conclusion can be reached after examination
of the developmental fMRI data produced by Casey and
colleagues. These authors (Casey et al., 1997; Thomas
et al., 1999) administered a go/no-go task to assess inhib-
itory control and frontal lobe function to healthy volun-
teers from 7 years of age to adult. The task involved
participants responding to a number of letters, but with-
holding their response to a rarely occurring ‘X.’ More
than twice the volume of prefrontal cortex activity (dor-
solateral prefrontal cortex) was observed in children
compared to adults. One explanation of this finding is
that children found the task more difficult and demand-
ing than adults. However, children with error rates sim-
ilar to those in adults showed some of the largest
volumes of prefrontal activity suggesting that task diffi-
culty was not the important factor. It is difficult to ac-
count for these decreases in the extent of cortical
activation in terms of the progressive maturation of pre-
frontal cortical areas. The finding that children and
adults appeared to show different patterns of activation
even when performance was equated is inconsistent
with the skill-learning viewpoint, but is in line with ex-
pectations from the IS viewpoint.

The third example of the use of fMRI to study thedevel-
opment of cortical activation patterns during childhood
comes fromstudiesof verbal fluency tasks inwhichpartic-
ipants are asked to generate words in response to a cue
(e.g., to generate examples of a target category, or generate
a verb that relates to a cued noun). Several studies have
shown that adults (Lehéricy et al., 2000) and school-age
children (Gaillard et al., 2000; Hertz-Pannier et al., 1997,
1999) typically activate left hemisphere frontal corticalnet-
works including Broca’s area, premotor, prefrontal, and
supplementary motor areas as well as, less consistently,
temporal cortical areas including superior temporal, mid-
dle temporal, and supramarginal gyri. In addition, some
degree of activation in homologous right frontal regions
is almost always found both in adults (Pujol et al., 1999;
Springer et al., 1999) and in children (Gaillard et al.,
2000; Hertz-Pannier et al., 1997, 1999). Two studies have
found that both the degree to which activation is bilateral
(rather than left dominant) and the extent of this activation
is greater in children than in adults (Gaillard et al., 2000;
Holland et al., 2001). Thus, as in the other examples dis-
cussed above, typical development is associated with a

reduction in the extent of activation of cortical areas and,
as a consequence, an increased lateralization of activation
to the left hemisphere with age (Holland et al., 2001).

In sum, the balance of evidence to date suggests that
(1) new behavioral skills are accompanied by wide-
spread changes across many regions of cortex, and (2)
functional brain development involves the twin process
of increasing localization and increasing specialization.

11.7 CRITICAL OR SENSITIVE PERIODS

The three perspectives on human functional brain de-
velopment differ in their views as to the effects of early
atypical experience. By the maturational view, differ-
ences in experience might influence the speed at which
a function matures or the ultimate level of performance;
in the skill-learning view, any atypical early experiences
can potentially be compensated for later in development
as the mechanisms for learning remain in operation in
the same way; in the IS view, atypical early experiences
could have long-lasting effects because they could affect
the specialization and localization of function, which
may not be able to be altered later in life when there is
less scope for plasticity.

There have only been a limited number of studies ex-
amining the effects of atypical early experience in
humans. Some studies have investigated the perception
of facial information in children who experienced depri-
vation of patterned visual input in the early months of
life due to bilateral, congenital cataracts. These patients
were tested years after their cataracts were removed and
they were fitted with contact lenses (i.e., years after vi-
sual input had been restored), thus any effects of the
few months of deprivation following birth would likely
be absent or veryminimal according to thematuration or
skill-learning views. However, investigation of these
patients reveals persistent deficits in selective aspects
of face processing. One study found that patients
showed impairments in matching facial identity over
changes in viewpoint (and tended to show an impair-
ment in recognizing identity over changes in emotional
expression), but performed normally on tests of lip-
reading, perception of eye gaze, and matching of emo-
tional expressions (Geldart et al., 2002). The second
study demonstrated that this difficulty in processing
facial identity may be due to deficits in processing the
spacing among facial features since patients performed
normally in discrimination of faces that differed only
on individual features (e.g., mouth) but they were im-
paired in discrimination of faces that differ only in the
spacing of the features (Le Grand et al., 2001). This was
not due to a general impairment in perception of spacing
of features, as they performed normally in discriminat-
ing nonface patterns whether they differed by the shape
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of the features or the spacing of the features. The fact that
these impairments persisted even after years of visual in-
put to compensate for the early deprivation is not consis-
tent with the maturational or skill-learning views, but is
consistent with the IS view that early atypical experience
may have long-lasting consequences.

The three perspectives that have been discussed yield
different types of predictions about the consequences of
perinatal brain damage. According to the maturational
view additional mechanisms of plasticity are activated
following early damage. Specific additional explanations
are then required to account for incidents of recovery of
function. In addition, it is not obvious why the extent of
plasticity is greater earlier in life. From the IS perspective,
there is a parsimonious explanation of recovery of
function following perinatal damage since the regional
specialization of the remaining brain regions will be al-
tered to compensate, particularly, the corresponding re-
gions in the other hemisphere. In cases of bilateral or
extensive damage, recovery is less likely. From the
skill-learning perspective, plasticity is a life-long feature
of thebrain.Damage to thegeneral circuits critical for skill
acquisitionwill have long-lasting andwidespread conse-
quences, whereas damage to circuits specific to acquisi-
tion of particular skills or their retention may result in
more isolated impairments. Of the three approaches, IS
gives the simplest account of sensitive periods for plastic-
ity since plasticity is reduced when specialization of cor-
responding regions is achieved.

In sum,with regard to the long-term effects of atypical
early experience, or even variations of experience within
the normal range, once again the three frameworks lead
to different sets of expectations. From the skill-learning
perspective variations in early experience will determine
the extent of skills acquired. Early deprivation will be
potentially reversible since the samemechanisms of skill
acquisition are available later in life. From the IS perspec-
tive, long-term effects of atypical early experience can re-
sult from atypical patterns of regional specialization
arising early in life. Such atypical patterns of specializa-
tion may be difficult to reverse once established. Finally,
under the maturational view, a primary variable influ-
enced by the environment is the speed ofmaturation that
may affect the level or maintenance of a skill. It is some-
times argued that early sensory deprivation may have a
general slowing effect on the sequence of maturation.

11.8 ATYPICAL DEVELOPMENT: FROM
GENETICS TO BEHAVIOR IN DCN

It has been seen in earlier sections that IS is a promis-
ing framework for understanding human functional
brain development. While this level of explanation
may be appropriate for characterizing the proximal

causes of atypical cognition or behavior in developmen-
tal disorders such as autism or Williams’s syndrome,
when development goes awry, a satisfactory explanation
of the disorder also requires an account of the causal
mechanisms that initiate the atypical development tra-
jectory. This usually entails hypotheses about how an
atypicality at one level (such as genetics) causes or in-
duces the onset of atypical development at other levels
(brain, cognitive, behavior). An initial attempt to provide
a framework for unraveling these complex causal path-
ways in developmental disorders came with the causal
modeling approachofMortonandFrith (1995).According
to its originators, causal modeling provided a theory-
neutral system for modeling different theories about the
paths of causation from a biological level to cognitive
and behavioral levels. The models were represented in a
graphical notation that allowed for easy comparison be-
tween competing explanations, but the framework itself
did not involve the construction of computational or neu-
ral network models (although a theory represented in the
notation could potentially be implemented this way).

Causal modeling is a useful way to compare different
theories where these theories are based on the assump-
tion of predetermined epigenesis (a one-way causal
pathway from genetics to behavior), but it is a less natu-
ral format for capturing the complexities of probabilistic
epigenesis (Gottlieb, 2007) in which cause can also run in
reverse – for example, sensory experience or internal
states such as stress are known to affect gene expression
profiles. In addition, causalmodeling is intended as a no-
tation for comparing different theories, and as such does
not provide an explanation or generate testable hypoth-
eses itself.

A different perspective on identifying causal factors in
development involves using implemented computa-
tionalmodels that can capture complexnonlinear interac-
tions that are hard to conceptualize with just schematic
illustrations or verbal descriptions.Here, the assumption
is thatmultiple factors can interact in complexways tode-
termine outcome. In one of several initial attempts to ap-
ply neural networks to developmental disorders, Oliver
and colleagues charted the different ways in which the
‘normal’ formation of structured representations in the
cerebral cortex can go wrong (Oliver et al., 2000). These
modelswere originally designed to investigate themech-
anisms underlying the IS process discussed earlier. Sev-
eral groups have used simple cortical matrix models to
investigate the factors and mechanisms responsible for
cortical specialization (e.g., Kerszberg et al., 1992;
Oliver et al., 2000; Shrager and Johnson, 1995). In these ar-
tificial neural networks, connections between nodes are
pruned according tovariations ofHebbian learning: links
betweennodes that are often active together are strength-
ened, whereas links between nodes that are not often
coactive get weaker and are pruned. In some of these
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models, thedegreeofpruningofconnectionsduring learn-
ing approximately matches that seen during the course of
human brain development. During exposure to patterned
input (roughly equivalent to sensory stimulation), nodes
become more selective in their response properties, and
under certain conditions, clusters of nodeswith similar re-
sponse properties emerge. Thus, in these computational
models, selective pruning plays a role in the emergence
of clusters of nodes (localization) that share common spe-
cific response properties (specialization).

In order to explore developmental disorders, Oliver
and colleagues made simulations with a simple cortical
matrix model in which one or other of the parameters
known to be important for the emergence of structured
representations was deliberately changed. In this case,
when the authors manipulated an aspect of the intrinsic
structure of the network, the relative length of excitatory
and inhibitory links, this initial state change totally dis-
rupted the formation of structured representations. In
other simulations, structured representations emerged,
but were distorted in different ways relative to the typ-
ical development case. Oliver et al. (2000) aimed to gen-
erate taxonomy of the ways that structured cortical
representations could go awry in development, with
the long-term aim that some of these artificial develop-
mental disorders could potentially map onto those that
occur in the real world.

A criticism of the Oliver et al. (2000) approach, and
several related models, is that while they could poten-
tially provide an explanation at the level of brain struc-
ture and function, they do not capture the genetic,
cognitive, and behavioral levels. Very recent models
have begun the ambitious task of simulating from the ge-
netic to the behavioral levels, albeit within a restricted
domain of cognition (past tense acquisition) (Thomas
et al., submitted).

11.9 IS: FUTURE CHALLENGES

To recap on the basis of the IS view, it argues that early
in postnatal development, many areas begin with poorly
defined functions, and consequently can be partially ac-
tivated by a wide variety of sensory inputs and tasks.
During development, activity-dependent interactions
between regions result inmodifications of the intraregio-
nal connectivity such that the activity of a given area be-
comes restricted to a narrower range of circumstances.
As a result of becoming more finely tuned, small-scale
functional areas become increasingly distinct from their
surrounding cortical tissue, and this will be evident in
functional imaging studies as increasing localization of
function. In summary, according to the IS view, small-
scale areas of cortex become tuned for certain functions
as a result of a combination of factors, including (i) the

suitability or otherwise of the biases within the large-scale
region (e.g., transmitter types and levels, synaptic density,
etc.); (ii) the informationwithin the sensory inputs (some-
times partly determined by other brain systems); and (iii)
competitive interactionswith neighboring regions (so that
functions are not duplicated).

To date, the majority of the research on the emergence
of specialized functions in human cortex has focused on
specific regions. However, it is clear from the IS view-
point that the next step is to understand how networks
involving different regions, each with their own differ-
ent specializations, emerge. In other words, while under-
standing the functional brain development at the level of
individual cortical regions is beginning, still the knowl-
edge about how the larger scale of cortical function in
terms of networks of regions develops (Johnson and
Munakata, 2005) is lacking. This section reviews, some
initial evidence and theory that may begin to address
this intriguing issue.

However, before considering the empirical evidence,
one needs to considerwhatmakes a network of functional
nodes more or less successful. A branch of mathematics
called graph theory concerns itself with the relative effi-
ciency of different kinds of networks. While it may seem
at first that a lattice or grid pattern is the optimal design
for a network, formal analysis of measures of local net-
work connectivity and the average path length from
one node to another show that so-called small-world net-
works are the most efficient (Bassett and Bullmore, 2006).
In contrast to the grid pattern of streets found in many
American cities, small-world networks are more like the
clusters of small streets in a village that is then linked
to other such villages by fast highways. Although the
overall balance of the small local streets and highways
can vary, most biological systems (and even the World
Wide Web) are small-world networks. Several studies
have shown the regional interconnectivity of the adult
brain is a highly efficient small-world network, but how
does this efficient network emerge?

The first piece of the jigsaw comes from recent work by
Fair et al. (2007, 2009) who used functional connectivity
analyses in fMRI to study resting state control networks
in school-age children and adults. Their analysis allows
them to infer the nature and strength of functional con-
nections between 39 different cortical regions. They found
that development entailed both segregation (i.e., de-
creased short-range connectivity) and integration (i.e., in-
creased long-range connectivity) of brain regions that
contribute to a network. In a similar study, the general de-
velopmental transition from more local connectivity to
greater and stronger long-range network connectivity
was confirmed using slightly different methods and 90
different cortical and subcortical regions (Supekar et al.,
2009; but see Power et al., 2012; Van Dijk et al., 2012 for
technical limitations of these analyses).
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The decrease in short-range interregional functional
connectivity is readily explicable in terms of the IS view.
As neighboring regions of cortical tissue become increas-
ingly specialized for different functions (e.g., objects vs
faces), they will less commonly be coactivated. This pro-
cess may also involve synaptic pruning and, as heard in
the last section, has been simulated in neural network
models of cortex in which nodes with similar response
properties cluster together spatially distinct from nodes
with other response properties (Oliver et al., 1996). Thus,
decreasing functional connectivity between neighboring
areas of cortex is readily predicted by models imple-
menting the IS view. More challenging from the current
perspective is to account for the increase in long-range
functional connections.

A maturational explanation of the increase in long-
range functional connectivity would suggest that this in-
crease is due to the establishment or strengthening of the
relevant fiber bundles. However, the increase in func-
tional connectivity during development may occur after
the relevant long-range fiber bundles are in place (see
Fair et al., 2009; Supekar et al., 2009 for discussion).
While increasedmyelination is likely to be a contributory
factor, (1) myelination itself can be a product of the activ-
ity/usage of a connection (Markham and Greenough,
2004); and (2) a general increase in myelin does not in it-
self account for the specificity of interregional activity
into functional networks that support particular compu-
tations (but see Nagy et al., 2004). Thus, the strengthen-
ing and maintenance of long-range brain connections is
also likely to be an activity-dependent aspect of brain de-
velopment. This raises the question of why and how do
particular anatomically distant brain regions begin to co-
operate in a functional network?

A key to answering this questionmay lie in scaling up
the basic mechanisms of Hebbian learning. Instead of
cells that fire together wiring together, regions that tend
to be coactivated in a given task context strengthen or
maintain the neural pathways between them. While
each region is becoming individually specialized for a
particular function, this intraregion change in tuning is
modulated and influenced by its presence within an
emerging network of coactivated structures. For exam-
ple, in a task that requires visually guided action, a vari-
ety of visual and motor areas will be coactivated along
with multimodal integration areas. If the task is repeated
sufficiently often then these patterns of coactivation
will be strengthened, and specialization of individual
regions will proceed within this context of overall pat-
terns of activation.

The second source of coactivation in the developing
human brain is commonly overlooked – spontaneous ac-
tivity during the resting state (with no current task de-
mands). Although there has been great interest in the
resting state or default network in adults, only recently

has this been studied using fMRI in children (although
there is a long history of studying resting EEG in chil-
dren). It seems likely that the oscillatory resting activity
of the brain, which probably occupies morewaking hours
than thosewhen the child is engaged in any specific tasks,
may play a key role in strengthening and pruning the
basic architecture of long-range connections.

The third reason why anatomically distant regions
may strengthen and maintain their connectivity relates
to the fact that most of the long-range functional connec-
tions studied by Fair et al. (2007) involved links to parts
of the prefrontal cortex (PFC). This part of the cortex is
generally considered to have a special role during devel-
opment in childhood and skill acquisition in adults
(Gilbert and Sigman, 2007; Thatcher, 1992). Indeed, Pre-
frontal Cortex (PFC) may play a role in orchestrating the
collective functional organization of other cortical re-
gions during development. While there are several neu-
ral network models of PFC functioning in adults (e.g.,
O’Reilly, 2006), few if any of these have addressed devel-
opment. However, another class of model intended to
simulate aspects of development may be relevant both
to PFC and to the issue of how networks of specialized
regions come to coordinate their activity to support cog-
nition. Knowledge-based cascade correlation (Shultz
et al., 2007) involves an algorithm and architecture that
recruits previously learned functional networks when
requiredduring learning.Computationally, thisdynamic
neural network architecture has a number of advantages
overother learningsystems.Put simply, it can learnmany
tasks faster, or learn tasks that other networks cannot, be-
cause it can recruit the knowledge (computational abili-
ties) of other self-contained networks as and when
required. In a sense, it selects from a library of available
computational systems to orchestrate the best combina-
tion for the learning problem at hand. While this class
of model is not intended to be a detailed model of
brain circuits (Shultz and Rivest, 2001; Shultz et al.,
2007), it has been used to characterize frontal systems
(Thivierge et al., 2005) and may capture important ele-
ments of the emerging interactions between PFC and
other cortical regions at an abstract level. In addition, it
offers initially attractive accounts of (1) why PFC is
required for the acquisition of new skills; (2) why PFC
is active from early in development, but also shows pro-
longeddevelopmental change; and (3)why earlydamage
to PFC can have widespread effects over many domains.

Although much work remains to be done to under-
stand in more detail, the factors that lead to the emer-
gence of long-range networks, the graph theory
analyses of changes during the school-age years are gen-
erating important insights. While, as described earlier,
there are differences in the balance of short and long con-
nections between children and adults, it is important to
note that the network organization of children’s brains is
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as efficient as that of adults. In other words, while chil-
dren’s brains are wired differently from those of adults,
they are still optimally geared for the rapid and high-
fidelity transmission of information. Whether the same
is true in infancy and early childhood remains unknown.

Aside from the shift from local to long-range connec-
tivity, another change in network structure observed
using graph theory analysis during development is in
the hierarchical structure. Adult networks have a more
hierarchical structure that is optimally connected to sup-
port top-down relations between one part of the network
and another (Supekar et al., 2009). While hierarchical
networks have a number of computational advantages
to be discussed below, they are known to be less plastic
andmore vulnerable to damage or noise in the particular
nodes at the top of the hierarchy. Thus, the network ar-
rangement of children may be more flexible and plastic
in response to unusual or atypical sensory input or envi-
ronmental context. Further, the response to focal brain
damage, particularly in the prefrontal cortex, may be
more clearly understood in the light of these different
network structures.

One of the features of a hierarchical network is the ca-
pacity for one region to feedback highly processed sen-
sory or motor input to the earlier stages of processing.
In much the same way as we hypothesized that lateral
interregional interactions help shape the intrinsic con-
nectivity of areas to result in functional specialization,
interactions between regions connected by feedback
and feed-forward connections may also help shape the
specialization of the areas involved. Top-down effects
play an important role in sensory information processing
in the adult brain (e.g., Siegel et al., 2000). For example,
during perception, information propagates through the
visual processing hierarchy from primary sensory areas
to higher cortical regions while feedback connections
convey information in the reverse direction. In a neuro-
computational model of feedback in visual processing in
the adult brain, Spratling and Johnson (2004) demon-
strated that a number of different phenomena associated
with visual attention, figure/ground segmentation, and
contextual cueing could all be accounted for by a com-
mon mechanism underlying cortical feedback. Extend-
ing these ideas to development, there are potentially
two important implications of feedback that will benefit
from future exploration. The first of these will be to ex-
amine how the specialization of early sensory areas is
shaped by top-down feedback, and vice versa, during
development. The second topic for investigation will
be to examine the consequences of relatively poor or dif-
fuse cortical feedback in the immature cortex.

Top-down feedback from PFC may also have a direct
role in shaping the functional response properties of pos-
terior cortical areas. In cellular recording studies from
both humans and animals, evidence has accrued that

the selectivity of response of neurons in areas such as
the fusiform cortex may increase in real time following
the presentation of a stimulus. For example, McCarthy
et al. (1997) measured local field potentials in face-
selective regions of lateral fusiform cortex in human
adults and found that responses of these neurons go
from being face selective at around 200 ms after stimulus
presentation, to being face identity or emotion selective
at later temporal windows. This suggests that top-down
cortical feedback pathways, in addition to their impor-
tance in attention and object processing (Spratling and
Johnson, 2004, 2006), may increase the degree of special-
ization and localization in real time, as well as in devel-
opmental time. Thus, some of the changes in functional
specialization and localization seen in face-sensitive re-
gions may reflect the increasing influence of interregio-
nal coordination with other regions, including the PFC.

A final aspect of the transition from child brain net-
work to the adult one is the greater connectivity between
cortical and subcortical structures seen at younger ages
(Supekar et al., 2009). This observation may be funda-
mental for our understanding of the emergence of the so-
cial brain and memory systems as it implies that the
specialization of some cortical areas may be initially
more dominated by structures such as the amygdala
and hippocampus. As adulthood is approached, more
networks become intrinsic to the cortex and develop a
complex hierarchical structure more dominated by PFC.

11.10 SUMMARY, CONCLUSIONS,
AND RECOMMENDATIONS

Now that DCN has become established as an interdis-
ciplinary field in its own right, it has become time to eval-
uate and question the directions one is going in. One of
the most common criticisms leveled at the newly emerg-
ing field is that it is primarily being driven forward by
the powerful new methods for imaging brain structure
and function in an infant- and child-friendlyway (aswell
as new techniques for genetic analyses), and that it lacks
the theory-driven approach that characterizes much of
the best work in cognitive development. Similar con-
cerns are expressed, albeit less directly, by students
who can be daunted by the somewhat fragmentary
islands of data that have been acquired to date about hu-
man functional brain development. Where is the over-
arching theory or framework within which they can
make sense of disparate observations? A related concern
sometimes expressed by those in cognitive science is that
the hypotheses which are presented in DCN are reduc-
tionist, or otherwise impoverished as a cognitive expla-
nation of infant or child behavior. In other words, this
criticism is that what hypotheses and theories there are
in the field are of the wrong type, and do not offer a
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satisfactory explanation of behavioral change in
development.

Starting with the criticism of a relative lack of theories
in DCN, acknowledgement has to be made that, at least
compared to the parent discipline of cognitive develop-
ment, work in DCN is generally less theory driven (albeit
with the exceptions discussed in this chapter). Why is
this? A large part of the explanation is believed to be
due to the sudden increase in the volume and diversity
of data available because of the new methods that have
become available. Many theories that successfully
accounted for sets of behavior observations in child de-
velopment founder on the rocks when attempts are
made to account for neuroscience data relating to the
same behavioral tasks. For one thing, when one more
than doubles the quantity of data to be accounted for,
then many previously successful theories will no longer
offer a satisfactory explanation, simply because the
chance of observing refuting evidence is much higher.
Bringing powerful new methods into a field is analogous
to a catastrophic environmental change during evolution –
the majority of species (theories) simply cannot adapt
and, therefore, die off. It takes generations for the better-
adapted species to emerge.

The second issue is that of accommodating to new
types of data. When one begins to study brain function
directly, the first thing that strikes is the complexity of
the processes involved. For example, neuroscience evi-
dence indicates that the brain has at least three partially
independent routes for executing eye movements. While
these routesmay have slightly different attributes, dupli-
cation of computations and (apparent) redundancy
seems to be a basic feature of how the brain does things.
Thus, at a sweep, simple single-route cognitive models
appear less plausible. Add to this the complexity of feed-
back routes interactingwith sensory-driven information,
and the undoubted importance of temporal synchrony,
and many existing theories of cognitive development
look hopelessly simplistic. Of course, a common reaction
to this is that theories of cognitive development are not
intended to account for neuroscience data – that is,
merely a matter of implementation. However, if you ac-
cept this argument, I contend that you are not doing
DCN (and I would argue that satisfactory explanations
of development necessitate bridging between levels of
observation (see Johnson, 2010)).

This leads us to the second common criticism of the-
ory in developmental science; the theories are of the
wrong type to be of relevance for explaining the devel-
opment of human behavior. Commonly, the view is
expressed that theories in DCN are reductionist and,
therefore, do not offer good explanations of cognitive
change. As discussed earlier, it has been argued follow-
ing Marr (1982), that cognition is a level of explanation
independent from the underlying neuroscience. Recent

directions in neuroscience suggest that, to the contrary,
there is a large degree of interdependence between levels
in real complex biological systems such as the brain. This
has led to the proposal that theories that are consistent
between different levels of explanation should be sought
(see Mareschal et al., 2007, for a detailed discussion of
this point). Ultimately, theories that are consistent with
both behavioral and brain development evidence will
have greater explanatory power than those confined to
one level of observation.

In considering the issues above, the current dearth of
plausible theories in DCN seems unsurprising. After all,
new fields in the biological sciences (in contrast to some
physical sciences) often go through a natural history
phase in which collection of basic data is the priority.
However, in this chapter, it was argued that one needs
to strive to bring more adequate and appropriate theo-
ries into the field. Thus, three positive suggestions for
hallmarks of a good theory in DCN are offered.

1. The theory advanced should genuinely relate neural
observations to behavioral ones, and can be equally
well tested (and refuted) by either neural or
behavioral level observations. I suspect that a variety
of different types of theories will emerge to serve this
bridging function, but that they are unlikely to look
like many existing cognitive development theories.
Theories that have been developed purely on the basis
of behavioral data are unlikely to naturally map on to
brain imaging data, and there is a danger in seeking
only confirmatory data. Ideally, theories of functional
brain development that are equally compatible with
brain and behavioral observations should be
developed.

2. Theories in developmental science should involve
mechanisms of change. This suggestion is not new
(e.g., Karmiloff-Smith, 1998; Mareschal and Thomas,
2007), but it is still surprisingly common to see
theories that explain the state of affairs before and
after a developmental transition, but that do not
specify the mechanisms of the transition itself (other
than using the terms such as maturation or learning).
Theories of development need to be theories focused
on change.

3. Given that theories in DCN are accounting for several
levels of observation, and that they also need to be
compatible with undoubtedly complex and dynamic
aspects of neural processing, we need to find ways to
elucidate and present those theories so that they are
both comprehensible and clarifying. This is the
attraction and importance of formal computational
modeling, be it symbolic, connectionist or hybrid
(seeMareschal et al., 2007).While theoriesmay initially
develop as informal ideas, ultimatelywe should aim to
implement them as computational models.
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Finally, the author cautions against being too pre-
scriptive. In the long term it is probably good for the field
to have a heterogeneous mix of different types of theo-
ries and let the data, and time, select those with the best
fit to reality. After all, despite their prolonged domina-
tion, the dinosaurs did not inherit the globe.
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Abbreviations

AD Axial diffusivity
CT Computed tomography
DTI Diffusion tensor imaging
FA Fractional anisotropy
fMRI Functional MRI
IQ Intelligence quotient
MD Mean diffusivity
MRI Magnetic resonance imaging
PET Positron emission tomography
RD Radial diffusivity
ROI Region of interest
TBSS Tract-based spatial statistics
VBM Voxel-based morphometry

12.1 INTRODUCTION

Human brain development is a dynamic process that
begins in utero and continues prominently through child-
hood, adolescence, and young adulthood. While
strongly influenced by genetic factors, the environment
also prominently affects brain maturation by acting on
the cellular and macroscopic levels. This experiential
learning impacts both brain structure and function
through forms of neuronal plasticity that continue
throughout our lifetimes. However, despite the fact that
investigating brain development is undoubtedly one of
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the keys to appreciating how we emerge as unique hu-
man beings and how this process can go awry in disease,
our understanding of this important period has histori-
cally been hindered by two main factors. First, there has
been a lack of reliable postmortem data as, thankfully,
children are generally healthy during development.
Second, technological limitations of past methods such
as positron emission tomography (PET) and computed
tomography (CT) often imposed some modest risk of
harm to the subject (e.g., ionizing radiation), whichmade
the study of healthy, typically developing children ethi-
cally questionable. The situation changed dramatically
with the dissemination of magnetic resonance imaging
(MRI) technology during the 1980s, which not only offers
higher-quality images of the brain parenchyma than ult-
rasound, x-ray, CT, or PET, but also does so in a way that
is remarkably safe for the subject (see Chapter 34).

This discussionwill beginwith a reviewof the historical
postmortemandhistological literature, andwill thenmove
on to the groundbreaking neuroimaging investigations of
the 1990s, that first examined brain development with this
MRI technology. A collection ofmore detailed phenomena
will then be examined, which have been uncovered with
advanced brain mapping techniques and have come
together as a set of classic features that characterize typical
brain development. Finally, we will conclude with a dis-
cussion of the cutting-edge efforts being made to integrate
these diverse observations within a more generalized
‘multimodal’ imaging framework and to relate them to
advancements incognitivedevelopment.Afocusonprom-
inent sex-specific, regional and temporal variations will
be continually threaded throughout this discussion.

12.2 POSTMORTEM STUDIES AND
HISTOLOGY

12.2.1 Comparison to MRI

Although datasets were sparse, postmortem and his-
tological studies were able to provide key insight into
normal brain structure and development, as well as
pathology, decades before the introduction of neuroim-
aging methods like PET and MRI. Further, the rich liter-
ature that developed from this early effort has provided
a strong foundation of data against which newer imag-
ing modalities can be validated. Compared to a modern
imaging method like MRI, there are several distinct ad-
vantages and disadvantages of these postmortem studies.
Not only are datasets relatively small in postmortem-
samples, as mentioned above, but longitudinal studies –
valued for their statistical power to detect changes over
time within individuals among the highly variable popu-
lation – are also impossible to conduct. Conversely, be-
cause postmortem methods can directly visualize the

brain tissue, spatial resolution far exceeds even the best
neuroimaging protocol, and there is less validation
needed to ensure that the raw signal being measured
faithfully represents the underlying neuronal architec-
ture. Artifacts, though, are an important concern for either
method. While postmortem methods may introduce arti-
facts due to cell death, fixation/staining procedures, and
morphological changes due to osmotic pressure and me-
chanical damage, MRI data suffer artifacts from other
sources like magnetic susceptibility effects (signal loss
in regions near large caverns of air), local image distor-
tions caused by magnetic field inhomogeneities, and par-
tial volume effects that occur when different structures
fall within the same voxel. Many of these issues present
less of a problem for the interpretation of larger data sets
obtainedwithMRI, relative to postmortemdata, as effects
of artifacts generally become small as the number of sam-
ples becomes large. However, it should still be remem-
bered that MRI only offers a wide-angle indirect view
of tissue, which cannot reach down to the cellular level
and must be observed through the complex lens of mag-
netic resonance.

12.2.2 Synaptogenesis and Pruning

By the time an infant is born, the human brain already
contains on the order of 100 billion neurons (Kandel
et al., 2000). The period of rapid overall brain growth
that began in utero continues after birth through the
first years of life. Surprisingly, however, postmortem
studies during the early part of the twentieth century
showed that total brain volume and weight actually
plateau early and reach approximately 90% of their
adult values by age 5 (Dekaban, 1978; Riddle et al.,
2010; Vignaud, 1966; and is discussed extensively in
Rubenstein and Rakic, 2013).

Even during this early period of pronounced overall
growth, brain development is characterized as a dy-
namic process with both progressive and regressive
changes that are influenced by complex genetic influ-
ences as well as experience-dependent plasticity due to
environmental influences. As the infant brain grows in
size, it also grows in complexity. Neurons undergo den-
dritic branching, forming an arbor of neural connections
through synaptogenesis and then ultimately refine this
global brain network through the processes of myelina-
tion and synaptic pruning. Much of our understanding
of the complex balance between synaptogenesis and syn-
aptic pruning has evolved from the seminal histological
work performed by Huttenlocher and colleagues, who
mapped synaptic density in different areas of the brain
throughout childhood. Overall synaptic density is com-
parable to the adult level at birth. It then rises even fur-
ther through the first year of life to its peak at 12–18
months and then decreases during late childhood and
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young adulthood towards a stable adult plateau of �1
billion synapses*mm�3 (Huttenlocher, 1979). This has
helped to form the theory that the flexible ground-
work laid through an initial overabundance of connec-
tions gives way to a reduced – but more targeted and
efficient – network through experience-dependent syna-
ptic pruning. Interesting regional variations were also
observed during these studies, with primary visual
and auditory cortex reaching their peak synaptic den-
sities earlier than prefrontal cortex (Huttenlocher,
1979; Huttenlocher and Dabholkar, 1997; Huttenlocher
et al., 1982). The extended period of synapse elimination
also has regional variations, with pruning ending by
age 12 in the auditory cortex but continuing through
mid-adolescence in the prefrontal cortex. This temporal
pattern parallels concurrent gains in the cognitive
domains that are thought to relate to these regions
(Luna et al., 2004; Spear, 2000).

12.2.3 Myelination

Myelination of axonal projections by oligodendroglia
is also a prominent component of early brain deve-
lopment. This process begins in utero, continues rapidly
through the first 5 years of life, and remarkably
extends – although at a slower rate – through young
adulthood. Intracortical histological preparations by
Kaes in 1907 were some of the first to demonstrate
this prolonged trajectory of myelination, along with its
striking regional variability in timing (Kaes, 1907;
Kemper, 1994). His work not only demonstrated earlier
trajectories in some areas (posterior temporal, precentral,
and postcentral cortex) than others (superior parietal,
anterior temporal, and anterior frontal cortex), but also
showed that regions with a more protracted devel-
opmental trajectory have more pronounced changes
during older age. This has helped to form the ‘first-in-
last-out’ theory of aging (Davis et al., 2009), which
suggests that higher-order cognitive manifestations
(e.g., problem solving and logical reasoning) – some of
the last to develop (Luna et al., 2004) – are some of the
first to degenerate in old age. Furthermore, the visible
spread of myelin outwards into the cortex results in
an apparent cortical thinning, which suggests that nor-
mal developmental decreases in cortical thickness
(discussed in Section 12.4.3) may be due, in part, to this
progressive increase in myelin and not simply to regres-
sive changes like synaptic pruning and cell loss (see
Rubenstein and Rakic, 2013).

These initial observations in intracortical tissue were
extended to the white matter in the pioneering work per-
formed by Yakovlev and Lecours in the 1960s. They
demonstrated that white matter myelination begins
in utero during the second trimester of pregnancy and
continues throughout young adulthood (Yakovlev and

Lecours, 1967). Additionally, they extended the earlier
observations of regional variations in the timing of mye-
lination and described a general posterior-to-anterior
trend in the timing of white matter myelination during
development that has also been replicated in other
samples (Kinney, 1988). Later independent research,
targeting the hippocampal formation, has also noted
striking increases in myelination, with a 95% increase
observed in the extent of myelination relative to brain
weight during the first two decades of life. Surprisingly,
the authors noted that expanding myelination conti-
nued even through the fourth to sixth decades of life
(Benes et al., 1994). Taken together, these observations
suggest that structural white matter development, in
the form of advancing myelination, proceeds in tune
with overall cognitive development – with areas in-
volved in lower-order sensory and motor function
myelinating earlier than areas involved with higher-
order executive function. This correlated timing implies
there may be some relationship between advancing
brain function and increased myelination; however,
postmortem studies are limited from investigating
this directly.

12.2.4 Sex-Specific Differences

A pronounced sexual dimorphism in overall brain
size emerges during the first 5 years of human brain de-
velopment, with males having brains that are, on aver-
age, approximately 10% larger than females at their
adult plateau (Dekaban, 1978). This simple and widely
reproducible observation has served as a catalyst for
continued interest in the study of sex-specific differences
during brain development in order to (1) map other de-
tailed components of brain development that may also
show sex-specific differences, (2) determine if there are
any cognitive correlates with these findings (Kimura,
1996), (3) establish what – if not total volume of brain
matter – are the driving structural contributors to indi-
vidual cognitive differences in areas like language skills
and overall intelligence, and, perhaps most importantly,
(4) better understand and clinically address the range of
neuropsychiatric disorders that tend to emerge during
adolescence with prominent sex-specific affinities
(Marsh et al., 2008). Interestingly, while some of this
sex-specific variance in brain size can be attributed to
height, which is consistent with broader trends across
different mammalian species, there remains a significant
sex-specific effect on brain size even when differences in
body size are taken into account (Peters et al., 1998).
Although the brains of adult males tend to be larger than
adult females, this increase is actually smaller than what
would be predicted based on differences in adult height
alone. Histological findings indicating a 15% higher neu-
ronal density in males than females are consistent with
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this (Rabinowicz et al., 2002), although conflicting re-
ports from other studies prohibit firm conclusions on
this point (Haug, 1987; Pakkenberg and Gundersen,
1997). A consideration of the fact that females actually
tend to be taller than males during late childhood,
perhaps due to faster pubertal maturation in girls,
further weakens the idea of such a simple allometric
relationship when age-matched males and females are
compared (Giedd et al., 2006). These discrepancies high-
light the diversity that exists among the postmortem
literature on the topic of sex differences in brain develop-
ment, which is also likely to be influenced by a variety
of confounds (including cohort effects and obser-
vational bias) that have made interpretation challenging
(Peters et al., 1998). Additionally, these reports are
limited to either simple global measures, like total brain
volume or weight, or very local measures, like neuronal
density, and generally do not account for regional
variations in measures like cortical thickness and
folding complexity (Luders et al., 2004; Sowell et al.,
2007) (see Chapters 35 and 38).

12.2.5 Summary

The central theme that emerges from this early post-
mortem work is that brain development from birth
through adolescence is a uniquely dynamic process,
encompassing both progressive and regressive events,
with varying magnitudes and timing across different re-
gions of the brain. In particular, the concurrent decrease
in synaptic density and increase in white matter mye-
lination is consistent with the principle of selective
specialization, which has been postulated to be the driv-
ing force behind the creation of cognitive networks and
thought to form the foundation for higher cognitive pro-
cesses (Fuster, 2002; Post and Weiss, 1997; Tsujimoto,
2008). The initial overabundance of neurons and synap-
ses during infancy is thought to provide a flexible sub-
strate through which activity-dependent plasticity can
fine-tune neural network activity via processes like syn-
aptic pruning, which continue robustly through adoles-
cence and, in some form, throughout life.

12.3 IN VIVO VOLUME ANALYSES

With the development of MRI, not only were clinicians
provided with a superior technology for the diagnosis of
brain injury and disease (Barkovich, 2006; Panigrahy and
Blüml, 2009; Prager and Roychowdhury, 2007), but re-
searchers were also provided with an unparalleled tech-
nology for the study of typical brain development
in vivo. This, together with the expansion of computing
technology during the 1980s, led to the first wave of

structural neuroimaging studies aimed at extending
previous postmortem results.Much of this earlywork uti-
lized volumetric parcellation methods, whereby brain
images are segmented according to different anatomical
landmarks, and the volumes and tissue content (graymat-
ter, white matter, cerebrospinal fluid) of these different
regions are computed and compared between subject
groups or throughout development. This parcellation
step has been performed with a variety of methods,
including the use of stereotactic coordinates (Jernigan
et al., 1991a,b; Reiss, et al., 1996), manually drawn regions
of interest (ROIs) (Giedd et al., 1996c; Sowell et al., 2002b),
and automated protocols (Giedd et al., 1996a, 1999a)
(see Chapter 28).

12.3.1 Gray Matter Decreases in Development

Given the previous postmortem observations of re-
gional and temporal variations in synaptic density and
myelination throughout the brain, the gray and white
matter volume estimates extracted through these volu-
metric parcellation methods would be expected to show
similar age-related developmental trajectories and re-
gional differences. This was first demonstrated by
Jernigan and Tallal, who observed that a group of chil-
dren aged 8–10 had significantly more cortical gray mat-
ter than a group of young adults, as well as a higher
gray matter to white matter ratio (Jernigan and Tallal,
1990). A subsequent study extended these findings
to confirm that the group differences were due to con-
tinuous age-related decreases in gray matter volume
with time – independent of brain size – and localized
these effects to superior frontal and parietal cortices
(Jernigan et al., 1991a,b). These studies marked the first
in vivo morphological evidence in support of the earlier
postmortem histological work by Huttenlocher and col-
leagues. While not a direct measure of synaptic density,
the volumetric MRI finding of decreased gray matter
volume is consistent with the regressive synaptic pru-
ning changes previously described and aligns with the
theory that evolutionarily more complex regions like
the frontal lobe show more protracted timing in their
development than evolutionarily simpler regions like
primary motor/visual cortex. Even this early on,
Jernigan and colleagues were also aware of the possible
relationship between their in vivo MRI findings and
the postmortem white matter myelination studies of
Yakovlev and Lecours and suggested that an ‘apparent’
cortical thinning could be due, in part, to progressing
myelination. Thus, a component of these observed
changesmight not be a graymatter loss, per se, but a tran-
sition of unmyelinated ‘gray’ matter into white matter,
which, on MRI, would appear as a gray matter volume
‘loss’ during the childhood and adolescent years.
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12.3.2 Regional and Temporal Dynamics

Since these initial observations of childhood and
adolescent gray matter volume loss, other investigations
have confirmed the general trend (Caviness et al., 1996;
Giedd et al., 1999a; Ostby et al., 2009; Pfefferbaum
et al., 1994; Reiss et al., 1996; Sowell et al., 2002b; Wilke
et al., 2007) and extended these observations in several
important ways. In a large cross-sectional sample of
161 subjects aged 3 months to 70 years, Pfefferbaum
and others were able to demonstrate the early rise and
plateau in total brain volume by approximately age 5,
as well as the late childhood and adolescent decline in
cortical gray matter volume. The extended age range
of the sample allowed them to characterize the trajectory
of the gray matter volume decline as curvilinear, which
suggested an overall inverted ‘U’-shaped curve con-
sisting of early childhood graymatter increases followed
by a relatively early peak and then late childhood and
adolescent reductions (Pfefferbaum et al., 1994). This
general time course of cortical development is a feature
that has gone on to become one of the hallmarks of stru-
ctural brain development (Courchesne et al., 2000;
Paus et al., 2001; Sowell et al., 2003).

Other studies have investigated the relative volume
changes (controlling for global increases in total brain
volume) more closely in broader age samples and in spe-
cific cortical and subcortical structures. In doing so, this
work has demonstrated further heterogeneity inmatura-
tional timing and trajectory complexity across the brain.
Importantly, the relative gray matter volume reduction
during adolescence was confirmed to be most concen-
trated in the frontal and parietal lobes (Sowell et al.,
2002b). Meanwhile, subcortical gray matter structures
like the basal ganglia also generally showed a relative
volume reduction, although with a simpler linear trajec-
tory than the cortex over the age range of late childhood
to young adulthood (Ostby et al., 2009; Sowell et al.,
2002b). Tzarouchi et al. recently applied some of the
modern spatial normalization methods to align each in-
dividual’s structural MRI brain data to a group average
of all individuals studied and conducted an analysis in
the vein of these classical volumetric studies by examin-
ing volume change over time in over 100 regions
throughout the cortex. Using an exponential nonlinear
function to model the upstroke portion of the develop-
mental curve, they were able to estimate the age at which
these different gray matter regions reached full develop-
ment. In doing so, they provided a compelling demon-
stration of the previously theorized maturational
sequence, with primary somatosensory and visual corti-
ces maturing the earliest and then posterior-to-anterior
and inferior-to-superior trends in the developmental
timing of the remaining temporal, parietal, and frontal
lobes (Tzarouchi et al., 2009).

12.3.3 White Matter Increases in Development

Interestingly, while graymatter volumewas observed
to peak early, researchers began to consistently observe
that white matter volume continues to steadily increase
roughly linearly from birth through adolescence and
young adulthood (Caviness et al., 1996; Paus et al.,
2001; Pfefferbaum et al., 1994; Sowell et al., 2002b;
Wilke et al., 2007). The timing of these changes shows
a posterior-to-anterior gradient, which generally paral-
lels the overlying gray matter and has led to continued
investigation into the interaction between these pro-
cesses (Barkovich et al., 1988). The white matter volume
increase is consistent with the widespread reports of rel-
ative gray matter reductions during later childhood and
adolescence, as a protracted increase in underlying
white matter volume (due, in part, to increased oligo-
dendroglial wrapping of axonal fibers) will increase total
brain volume and, therefore, decrease the relative gray
matter volumes of specific structures compared to this
total. The midsagittal corpus callosum was one of the
first white matter areas to be examined in more detail,
with volumetric analyses showing robust increases in to-
tal area throughout adolescence (Bellis et al., 2001; Giedd
et al., 1999b) and a surprising anterior-to-posterior trend
in the timing of the growth curve when the corpus callo-
sum was subdivided into seven distinct segments
(Giedd et al., 1996a). This protracted nature ofwhitemat-
ter development is a thread that we will see repeated in
the following sections, as imaging modalities and analy-
sis techniques have advanced (Giedd et al., 1999a; Lebel
et al., 2008b; Sowell et al., 2003), and as one that has
gained increasing interest as more attention is being
focused on the network properties of the brain as a
potential, important mediator for the late cognitive devel-
opment seen in domains like risk/reward processing,
cognitive control, and working memory (Spear, 2000).

12.3.4 Sex Differences

Sex-specific differences in brain structure were also
extended with these structural imaging techniques. Total
brain volume was confirmed to be approximately 10%
larger inmales than females at the plateau of overall brain
volume that is reached during childhood (Caviness et al.,
1996; Courchesne, et al., 2000; Durston et al., 2001;
Gur et al., 2002; Lenroot and Giedd, 2010), and the signif-
icant sex-specific effect remains even when height and
weight are covaried (Giedd et al., 1996b). However, more
detailed regional volumetric observations of different
cortical regions have been inconsistent – with varying
reports of increasedor decreasedvolumes inmales and fe-
males that are further complicatedbywhether ornot abso-
lute or relative changes (to total brain volume differences)
were reported (Sowell et al., 2007).
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Despite this variation, strong evidence suggests that
there may be sexual dimorphism in the timing of the de-
velopmental trajectory in the cortex, such that males and
females have similar overall trajectories of regional brain
maturation (both with an inverted ‘U’-shaped curve) but
differing gender effects with time because of a difference
in the timing of this trajectory (Giedd et al., 1999a).
Specifically, there appears to be approximately a 1–2
years’ phase difference between girls and boys, with
peaks in gray matter occurring earlier in girls than boys
and regional variations in both phase and the actual
differences between the sexes (Lenroot et al., 2007).
Because this is a temporally dynamic period of develop-
ment (and not a static one, e.g., like comparing fully
mature adults), assessing sex differences during child-
hood and adolescence has become a more complicated
problem, which requires the dissociation of phase differ-
ences (particularly those caused by differences in age of
pubertal onset) from sex differences in the maturational
trajectories. An additional challenge is identifying those
differences that persist into adulthood and actually have
functional relevance.

Observations of sex differences in subcortical regions
have also been somewhat more reproducible. In partic-
ular, over the course of development, the amygdala
seems to increase in volume more in males and the hip-
pocampus more in females (Giedd et al., 1996b,c, 1997;
Wilke et al., 2007). This is in line with animal studies that
have shown high densities of steroid hormone receptors
in the medial temporal lobe (Sarkey et al., 2008) and also
that sex steroids exert trophic effects on these structures
(Cooke, 2006; Galea et al., 2006; Zhang et al., 2008). In one
recent study specifically targeted to investigate the
degree towhich the rise of gonadal hormones during pu-
berty contributes to the emergence of these sex-specific
differences, we examined subcortical volume measures
among a group of 80 adolescent boys and girls matched
on sexual maturity within a relatively narrow age range
(Bramen et al., 2011). This focused analysis revealed an
interaction between sex and the effect of puberty in
predicting amygdala and hippocampal volumes: While
females actually had larger left amygdala and right hip-
pocampal volumes than boys during early puberty (rel-
ative to total brain size), by late puberty, the amygdala
volume had increased in males but stayed relatively sta-
ble in females. In the right hippocampus, the effect of pu-
berty was also to increase the volume in males but,
surprisingly, to decrease the volume in females. This
reiterates the importance of considering the timing in
the interpretation of developmental phenomena like
sexual dimorphisms. Furthermore, these results suggest
that the sex-specific differences in amygdala volume
previously observed across a broader age sample
(Giedd et al., 1996c) are likely due, in large part, to
the effects of puberty, but that the previous observation

of relatively larger hippocampal volumes in females
may be due to nonpubertal influences, as the direct con-
tribution of puberty, demonstrated in our recent obser-
vations, would be to blunt this effect. These findings
are particularly important in the context of adolescent
brain development, as maturation of these processing
centers and their connections to areas like the prefrontal
cortex may contribute to the dramatic changes seen in
social and emotional domains during this period of
development (Dahl, 2004; Steinberg, 2005). The caudate
nucleus has also been shown to be relatively larger, con-
trolling for total brain volume, in females across several
distinct samples (Giedd et al., 1996b, 1997; Sowell et al.,
2002b; Wilke et al., 2007). Put another way, the caudate is
spared the reduction in volume that is typically shown
by other structures in female brains. This observation
of sexual dimorphism in the basal ganglia is also impor-
tant, as it may relate to the emergence of similar sex
differences in the incidence of several neuropsychiatric
disorders (e.g., attention deficit hyperactivity disorder,
Tourette syndrome) that are thought to involve these
structures (Marsh et al., 2008) (see Chapters 35 and 38).

12.4 BRAIN MAPPING APPROACHES

12.4.1 Advantages

The early volumetric MRI imaging observations by
Jernigan and others helped lay the foundation for the
next wave of neuroimaging studies designed to further
characterize the anatomical changes that occur during
normal development. While the volumetric protocols
were able to validate much of the classical postmortem
literature, as well as provide further evidence for gray
matter loss, white matter gain, and regional/temporal
dynamics, they are unable to precisely localize where
these maturational changes are taking place within the
relatively large ROIs studied. Instead, thesemethods col-
lapse entire regions of the brain down into one or several
summary descriptive statistics that may not be charac-
teristic of all functional and structural brain circuits
within these large lobar regions. In contrast, newer
methods like voxel-based morphometry (VBM) and cor-
tical thickness analysis are distinct in that they allow for
statistical analysis at many points throughout the entire
brain volume or at many points across the entire cortical
surface and allow the creation of whole-brain ‘maps’ to
visualize these data. These enhanced analysis modali-
ties, together with the traditional methods discussed in
Sections 12.2 and 12.3, have contributed greatly to our
understanding of normal brain development and pro-
vide an important context for the further study of neuro-
developmental and psychiatric disease (Eliez and Reiss,
2000; Marsh et al., 2008) (see Chapters 30, 35 and 38).
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12.4.2 Voxel-Based Strategies

In VBM, the local fractional gray matter volume is
analyzed in the neighborhood around each voxel in
the brain to generate whole-brain maps of gray matter
‘density’ or ‘concentration’ (Ashburner and Friston,
2000). Spatial normalization algorithms are applied to
align the brains of individual subjects so that each
voxel then can be compared throughout development
or between groups. Consistent with the previous
volumetric studies and postmortem examples,
whole-brain mapping strategies utilizing VBM show
decreasing gray matter density during later develop-
ment. In line with the coarse frontal and parietal lobar
localizations of the earlier volumetric reports, the
regions showing the most protracted changes in these
new analyses include clusters in the dorsal frontal
and parietal cortices during the transition from
childhood to adolescence (Sowell et al., 1999a), as well
as a distinct grouping of dorsal, medial, and orbital
frontal cortical areas during the later transition from
adolescence into young adulthood (see Figure 12.1;
Sowell et al., 1999b). The relative specificity of these
later changes to the frontal lobes is consistent with
the similarly protracted time course of cognitive
development in executive function domains, which
are also typically thought to involve these frontal
regions (Casey et al., 2005; Luna et al., 2004, 2010;
Spear, 2000).

This notion of gray matter density was extended to
allow for analysis on the cortical surface through the
method of cortical pattern matching, where sulcal
landmarks are manually identified and used to drive
accurate nonlinear spatial normalization into a common
template, while helping to account for regional, gender,
and individual variability (Ashburner et al., 2003;
Luders et al., 2004). Using this technique, protracted
postadolescent gray matter density decreases were
again demonstrated in dorsal frontal cortex (Gogtay
et al., 2004; Sowell et al., 2001b), and, for the first time,
shown to correlate significantly with underlying relative
brain growth in these regions (Sowell et al., 2001b). This
suggests the combined influences of both regressive
processes like synaptic pruning, as well as progressive
processes, like myelination, are acting in these areas.
Using similar gray matter density measurement
techniques, and a powerful longitudinal design that
tracked individuals prospectively for 8–10 years, Gogtay
et al. provided further evidence that the lower-order
somatosensory and visual areas develop earlier than
the higher-order association cortices that integrate these
processes and also that phylogenetically older areas de-
velop earlier than younger areas (Gogtay et al., 2004).
Surprisingly, however, gray matter density increases
were actually observed in bilateral perisylvian regions

during the transition from adolescence to adulthood
and shown to correlate with both lateralized differences
in sylvian fissure morphology and concomitant local
brain growth (Sowell et al., 2001b, 2002a). This suggests
the presence of a particularly extended developmental
trajectory in these gray matter regions beyond that in
the dorsal frontal lobe and perhaps implies a unique
position for these canonical language areas in the
developmental landscape – with the typical inverse
correlation between density and volume (decreasing
density, increasing volume) reversed to give a direct
relationship (increasing density, decreasing volume) in
these areas during this age range (Sowell et al., 2003).
Taken together, these findings again highlight both
regional as well as temporal complexities to the normal
developmental sequence of brain structure.

Child to adolescent

Adolescent to adult

FIGURE 12.1 Gray matter density maturation. Voxel-based mor-
phometry (VBM) measurements of fractional gray matter density/
concentration show typical decreases during development. Colored
volumes within a transparent cortical surface rendering represent the
extent of significant decreases in gray matter density during the tran-
sition from childhood to adolescence (top panel) and adolescence to
adulthood (bottom panel). Color-coding indicates which changes
occurred in the frontal lobe (purple), parietal lobe (red), occipital lobe
(yellow), temporal lobe (blue), and subcortical regions (green).
Sowell ER, Thompson PM, Holmes CJ, Batth R, Jernigan TL, and Toga AW

(1999a) Localizing age-related changes in brain structure between childhood
and adolescence using statistical parametric mapping. Neuroimage 9:

587–597; Sowell ER, Thompson PM, Holmes CJ, Jernigan TL, and Toga AW

(1999b) in vivo evidence for post-adolescent brain maturation in frontal and

striatal regions.Nature Neuroscience 2: 859–861.
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12.4.3 Cortical Thickness

The investigation of apparent cortical gray matter de-
creases during development reached full stride with the
development of MRI cortical thickness measurement
techniques. These automated algorithms extract mesh
models of the white-matter/gray-matter boundary sur-
face and the pial (i.e., cortical) surface and then directly
calculate the cortical thickness at many points through-
out the cortical sheet (see Figure 12.2; Fischl and Dale,
2000). Unlike the rather abstract interpretation of
fractional gray matter ‘density’ estimates, cortical thick-
ness estimates are in physical units of millimeters and
validate exceptionally well against the historical post-
mortem cortical thicknessmaps –with averagemeasure-
ments in children ranging from 1.5 mm in occipital
cortex to 5.5 mm in dorsomedial frontal cortex (see
Figure 12.2; Sowell et al., 2004a; Von Economo, 1929).

In addition to their strong agreement with postmor-
tem data in terms of absolute thickness estimates, reports
using this method are also in line with the mounting ev-
idence from postmortem, volumetric, and VBM density
measurements, which support the picture that gray mat-
ter thickness peaks early and then declines due to a com-
bination of progressive events, like enhanced myelin
penetration into the cortical neuropil, and regressive
events, like continued synaptic pruning (O’Donnell
et al., 2005; Shaw et al., 2008; Sowell et al., 2004a;
Tamnes et al., 2010). In a longitudinal study of

45 typically developing children aged 5–11 years, who
were scanned 2 years apart, these techniques were able
to demonstrate gray matter thinning of �0.15–0.30 mm
year�1 coupled to relative brain volume increases in
right frontal and bilateral parietooccipital regions (see
Figure 12.3). This study was also able to reproduce the
surprising earlier findings of gray matter increases in bi-
lateral perisylvian language areas (Wernike’s area) and
extended these observations to the left inferior frontal
gyrus – another language area (Broca’s area) (Sowell
et al., 2004a). Cortical thickening was estimated to be
at a rate of 0.10–0.15 mm year�1 in these areas. This
unique pattern of cortical thickening in the canonical lan-
guage regions could be related to parallel gains in
language processing made during this period of devel-
opment. In another large longitudinal study of 375 chil-
dren and young adults, changes in cortical thickness
were modeled with a low-order polynomial basis set
in order to investigate regional differences in the com-
plexity of the developmental trajectory (Shaw et al.,
2008). Patterns of varying complexity were found to
parallel the established histological maps of cytoarchi-
tectonic complexity and agree with the previous litera-
ture (Gogtay et al., 2004; Sowell et al., 2004a) – with
simpler laminar areas, like the limbic cortex, having sim-
pler trajectories and more complex laminar areas, like
association cortex, having more complex trajectories.
Although cortical thinning during adolescence reflects
developmental processes like myelination and synaptic
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FIGURE 12.2 Cortical thickness analysis. (a–c) show a
single representative slice for one subject: (a) Raw T1-
weighted anatomicalMRI scan. (b) Gray/whitematter tissue
segmentation. (c) Gray matter thickness image, with thick-
ness (mm) coded by color (warmer colors overlie the areas
with the thickest cortex). (d) shows an in vivo average corti-
cal thickness map generated by performing this analysis on
a cross-sectional sample of 45 subjects. The brain surface
rendering is color-coded according to the underlying corti-
cal thickness (mm) and the color bar on the right. The re-
gional variations in cortical thickness can be compared to
an adapted version of the classical Von Economo postmor-
tem cortical thickness map (e), which has been color-coded
in a similar manner over the original stippling pattern to
highlight the similarity between the two maps. Sowell ER,
Thompson PM, Leonard CM, Welcome SE, Kan E, and

Toga A W (2004a) Longitudinal mapping of cortical thickness
and brain growth in normal children. Journal of Neuroscience
24: 8223–8231; Von Economo CV (1929) The Cytoarchitec-
tonics of the Human Cerebral Cortex. London: Oxford

Medical Publications.
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pruning, it is important to note that cortical thinning also
continues in some form throughout the rest of the life-
span (Sowell et al., 2003). This likely belies a shift in eti-
ology to degenerative changes associated with aging
(Sowell et al., 2004b), and recent work has sought to de-
lineate this inflection point more precisely. By analyzing
local gray and white matter signal intensities in the con-
text of cortical thinning, the timing of the developmental
peak was found to range from 8 to 30 years of age in
different regions of the cortex, with the regional pattern
following the general posterior-to-anterior gradient
discussed in Section 12.3.2 (Westlye et al., 2010).

12.4.4 White Matter

Even before the widespread adoption of diffusion im-
aging, which will be discussed in Section 12.5, re-
searchers were able to adapt traditional anatomical
MRI analysis techniques to study white matter develop-
ment (Wozniak and Lim, 2006). Magnetization transfer
ratio imaging is sensitive to the ‘bound’ protons found
on the phospholipids of myelin (Wolff and Balaban,
1989) and reflects the increasing myelination during
early development (Engelbrecht et al., 1998) as well as
the posterior-to-anterior trend in the timing of this pro-
cess (Buchem et al., 2001). T2 relaxometry, which esti-
mates the fraction of water in the brain, that is
associated with the phospholipid bilayer of myelin
(MacKay et al., 1994), has also been used to demonstrate
the caudal-to-rostral wave of myelination (Lancaster
et al., 2003). In an application of the VBM technology
to the white matter, Paus and colleagues were able to
powerfully interrogate the rather general ‘global white

matter increases’ observation previously described to
obtain a much richer localization of the precise anatom-
ical regions involved. In an 88-subject sample of children
aged 4–17 years, they observed a prominent increase in
white matter density in the internal capsule bilaterally,
as well as the in left arcuate fasciculus, suggesting con-
tinued maturation of corticospinal and frontotemporal
fibers through this age range (Paus et al., 1999). This
work agrees with the postmortem data from Yakovlev
and Lecours and demonstrates the unique progressive
changes that occur in the white matter while the cortex
shifts to undergo predominantly regressive events.
Confirming the surprising corpus callosum results of
the classical volumetric study by Giedd et al., which
was discussed in Section 12.3.3, Thompsonandcolleagues
applied a continuummechanics approach to obtain maps
of local tissue deformation in the corpus callosum during
development.Their longitudinaldesignstudied6children
aged 3–11 with a follow-up interval of up to 4 years and
again demonstrated an anterior-to-posterior wave in the
timing of maximal local growth (see Figure 12.4;
Thompson et al., 2000). This contrasts with the general
posterior-to-anterior trend that has been observed in gray
matter cortical regions and suggests a unique pattern of
development in this region of interhemispheric fiber
connectivity.

12.4.5 Sex Differences

Continuing the trend from volumetric results, VBM
gray matter density and cortical thickness observations
of sex-specific effects during development have also
been variable (Wilke et al., 2007). However, this topic
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FIGURE 12.3 Graymatter thicknessmaturation. Statistical maps showing the significance of cortical thickness change in a longitudinal sample
of 45 children scanned twice between the ages of 5 and 11. Areas showing significant thickness decrease (TD) are displayed in red, and areas
showing significant thickness increase (TI) are displayed in white (see color bar and significance thresholds at right). Nonsignificant areas are
coded by their t-statistic according to the left rainbow color bar. Arrows highlight the relative specificity of thickness increases during this
age range to canonical language areas in the left inferior frontal gyrus (Broca’s area) and perisylvian region (Wernike’s area). Sowell ER,
Thompson PM, Leonard CM, Welcome SE, Kan E, and Toga AW (2004a) Longitudinal mapping of cortical thickness and brain growth in normal children.

Journal of Neuroscience 24: 8223–8231.
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remains a critical issue, as sex-specific differences in
brain development are likely to contribute to the sexu-
ally dimorphic susceptibilities of a variety of psychiatric
disorders – like schizophrenia and major depression –
that emerge during adolescence (Durston et al., 2001;
Lenroot and Giedd, 2010). Returning to the issue of gen-
der differences in development, Sowell et al. analyzed
cortical thickness and local brain size (taken as the dis-
tance from the center of the brain) in a large sample of
176 healthy subjects aged 7–87 years (Sowell et al.,
2007). In line with previous studies, male brains were
larger than females, at all locations. Strikingly, however,
absolute cortical thickness was greater in females in right
inferior parietal and posterior temporal regions even
without accounting for the smaller overall size of female

brains. This finding was not significantly modulated by
age and was demonstrated even more robustly across
broad right temporal and parietal regions when an
age-matched and brain-volume-matched subset of 18
males and 18 females was evaluated (see Figure 12.5).
These findings suggest that there are both regional-
and sex-specific differences in cortical thickness that
appear relatively early in childhood, and support earlier
reports of selective relative increases in gray matter
volumes in females (Allen et al., 2003; Goldstein et al.,
2001; Gur et al., 2002; Im et al., 2006; Nopoulos et al.,
2000; Sowell et al., 2002b). Although the corpus callosum
is also a frequent target for brain mapping research into
sex-specific effects on brain development, no consensus
has been reached and the topic remains frequently
debated (Giedd et al., 2006) (see Chapters 35 and 38).

Becauseof the overall smaller brainvolume in females,
it has also been proposed that there may be evolutionary
pressure to develop other compensatory mechanisms.
Through sulcal delineation and cortical-pattern-
matching techniques, it has been shown that females tend
to develop a greater degree of cortical ‘complexity’ by
young adulthood (Luders et al., 2004). This suggests that
there is more cortical surface per unit volume in females
andmay be onemechanism throughwhich female brains
have become optimized for their smaller size.

An increasing focus is also being shifted away from
sex-specific differences, per se, to the known differences
in pubertal timing and sex steroid levels that are likely to
be major contributors to observed sex-specific effects
and their frequently observed modulation by age (Giedd
et al., 2006; Lenroot et al., 2007). The emerging picture
suggests that puberty and sex steroids do indeed have
organizing effects on brain development (Bramen et al.,
2011; Neufang et al., 2009; Peper et al., 2009a; Witte et al.,
2010). One recent study of 107, 9-year-old monozygotic
and dizygotic twin pairs noted strong overall heritability
in regional brain volumes but also demonstrated de-
creased frontal and parietal gray matter density among
the subgroup of individuals who had begun to develop
secondary sexual characteristics of puberty (Peper et al.,
2009b). Further investigation among the same cohort
revealed that the serum level of luteinizing hormone,
one of the first indicators of puberty, is associated with
both increased overallwhitematter volume and increased
white matter density in the cingulum, middle temporal
gyrus, and splenium of the corpus callosum (Peper et al.,
2008). The spleniumobservation isparticularly intriguing,
as this is the same region shown to have maximal growth
over the 9–13 age range in a different study (Thompson
et al., 2000). These results – observed between otherwise
very well-matched groups – suggest that the onset of
puberty and sex steroid levels may directly contribute to
the decreases in graymatter and increases inwhitematter
that are prominent features of normal brain development
during late childhood and adolescence.

7–11 years
(boy)

6–7 years
(girl)

8–12 years
(girl)

9–13 years
(girl)

11–15 years
(boy)

3–6 years
(girl)

+80%

+60%

+40%

+20%

0%

−20%

Local

growth

FIGURE 12.4 Corpus callosum maturation. Maps of the local vol-
ume changes in the corpus callosum are shown for six individuals aged
3–15 years, who were scanned twice longitudinally with an interval of
up to 4 years. Maturation includes outward tissue expansion (warmer
colors), with a dynamic wave in timing such that more frontal regions
show prominent change early, andmore posterior regions show prom-
inent change later. Thompson PM, Giedd JN, Woods RP, MacDonald D,

Evans AC, and Toga AW (2000) Growth patterns in the developing brain
detected by using continuum mechanical tensor maps.Nature 404: 190–193.
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12.4.6 Summary

Taken together, these structural imaging studies rep-
resent a powerful evolution in our understanding of
brain development during childhood and adolescence.
The overall picture remains one of early overall brain
growth, followed by a transition around age 5 to gray
matter decreases coupled with persistent white matter
increases. These processes continue through adolescence
but relatively balance each other in magnitude. Thus,
while overall net brain volume changes relatively little
past the age of 5, adolescence remains a period of
dynamic change beneath the pial surface.

12.5 DIFFUSION MRI

One of the remarkable discoveries to emerge from
these developmental neuroimaging studies is the
continued expansion of white matter volume well into
adulthood (Giedd et al., 1999a; Sowell et al., 2003). This
robust and protracted increase has rewritten the age

range associated with brain development (Pujol et al.
1993) and has driven an increasing focus on the white
matter and its network connectivity as a possible media-
tor for the late cognitive gains seen in executive function
domains during typical development (Liston et al., 2006),
as well as a possible mechanism for neuropathology
(Le Bihan, 2003) and training-induced increases in
performance (Bengtssonet al., 2005;Carreiras et al., 2009).

12.5.1 Diffusion Tensor Imaging Theory

Simultaneouslywith this growing interest in studying
the white matter, as it relates to connectivity between
still-maturing brain regions and cognitive function, dif-
fusion imagingwasmaturing as anMRI variation specif-
ically tuned to examine the white matter (Basser et al.,
1994; Bihan et al., 1986; Pierpaoli et al., 1996). Since the
diffusion properties of water within neural tissue are
affected by the geometry of the neuronal microenviron-
ment, it is intuitive that diffusion imaging can provide a
sensitive lens throughwhich themicrostructural proper-
ties of the white matter can be investigated. Specifically,
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FIGURE 12.5 Sex-specific differences in cortical thickness. (a) Sex differences in cortical thickness (mm) among an age- and brain volume-
matched sample of 18 males and 18 females. Warmer colors (<0 on the color bar at right) are regions where females have thicker cortex, and cooler
colors (>0 on the color bar at right) are regionswhere females have thinner cortex, relative tomales. (b) Statistical maps showing the significance of
these sex differences. Areas where the cortex is significantly thicker in females are shown in red, and include right inferior parietal and posterior
temporal, and left posterior temporal and ventral frontal regions. Areaswhere the cortex is significantly thinner in females are shown inwhite, and
are limited to small regions in the right temporal pole and orbitofrontal cortex. The correlation coefficient is mapped for nonsignificant regions
according to the color bar at right. Sowell ER, Peterson BS, Kan E, et al. (2007) Sex differences in cortical thickness mapped in 176 healthy individuals between

7 and 87 years of age. Cerebral Cortex 17: 1550–1560.
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differences inmicrostructural properties like fiber coher-
ence, axon packing, and myelination have all been
shown tomanifest as changes in the diffusionMRI signal
(Beaulieu, 2002). By viewing this diffusion landscape
within the brain from multiple angles, a more complete
‘tensor’ model of diffusion can be generated for each
voxel (Basser et al., 1994). This can be thought of geomet-
rically as a diffusion ellipsoid, with diffusion compo-
nents in the radial (RD, radial diffusivity) and axial
(AD, axial diffusivity) directions (see Figure 12.6). The
size of this ellipsoid corresponds to the overall mean dif-
fusivity (MD). The shape of the ellipsoid corresponds to
the directionality of diffusion and is termed fractional
anisotropy (FA). It can vary from 0, for perfectly isotro-
pic diffusion, to 1, for perfectly anisotropic diffusion
(e.g., the ventricles have low FA, while the corpus
callosum has high FA). Because it has been shown to
be sensitive to myelination, this FA metric has received
considerable attention as a way to track the develop-
mental maturation within the white matter and investi-
gate disease. See Le Bihan (2003) for an excellent review.

12.5.2 Diffusion Parameters in Development

Using this unique framework, there has been a surge
in research aimed at more deeply characterizing the nor-
mal developmental processes in these important regions

of connectivity that were previously obscured by
low contrast within the white matter on traditional
T1-weighted anatomical MRI. Similar to the general de-
scription in the overlying gray matter, the developmen-
tal trajectory within the white matter is both a nonlinear
function of time and has prominent regional variations
(Lebel et al., 2008b; Mukherjee et al., 2001; Snook et al.,
2005). From birth, there is a rapid rise in diffusion direc-
tionality (FA; see Figure 12.7), coupledwith a decrease in
overall diffusivity (MD) (Bava et al., 2010; Engelbrecht
et al., 2002; Hüppi et al., 1998; Löbel et al., 2009;
Morriss et al., 1999; Mukherjee et al., 2001; Neil et al.,
1998; Schmithorst and Yuan, 2010; Schneider et al.,
2004). In an interesting contrast to this general pattern
within the white matter, gray matter cortical regions
actually have been observed to have decreasing FA in
a sample of preterm infants (McKinstry et al., 2002). This
could reflect the fact that changes in FA are not highly
specific for myelination and may also occur in response
to cortical maturational processes, like synaptogenesis.
Further, these observations may be related to the
perinatal period of selective vulnerability in neural tis-
sue, which has been demonstrated in animal studies and
confirmed in humans through MRI (Miller and Ferriero,
2009). The white matter pattern of increasing FA and
decreasing overall diffusion, although not universally
reported in later development (Schneiderman et al., 2007),
generally continues in a decelerating fashion throughout
childhood, adolescence, and, in some areas, into adulthood
(Bonekamp et al., 2007; Klingberg et al., 1999; Schmithorst
etal., 2002;Zhangetal., 2007).There isarelativelystablepla-
teau of these parameters during adulthood, which then
eventual declines later in life (Davis et al., 2009; Salat
et al., 2005). Accordingly, the developmental rising portion
of this arc has been modeled as a linear (Snook et al.,
2005), polynomial (Hsu et al., 2010), or exponential (Lebel
et al., 2008b; Mukherjee et al., 2001; Schneider et al., 2004)
function. The earliest reports utilized an ROI approach to
look at diffusion properties averaged across specific ana-
tomical locationsandwereable to reproduce the ‘increasing
FA, decreasing MD’ pattern across a broad variety of
regions within the brain and during different periods of
development. In one example, Suzuki and colleagues
examinedROIs placed bilaterally in the frontal andparietal
white matter of 16 children and young adults. They ob-
served increased FA and decreased overall diffusivitywith
age but went on to make the important determination that
the etiology of these changes in FA andMDwas a primary
decrease in both radial (RD) andADdiffusion components,
with a larger decrease along the radial direction (Suzuki
et al., 2003). This explains the overall decreased diffusivity
that was observed (both components decreased) but also
the increased diffusion directionality (one component de-
creased more than the other). The dominance of changes
in radial diffusivity (RD) during development is an impor-
tant phenomenon that has beenbroadly replicated (Giorgio

↑FA  ↓MD  ↓RD

↑FA  ↑MD  ↑AD
AD

RD

↓FA  ↓MD  ↓AD

↓FA  ↑MD  ↑RD
(a)

(d)
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FIGURE 12.6 Diffusion tensor imaging (DTI) metrics. DTI metrics
include fractional anisotropy (FA), which is a unitless measure of the
directionality of diffusion, and mean diffusivity (MD), which is the
overall magnitude of diffusion. The center panel shows a cross-section
of the DTI ellipsoidmodel of diffusion, which is assumed to be oriented
along the fiber axis (shown here as a cylinder). Individual diffusion
components along the axial (AD) and radial (RD) directions contribute
to the FA andMDvalues at each point in the brain. (a–d) showdifferent
changes in the individual diffusion parameters, and their varying
effects on FA andMD. Note that changes in different diffusion compo-
nents (AD or RD) can lead to the same effect on one diffusion metric,
but have opposite effects on the other. (d) represents the prevailing
regime during development, where decreasing RD – due, in part,
to advancing myelination – leads to increasing FA (a more pointed
ellipsoid) and decreasing MD (a smaller ellipsoid).
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et al., 2008; Lebel et al., 2008b; Löbel et al., 2009; Qiu
et al., 2008), although not universally (Ashtari et al., 2007;
Giorgio et al., 2010), and is thought to relate to the primary
role that extendedmyelination plays during this age range
(Song et al., 2002).

Paralleling the advancements made in the analysis of
the cortex, methods have quickly adapted to include
whole-brain mapping techniques that are able to exam-
ine the brain in a spatially continuous manner and better
localize developmental changes. In general, these later
efforts using VBM and similar techniques have both con-
firmed and extended the earlier ROI findings of broadly
increasing FA and decreasing MD (Snook et al., 2007).
Tract-based spatial statistics (TBSS) is an evolution of
these methods that is tailored specifically to the analysis

of diffusion tensor imaging (DTI) data and has been
used successfully to demonstrate age-related changes
in diffusion imaging parameters (Bava et al., 2010;
Burzynska et al., 2010; Giorgio et al., 2008, 2010). By
projecting the imaging data onto a tract ‘skeleton’ con-
sisting of the cores of the white matter tracts, TBSS
avoids some of the alignment problems that arise when
the high-contrast FA maps are compared using tradi-
tional voxel-by-voxel techniques (Smith et al., 2006,
2007). In a sample of 75 children through young adults
that were analyzed using this approach, widespread
FA increases and diffusivity decreases were again
demonstrated spanning the frontal, temporal, and pa-
rietal lobes and the cerebellum (Qiu et al., 2008). Recog-
nizing the need to synthesize these reports into a
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FIGURE 12.7 White matter maturation. Diffusion tensor imaging (DTI) tractography was used to identify ten major white matter tracts in 202
individuals aged 5–30 years (center panels show the extracted tracts for a representative subject). Broad age-related increases in fractional anisot-
ropy (FA), a DTI index of white matter maturation that is sensitive to myelination, were observed across all tracts. Maturational trajectories
generally followed an exponential rise, with regional variations in mean FA as well as developmental timing. The surrounding scatterplots
demonstrate these relationships, and are color-coded according to the tracts in the center panels. Lebel C, Walker L, Leemans A, Phillips L, and
Beaulieu C (2008b) Microstructural maturation of the human brain from childhood to adulthood. Neuroimage 40: 1044–1055.
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normative reference standard against which to judge
clinical abnormalities, effort has also been directed to-
wards generating developmental brain atlases that
integrate this diverse set of information (Hermoye et al.,
2006; Löbel et al., 2009; Mori et al., 2008; Verhoeven
et al., 2010).

12.5.3 Fiber Tractography

By making the assumption that the direction of the
diffusion ellipsoid (i.e., the direction of principal diffu-
sion) is pointing in the same direction as the neuronal fi-
ber axis, streamlines can be generated passing from
voxel to voxel along the path of principal diffusion. In
this manner, the DTI technology has been extended to al-
low for in vivo fiber tractography (Behrens et al., 2003;
Catani et al., 2002; Conturo et al., 1999; Mori et al.,
1999). This allows for individualized measurements to
be made that are tailored to each subject’s anatomy,
which circumvents many of the problems associated
with attempting to register a diverse set of brains to a sin-
gle template. Although these algorithms have generally
validated well against postmortem dissections for many
major white matter tracts, specific limitations related to
issues, like partial volume averaging and complex fiber
geometries, must be considered (Pierpaoli et al., 1996).
Using this technology, together with standardized pro-
tocols for delineating the major white matter tracts of in-
terest (Wakana et al., 2007), researchers have mapped
the development of white matter fiber connectivity
from before birth (Huang, 2010; Huang et al., 2006,
2009), through childhood, adolescence, and adulthood
(Behrens et al., 2003; Liu et al., 2010; Wakana et al.,
2004) and even through evolution (Rilling et al., 2008).
Like other developmental neuroimaging efforts, these
data provide important insight into human brain devel-
opment in their own right and, additionally, serve as im-
portant normative markers against which pathology can
be judged (Adams et al., 2010; Lebel et al., 2008a; Thomas
et al., 2009). In a seminal report on the typical develop-
mental trajectories within 10 major white matter tracts
in a large sample of 202 subjects aged 5–30 years, Lebel
et al. observed continually increasing FA in all regions
(generally approximated well by an exponential func-
tion), but regional variations in timing such that the time
to reach 90% of the adult plateau varied from approxi-
mately 7 years old in the inferior longitudinal fasciculus
to beyond 25 years old in the cingulum and uncinate
fasciculus (see Figure 12.7; Lebel et al., 2008b). Overall,
they note that frontotemporal connections were the
slowest to develop. In a representative example of
the degree of intersubject diversity that exists even
within tracts, DTI tractography has been used to

demonstrate lateralization of different white matter
tracts (Bonekamp et al., 2007). In one particular study,
left lateralization was shown for the arcuate fasciculus
(temporoparietal part of the superior longitudinal fascic-
ulus), with higher FA and more streamlines in the left
hemisphere (Lebel and Beaulieu, 2009). These findings
are in line with previous observations of left lateraliza-
tion of perisylvian regions (Geschwind and Levitsky,
1968; Pujol et al., 2002) and are thought to relate to the
left hemisphere language dominance that exists in the
majority of the population. Interestingly, this same
pattern has been demonstrated even in neonates, sug-
gesting that the structural basis of left hemisphere
language dominance is present long before the devel-
opment of speech (Liu et al., 2010). Previous morpho-
metric findings of local volume increases within the
corpus callosum (Giedd et al., 1996a; Thompson et al.,
2000) have also been explored with tractography. In a
large sample of 315 subjects aged 5–59 years, Lebel
and others demonstrated the typical trajectory of in-
creasing FA and decreasing MD in the fiber tracts lead-
ing from all midsagittal sections of the corpus callosum
(Lebel et al., 2010). They also observed an ‘outer-
to-inner’ trend in the timing of these maturational arcs,
which contrasts with the anterior-to-posterior volume-
tric trend observed on T1-weighted MRI (Thompson
et al., 2000) and highlights the additional insight that
can be uncovered when the full extent of a tract is
considered.

12.5.4 Sex Differences

Diffusion imaging also reveals sex-specific structural
differences within the white matter (Lenroot and Giedd,
2010; Schmithorst et al., 2008). In one tractography study
of 114 children, adolescents, and young adults, Asato
et al. found generally decreasing radial diffusivity
(RD) and protracted maturation past adolescence, in
projection and association fibers that included connec-
tions between the prefrontal cortex and the striatum.
Furthermore, they observed that white matter micro-
structural maturation proceeded in parallel with puber-
tal changes, with females having overall earlier
maturation of white matter tracts than males (Asato
et al., 2010). This suggests that there may be hormonal
influences on white matter maturation and that by con-
sidering these aspects, one may obtain a more appropri-
ate estimate of developmental progress than by only
considering chronological age. This notion is supported
by concurrent findings with structural MRI that demon-
strate that white matter volume increases during adoles-
cence, especially in boys, are affected by testosterone
levels and androgen receptor genes (Paus et al., 2010;
Perrin et al., 2008).
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12.5.5 Summary

Taken together, diffusion imaging studies generally
show increasing diffusion directionality (FA) and
decreasing overall diffusion (MD) during development.
These changes are predominantly due to decreasing dif-
fusivity in the radial direction (i.e. radial diffusivity; RD)
from the fiber axis, which suggests a primary role for
myelination in this process. These changes progress rap-
idly from birth through childhood and, eventually, level
off to a relatively stable adult plateau. Paralleling what
has been observed in the cortex and through volumetric
observations, there are regional variations in the timing
of this developmental trajectory that follow a roughly
posterior-to-anterior trend. Sexual dimorphism is also
present, with females exhibiting earlier white matter
maturation than males – a trend that mimics their differ-
ences in pubertal timing.

12.6 CONNECTING DIFFERENT
TECHNIQUES

12.6.1 Multimodal Imaging

Although the development of cortical graymatter and
the development of white matter microstructure have
been investigated independently, one needs to consider
their dynamics jointly in order to determine what rela-
tionships exist between them. This challenge returns to
one of the original questions that stemmed from the
postmortem histological findings – that is, ‘To what de-
gree do myelination and synaptic pruning (and other
cellular processes) contribute to the decreasing graymat-
ter and increasing white matter that is found during
brain development?’ While these phenomena are un-
doubtedly linked, it remains unclear which is dominant
and exactly how they interact. The maturation of DTI
and structural MRI analysis techniques has now made
it possible to investigate these questions using in vivo im-
aging data; however, in the end, it will likely be neces-
sary to complete the circle and validate these
observations back in histological preparations.

In a study focusing on adolescence, Giorgio et al.
began by using the TBSS method, discussed in
Section 12.5.2, to demonstrate broad increases in FA that
were driven predominantly by decreases in radial diffu-
sivity (RD). They then made an important and innova-
tive step by incorporating both DTI tractography and
graymatter VBM to show that the putative fibers leading
from the white matter regions, with the strongest devel-
opmental effects, connect with regions showing signifi-
cantly decreased gray matter density in the cortex.
Further, they observed that the gray matter density de-
creases were significantly correlated with the FA

increases in the connected white matter (Giorgio et al.,
2008). By following the structural connectivity present
in the actual data, and using these patterns to guide their
comparisons, this protocol links the concurrent phenom-
ena of whitematter FA increases and graymatter density
decreasesmore convincingly thanwas possiblewith pre-
vious qualitative visual inspections. Tamnes et al. inves-
tigated this same general question in a different manner
by integrating cortical thickness, volumetric, and DTI
measurements derived from a single sample of 168 par-
ticipants, aged 8–30 years (see Figure 12.8; Tamnes et al.,
2010). As expected, theywere able to demonstrate a com-
bination of the phenomena seen in earlier individual
studies, including broad cortical thickness decreases,
white matter volume increases, FA increases (predomi-
nantly decreases in radial diffusion), and MD decreases.
Most importantly, however, they were able to go on to
demonstrate that, of the three measures, cortical thick-
ness had the strongest relationship with age. Further, al-
though the DTI and volumemeasures explained some of
the variance in cortical thickness and each other, none of
the measures were redundant. This implies that each
may be sensitive to different microstructural processes
and that all are useful indicators of brain development
and microstructural integrity (Fjell et al., 2008). This re-
iterates the likely mixed regime of both synaptic pruning
within the cortex and advancing myelination at the
gray–white cortical interface, which contributes to the
brain morphological changes seen during adolescence.

12.6.2 Brain–Behavior Relationships

While important neuroanatomical insights can be
gleaned from these structural brain mapping observa-
tions, perhaps the most significant outgrowth of this re-
search has been an expanded understanding of the
cognitive and behavioral changes that accompany this
underlying maturation of brain structure. There has
been a long tradition of investigation into the cognitive
correlates of brain structure, but unfortunately many
of the early findings – which commonly focused on dif-
ferences between ethnic or social groups – are unreliable
because of data collection and analysis bias (Gould, 1978,
1981). With the advent of MRI, however, volumetric
measurements of total brain size have shown a modest
but reproducible correlation with general intelligence
that emerges over the course of development (Peters
et al., 1998; Reiss et al., 1996; Willerman et al., 1991;
Witelson et al., 2006). However, the correlational nature
of these findings does not at all suggest that groups with
different brain sizes, like males and females, will have
different intelligence. Indeed, independent of the possi-
ble relationships with neuroanatomy, it remains excep-
tionally controversial whether there is even any overall
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gender effect on intelligence (Blinkhorn, 2005; Hedges
and Nowell, 1995; Irwing and Lynn, 2006; Jorm et al.,
2004; Lynn and Irwing, 2004; Neisser et al., 1996) and,
if so, whether the small effect magnitudes that have been
reported are relevant, given the possible biases that may
have contributed. An important additional phenomenon
to consider is that both brain structure and intelligence
are highly heritable (Shaw, 2007; Thompson et al.,
2001). Both are further impacted by environmental
influences in a process that begins in utero, continues
throughout life, and contributes to individual variations
in structural brain development and cognitive function
that exist even among monozygotic twins. Although
not exclusive, the orchestration of structural brain devel-
opment by these genetic and environmental factors
is one way in which they can converge to influence
cognitive development (Toga and Thompson, 2005)
(see Chapter 26).

Since there is evidence that brain development takes
place through selective elimination and connectivity op-
timization, with prominent regional and temporal vari-
ability, it is not surprising that a global measure like
total brain volume may not be the optimal choice for in-
vestigating the structural basis of cognitive develop-
ment. Fortunately, the brain mapping strategies,
discussed in Sections 12.3–12.5, have had more success
examining brain-region-specific relationships between
structure and function. This work has supported many

of the classical structure–function relationships discov-
ered through lesion studies – for example, that the pre-
frontal cortex is related to cognitive control (Damasio
et al., 1994) – and also has extended these findings by
(1) providing more detail, (2) including more normative
subjects without pathology, and (3) allowing for broader
investigation in the pediatric population. In this way,
these modern neuroanatomical imaging studies, to-
gether with complementary results from functional neu-
roimaging methods that can measure task-dependent
blood flow response within the brain (Casey et al.,
1995; Luna et al., 2010), have formed a powerful frame-
work to investigate how brain development relates to
cognitive function during childhood and adolescence.
In this vein, continued investigation into the structural
basis of general intelligence has revealed age-variable
relationships between intelligence quotient (IQ) and
regional brain structure. In line with the total brain vol-
ume results, a correlation between IQ and gray matter
volume develops by adulthood (Wilke et al., 2003). How-
ever, regional relationships between IQ and gray matter
structural measures appear earlier and have been
reported to include the anterior cingulate during child-
hood (Wilke et al., 2003), the orbitofrontal cortex during
adolescence (Frangou et al., 2004), and the frontal
lobe – particularly the prefrontal cortex – by adulthood
(Haier et al., 2004; Reiss et al., 1996; Thompson et al.,
2001). Interestingly, these regional relationships between
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FIGURE 12.8 Multimodal imaging: volumes, cortical thickness, and DTI. Concurrent volumetric, cortical thickness, and diffusion tensor im-
aging (DTI) analyses were performed in the same sample of 168 participants aged 8–30. The percent changes in cortical thickness, white matter
volume, fractional anisotropy (FA), mean diffusivity (MD), axial diffusion component (AD), and radial diffusion component (RD) are mapped by
region and color coded according to the color bar on the right. Medial structures and corpus callosum are masked out. Tamnes C, Ostby Y, Fjell A,

Westlye L, Due-T�nnessen P, and Walhovd K (2010) Brain maturation in adolescence and young adulthood: Regional age-related changes in cortical thickness
and white matter volume and microstructure. Cerebral Cortex 20: 534–548.
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gray matter development and IQ appear to be modu-
lated by sex, although the specific regions reported to
be most associated with IQ for each sex have been vari-
able (Haier et al., 2005; Narr et al., 2007). In one important
study, which investigated the relationship between cor-
tical thickness maturation and IQ in a large longitudinal
sample of 307 children and adolescents, IQwas observed
to correlate most closely not with cortical thickness, per
se, but rather with the shape of the developmental trajec-
tory in cortical thickness change (see Figure 12.9; Shaw
et al., 2006). The subjects that had the highest IQs tended
to have themost dynamic cortical maturation, withmore
rapid cortical thickening during early childhood and
more rapid cortical thinning during late childhood and
adolescence. However, in terms of absolute thickness,
the superior intelligence group actually had thinner cor-
tex at the start of the age range studied (approximately
age 7), peaked later, and then had relatively equal thick-
ness to the others by the end of the age range (approxi-
mately age 19). This observation highlights the notion
that, like the pattern of structural maturation itself, the
relationships between brain structure and cognitive abil-
ity are complicated by their dependency on age during

the course of development. In another example, Choi
et al. took a multimodal approach, as described in
Section 12.6.1, and investigated correlations between in-
telligence and both cortical thickness and functional MRI
(fMRI) blood flow response during a reasoning task.
Because both sets of scans were performed on the same
sample of subjects, the authors were able to go a step fur-
ther than single modal studies and examine if different
intelligence subcomponents correlated more with one
imaging modality or the other. Their findings quite elo-
quently demonstrated that the crystallized component of
intelligence (related to our ability to utilize previously
acquired knowledge and past experiences) correlated
more strongly with cortical thickness, while the fluid
component of intelligence (related to our problem-
solving and critical-thinking ability in novel situations,
independent of past experience) was more strongly re-
lated to functional blood flow response (Choi et al.,
2008). While the specific pattern and methodologies of
these studies have varied widely, the common pattern
that has emerged is a relationship between frontal lobe
structural brain development and general intellectual
ability.
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FIGURE 12.9 Trajectory of cortical thickness change versus IQ. Higher IQ was associated with a more dynamic trajectory (more rapid thick-
ening and thinning) in cortical thickness maturation among a sample of 307 children and adolescents scanned longitudinally. The center panel
shows regions where there was a significant interaction between IQ group (superior, high, or average) and a cubic age3 term in the regression
analysis, which implies a varying trajectory shape in these regions. These individual trajectories are plotted in panels (a–d), and are color-coded
according to intelligence group. Arrows indicate the age at peak cortical thickness for each trajectory. Shaw P, Greenstein D, Lerch J, et al. (2006)

Intellectual ability and cortical development in children and adolescents. Nature 440: 676–679.
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Other studies have investigated more specific cogni-
tive functions and their relation to gray matter structure.
In the same longitudinal sample of 45 typically develop-
ing children, that was described previously, we ob-
served inverse correlations between performance on
the vocabulary subtest of theWechsler Intelligence Scale
for Children (Wechsler, 2003) – a test of general verbal
intellectual functioning – and gray matter thickness in
left dorsolateral frontal and lateral parietal regions (see
Figure 12.10; Sowell et al., 2004a). This is consistent with
the language dominance of the left hemisphere and sug-
gests a possible relationship between these concurrent
structural and cognitive developmental processes.While
originally interpreted as possibly relating to develop-
mental cortical thinning, the results of the Shaw et al.
(2006) study suggest that the individuals with the great-
est verbal intellectual function here may still have been
on the upstroke of their developmental arc in our much
younger sample (age 5–11 years) and simply had thinner
cortex at the time sampled. This nuance is also reflected
in another study, which had an older sample (age 6–18
years), during the later period of development where in-
creased cortical thickness is associated with higher IQ
(Karama et al., 2009). Further studies, again in the young
sample of 5–11-year-olds, have investigated even more
targeted cognitive subtests, including phonological pro-
cessing and motor speed and dexterity (Lu et al., 2007).
Structural development in the inferior frontal gyrus
(a phylogenetically more complex area that matures
slower and is still on the upward stroke of cortical thick-
ening) was expected to relate to advances in phono-
logical processing, which has been shown to involve
this area on functional imaging studies (Bookheimer,
2002) but not to relate to advances in motor processing.

Conversely, structural development in the hand motor
region (a phylogenetically simpler area that matures
earlier and is already experiencing cortical thinning)
was expected to relate to advances in motor processing
but not phonological processing. This predicted double
dissociation was demonstrated as expected, which not
only illustrates a specific alignment between language
development and structural development in the infe-
rior frontal gyrus but also reiterates the regionally
specific definition of ‘structural development’ during
childhood – with some cortical regions thinning but
some relatively specific language areas still exhibiting
thickening. A similar analysis has also revealed relation-
ships between cortical thinning and both delayed verbal
recall functioning and visuospatial memory ability,
which is again consistent with the functional neuroimag-
ing literature that suggests the dorsolateral prefrontal
cortex is involved with memory recall (Casey et al.,
1995; Sowell et al., 2001a). The relationship between
cognitive development and structural brain develop-
ment is further supported by intervention/training
studies, which suggest even relatively short periods of
cognitive or motor training can be associated with, at
least, short-term morphological changes in brain struc-
ture (Draganski et al., 2004).

Diffusion imaging indicators of white matter devel-
opment also relate to cognitive function. In a sample of
23 children and adolescents, there was a significant
direct relationship between diffusion characteristics
(FA) and working memory ability in inferior frontal
and temporooccipital regions and the genu of the corpus
callosum (Nagy et al., 2004). This relationship existed
above and beyond the correlation of each individual
measure with age, which suggests that the maturation

p = 0.1–0.05

p = 0.05–0.01

p < 0.01

FIGURE 12.10 Cortical thickness versus language functioning. Statistical maps showing the significance of the relationship between changes
in cortical thickness and changes in vocabulary scores in a longitudinal sample of 45 children scanned twice between the ages of 5 and 11. Areas
with a significant negative relationship (cortical thinningwas associated with improved language performance) are color-coded according to their
P value, with the significance thresholds shown in the color bar on the right. No positive correlations were observed. Sowell ER, Thompson PM,

Leonard CM, Welcome SE, Kan E, and Toga AW (2004a) Longitudinal mapping of cortical thickness and brain growth in normal children. Journal of Neu-
roscience 24: 8223–8231.
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of the white matter in specific areas – as indexed by
FA – may play a role in the development of (or simply
reflect the development of) specific cognitive domains.
In another study related to structure–function specializa-
tion within the brain, others have shown correlations
between Chinese reading score and FA in the anterior
limb of the left internal capsule and English reading
score and FA in the corona radiata (Qiu et al., 2008).
While a preliminary interpretation, this dissociation
could represent that distinct brain networks are more
or less involved with language development, depending
on the specific language or mode of acquisition. For in-
stance, it is quite reasonable to hypothesize that learning
written Chinese, with symbolic characters representing
whole words that are generally independent of pron-
unciation, could drive development (or reflect develop-
ment) of different brain regions compared to learning
written English, which uses an alphabetic system to
describe how words sound. As a final example, in the
arcuate fasciculus lateralization tractography study dis-
cussed in Section 12.5.3, greater leftward lateralization
was associated with better performance on cognitive
tests of receptive vocabulary and phonological proces-
sing (Lebel and Beaulieu, 2009). These studies suggest
that diffusion imaging is not only a useful technique
for tracking normal anatomical maturation within the
white matter, but also that regional DTI metrics can
provide reflections of cognitive development in specific
domains.

12.7 CONCLUSIONS AND FUTURE
DIRECTIONS

Our understanding of human brain development
has accelerated over the last 20 years through the use
of MRI and in vivo human brain mapping. Postmortem
and histological studies have demonstrated that brain
maturation, on the cellular level, encompasses both
progressive and regressive events. These include synap-
tic pruning and protracted myelination, which continue
to shape the underlying neural microstructure and re-
gional brain morphology long after overall brain volume
begins to plateau, around age 5. Brain development, in
general, can be characterized as both nonlinear with re-
spect to time, and also variable with respect to region.
The hallmark of structural brain development during
childhood is a striking change in the relative proportions
of gray and white matter – with a peak and then decline
in gray matter volume and cortical thickness but a rela-
tively sustained increase in white matter beyond adoles-
cence. Across these different regions, there is a general
posterior-to-anterior and inferior-to-superior trend in
the timing of maturation, such that primary somatosen-
sory and phylogenetically older areas of the brain tend to

mature earlier than higher-order association cortices –
particularly areas in the frontal lobe. Within the white
matter, diffusion imaging indicators show decreasing
diffusivity (MD) and increasing directionality (FA),
which suggests that myelination continues through
young adulthood and perhaps even beyond. Perfor-
mance across a variety of cognitive domains has also
been shown to relate to these structural changes, with
the specificity of these relationships generally in line
with classic functional neuroanatomical localizations.

Although the complexity of the regional and temporal
patterns of structural brain development makes investi-
gating and interpreting these brain–behavior relation-
ships challenging, future work should continue to
focus on the possible functional manifestations of struc-
tural brain development. Particularly, by integrating dif-
ferent structural and functional imaging modalities with
thorough cognitive assessments, we can investigate the
ways in which these processes interact with each other
within a more inclusive framework that more realisti-
cally encompasses the full developmental landscape.
With the increasingly broad array of radiological fea-
tures of development that have been characterized, there
is additionally a growing need to reintegrate a firm
neurobiological understanding of the cellular mecha-
nisms that facilitate these changes. Finally, effort should
continue to be directed towards uncovering the ways in
which this basic neuroscientific knowledge concerning
human brain development can be translated into a better
context for the understanding and clinical treatment of
neurodevelopmental disorders.
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While psychologists long imagined that infants expe-
rience the world as a bewildering array of sights, sounds,
and sensations (James, 1890), research since the 1950s
has shown that infants are born with more advanced
perceptual and cognitive abilities than was once
thought. For example, infants’ visual, auditory, tactile,
and vestibular systems are functional at birth, and
their discrimination abilities in these areas are already
remarkably acute (see Kellmann and Arterberry, 2000
for a comprehensive discussion). They show evidence
of processing and remembering stimuli in their environ-
ment; even very young infants differentially attend to re-
peated stimuli versus novel stimuli (e.g., Fagan, 1970).
Infants also exhibit differential attention to stimulus fea-
tures. For example, newborns prefer complex, patterned
stimuli to homogeneous ones (Olson and Sherman,
1983), facelike stimuli to nonfacelike ones (Valenza

et al., 1996), and speech to other acoustic stimuli
(Vouloumanos et al., 2010).

In addition to advances in our understanding of in-
fants’ perceptual abilities, there has been great progress
in the last two decades in the study of the mechanisms
by which infants learn about their environment. Scien-
tists began studying whether infants can learn via classi-
cal and operant conditioning, and by the 1970s,
researchershadmade substantial progress indiscovering
the conditions under which such learning occurred
(Rovee-Collier, 1986; Sameroff, 1971). In the decades
since, researchers have continued to make exciting dis-
coveries about the nature of the learning mechanisms
bywhich infants become sensitive to structure in their en-
vironment. In this chapter, the focus is on recent research
on infants’ ability to learn four different kinds of statisti-
cal structure: probability distributions, sequential
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structure, correlations between stimulus dimensions,
and associations between different forms of information.
These types of statistical structures appear to be founda-
tional to many aspects of development, including
auditory and visual perception, language development,
early cognition, and event processing. Much of our
discussion is focused on the role of these learningmech-
anisms in language acquisition, though connections are
also made between language learning and learning in
other domains. Whenever possible, research investigat-
ing the relationships between behavioral findings and
underlying neural processes has also been presented.
The studies reviewed in this chapter reveal the power,
nuance, and complexity of infant statistical learning
mechanisms and contribute to anunderstanding of their
role in early cognitive development.

13.1 LEARNING PROBABILITY
DISTRIBUTIONS

13.1.1 Tracking Probability Distributions
in Speech Sounds

A basic form of learning available to infants is sensi-
tivity to the frequencies with which events occur in the
environment. Early research on infant perceptual devel-
opment revealed that infants can differentiate between
frequent and infrequent events: when presented with
successive trials of two pictures side by side in which
one is repeated while the other changes, infants spend
more time looking toward the novel picture (Fantz,
1964). Recent studies revealed that by the time they are
about 8months old, infants can do something potentially
much more powerful than tracking frequencies of indi-
vidual events: they can track the relative frequencies of
items within a set, or probability distributions.

Differences between speech sounds, or phonemes,
that correspond to differences in the meanings of words
are called ‘phonetic contrasts.’ For example, the English
sounds /r/ and /l/ are considered to be different pho-
nemes, representing a phonetic contrast, because a
switch from one to the other changes the meaning of a
word (i.e., ‘right’ vs. ‘light’). However, while /r/ and /l/
are perceived differently by adult speakers of English,
they are not by speakers of Japanese, as these speech
sounds do not correspond to a meaningful difference
in their language. Thus, adults’ ability to discriminate
among speech sounds reflects the phonetic organiza-
tion of their native language; adults are best able to
discriminate between sounds that embody phonetic
contrasts.

While adults’ phonetic perception differs according to
their native language, landmark research in the 1970s
revealed that early in development, infants across

languages readily discriminate among almost all of the
speech sounds of the world (e.g., Eimas et al., 1971; for
review, see Aslin et al., 1998a). Within the first year of
life, however, infants’ phonetic discrimination patterns
become closely matched to the phonetic contrasts rele-
vant in their native language (Kuhl et al., 1992; Werker
and Tees, 1984). Within a given language, the distribu-
tion of speech sounds along a particular continuum
appears to reflect phonetic category information (e.g.,
Lisker and Abramson, 1964). Specifically, every produc-
tion of a speech sound differs on a variety of acoustic
dimensions, influenced by the characteristics of individ-
ual speakers’ vocal tract, speech rate, coarticulation, and
phrase or sentence-level prosody. However, for acoustic
dimensions that are critical in the perceived differences
between phonemes, the values will tend to form nonuni-
form distributions, in which some values along a dimen-
sion are much more frequent than others (i.e., forming
a bimodal or trimodal distribution). Interestingly, the
differences relevant for highlighting phonemic contrasts
may be exaggerated in infant-directed speech (Burnham
et al., 2002; Kuhl et al., 1997; Werker et al., 2007). Adults
can capitalize on nonuniform variation in speech sounds
to discriminate between phonemes (Kluender et al.,
1998), and computational modeling studies suggest that
sensitivity to probability distributions may play an im-
portant role in learning phonetic contrasts (McMurray
et al., 2009; Valhaba et al., 2007).

Maye et al. (2002) tested whether experience with un-
evenly distributed sound profiles influences phonetic
perception in English learning in infants at 6 and
8 months of age. They created a set of eight speech
sounds forming a continuum between [da] and [ta].
The endpoints of the continuum differed in the amount
of voicing in the initial aspiration, from [da] (voiced) to
[ta] (unvoiced), with six intermediate values. Infants in
the unimodal condition heard a distribution in which
the intermediate values (tokens 4 and 5) occurred most
frequently, with decreasing frequencies toward the tails
of the distribution. For infants in the bimodal condition,
tokens 2 and 7 occurred with high frequency, while the
tokens at the midpoint and endpoints were relatively
less frequent.

After the infants were familiarized to the unimodal or
bimodal distribution, they were tested to determine
whether they discriminated between sounds at the op-
posite endpoints of the [da] – [ta] continuum, using a
preferential listening task. In this procedure, the presen-
tation of an auditory stimulus is contingent on infants’
attention to a visual stimulus, such as a flashing light
or a checkerboard. As long as the infants continue to look
toward the visual stimulus, the auditory stimulus con-
tinues to play, but once they look away, it stops and a
new trial begins. If infants’ phonetic discrimination is af-
fected by the distributional properties of the speech
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sounds, they should continue to discriminate between
stimuli at the endpoints when the distributional infor-
mation supports the maintenance of two phonetic
categories. However, when the values of the tokens form
a unimodal distribution, infants should treat the sounds
as belonging to a single phonetic category, ignoring
variation in voicing. Only infants in the bimodal condi-
tion showed discrimination of the endpoints, suggesting
that experience with unimodal distributions along an
acoustic continuum may play a role in the loss of sensi-
tivity to phonetic contrasts not relevant in their
language.

Recent research suggests that experience with distri-
butional variation in speech input can also result in an
enhancement or sharpening of discrimination. For exam-
ple, Kuhl et al. (2006) found that at 6–8 months of age,
both English- and Japanese-learning infants discrimi-
nate between /r/ and /l/, a phonetic contrast present
only in English. By 10–12 months of age, the Japanese-
learning infants showed reduced discrimination, consis-
tent with other studies showing a loss of discrimination
of nonnative language contrasts at this age. the English-
learning infants, on the other hand, showed better dis-
crimination between /r/ and /l/ at 10–12 months than
at 6–8 months. Moreover, infants who hear speech in
which acoustic differences in phonemic contrasts are ex-
aggerated also show enhanced speech discrimination
skills (Liu et al., 2003), suggesting that they capitalize
on acoustic information differentiating speech sounds.

Maye et al. (2008) tested the role of distributional
learning in the enhancement of speech-sound discrimi-
nation using a contrast that is difficult for infants to dis-
criminate: the contrast between pre-voiced and short-lag
stop consonants, such as [da] versus [ka] (Aslin et al.,
1981). They found that 8-month-old infants learning
English failed to discriminate the endpoints when given
no additional exposure to speech sounds on the contin-
uum, confirming that this is a difficult distinction for in-
fants. Infants exposed to a unimodal distribution of
tokens in the lab also failed to show discrimination.
However, infants exposed to a bimodal distribution
showed evidence of discrimination, suggesting that
sensitivity to distributional information can lead to en-
hanced discrimination of difficult speech-sound con-
trasts. Interestingly, at 10–12 months of age, just after
the period of perceptual reorganization, infants’
speech-sound discrimination abilities show diminishing
effects of experience with distributional information.
Specifically, they need more extensive experience with
a bimodal distribution to show evidence of discrimina-
tion of speech sounds that are not contrastive in their
native language (Yoshida et al., 2010).

In sum, developmental changes in infants’ phonetic
perception appear to result, at least in part, from their
ability to track distributional regularities in their native

language. Kuhl (2004) has proposed that infants’ experi-
ence with acoustic and distributional cues works in con-
cert withmaturational changes in neural development to
produce such changes. Data from neurophysiological re-
cordings suggest that there are neural changes in infants’
processing of nonnative phonetic contrasts. Cheour et al.
(1998) used an oddball paradigm to test Finnish infants’
discrimination of native and nonnative vowel contrasts
at both 6 and 12 months of age. In these studies, a vowel
present in the infants’ native language was repeated,
with another ‘oddball’ vowel presented on about 1 in
10 trials. The oddball was either another native-language
vowel, which differed in the frequency of the second
formant, or a vowel that does not occur in Finnish.
Evoked-response potential (ERP) studies using the odd-
ball paradigm have shown that when infants detect a
change to the repeating stimulus, the ERP wave shows
a negative deflection beginning at about 200 ms, called
a mismatch negativity, or MMN. At 6 months of age,
Finnish infants showed a similar MMN to both the na-
tive and nonnative oddball vowels, but by 12 months,
they showed a much greater MMN response to the na-
tive vowel. Using a similar paradigm in a longitudinal
study with English-learning infants, Rivera-Gaxiola
et al. (2005b) found an enhancement in the neural re-
sponse to native-language contrasts between 7 and 11
months. They also found that infants continued to show
a neural response indicative of discrimination for nonna-
tive vowels, though the neural manifestation of the dis-
crimination took two different forms. In one group of
infants, the oddball elicited a negative component, sim-
ilar to their response at 6 months of age, while in a sec-
ond group, it elicited a greater positive component.
Interestingly, Rivera-Gaxiola et al. (2005a) found that in-
fants who continued to show a negative component in
response to nonnative oddball phonemes later had smal-
ler native-language vocabularies, while those that
showed a positive response had larger vocabularies.
The authors hypothesized that the development of the
positive response in infants who later developed more
advanced language skills reflects neural reorganization
in response to native-language patterns. These data are
in linewithKuhl’s (2004) hypothesis that changes in neu-
ral organization may play a role in changes in phoneme
perception during infancy.

In sum, experience with distributional information
plays an important role in the dramatic changes in
speech-sound discrimination that take place between
8 and 10 months of age. While infants remain sensitive
to distributional cues marking nonnative phonemic con-
trasts after the period of reorganization, these findings
suggest that neural changes, increased experience with
the distributional properties of one’s native language,
or a combination of these factors, reduces their impact
on discrimination. It is important to note that the social
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context in which infants experience nonnative language
distributional patterns may also modulate the effects
of such patterns, but by increasing sensitivity to novel
phonetic contrasts – infants show greater sensitivity to
difference in nonnative contrasts after listening to a
native speaker in person than after watching and listen-
ing to a native speaker on a video tape (Kuhl et al., 2003).
These findings suggest that although reorganization
takes place early and has dramatic effects on speech
perception, the capacity to learn novel contrasts is
maintained and can be facilitated through social
interaction.

13.1.2 Tracking Probabilities in Sampling Events

The studies described so far suggest that distribu-
tional information may facilitate perceptual reorganiza-
tion in the auditory realm over the first year. Another
line of recent research suggests that sensitivity to the dis-
tributional regularities plays a pervasive role in learning
and cognition across diverse areas of development. In-
ductive learning involves encountering a finite set of ex-
amples (a sample), and using that information to
extrapolate beyond the sample to behave flexibly when
encountering new examples. To do so, learners must use
information about the distribution of samples to learn
about the underlying properties of the population from
which the samples were drawn.

In a recent series of studies, Xu and Garcia (2008) ex-
plicitly tested infants’ sensitivity to the relationship be-
tween the distribution of individual samples and the
underlying populations they belong to. In one experi-
ment, 8-month-old infants watched an experimenter
bring out a covered box and remove 5 balls of mostly
one color, either 4 red and 1 white, or 4 white and
1 red ball with her eyes closed. After she had removed
the 5 balls, the experimenter removed the box’s cover.
Thus, the infants could not see the composition of balls
in the box until after the sample balls were removed.
The infants looked at the box longer on trials when the
sample was unlikely under conditions of random sam-
pling (i.e., when the container containedmostly red balls
after the experimenter had just drawnmostly white balls
from it). This suggests that infants’ knowledge of the
properties of the sample influenced their expectations
about the properties of the population (i.e., the covered
box). Interestingly, when the same experiment was re-
peated, but the experimenter drew the ping-pong balls
from her pocket, infants showed no differences in look-
ing times toward boxes containing mostly red versus
mostly white balls. In other words, when the test balls
were not sampled from the box, infants did not respond
differentially to the contents of the box as a function of
the properties of the sample. This suggests that in the

initial experiment, infants were responding to the rela-
tion between a sample and the population they were
drawn from, rather than to more superficial perceptual
relationships between the sample balls and the balls in
the box.

Teglas et al. (2007) also investigated whether infants’
processing of sampling events is affected by population
information. Twelve-month-olds viewed a movie
depicting a container with a small opening at its base,
with four objects bouncing inside. Critically, three of
the objects were identical, and one was unique. Next,
an occluder covered the container, and one of the objects
exited the container through the opening. On half of the
trials, the infants saw events with probable outcomes
(one of the three identical objects exited), and on the
other trials, they saw the less probable outcome (the
unique object exited the container). The infants looked
longer at the improbable than the probable outcome,
suggesting that the composition of objects in the con-
tainer influenced their processing of the outcomes. How-
ever, when the container was partitioned such that only
the unique object was physically capable of exiting, the
infants looked longer when one of the three identical
objects exited the container. This suggests that they were
not simply responding to surface information about
object frequency, looking longer toward a less common
or less familiar object, but rather were responding to the
relationship between the population of objects in the
container and the outcome of the sampling event.

These studies also hint that infants are sensitive to in-
formation about the sampling process itself. For exam-
ple, when the sampling process is random, as when an
experimenter with her eyes closed picked balls out of a
box in Xu and Garcia (2008), infants expect the sample
to reflect the global properties of the population. How-
ever, when the sampling was not random, infants
showed evidence of adjusting their expectations about
the relations between a sample and the population. For
example, when an occluder made some sampling events
impossible in Teglas et al. (2007), infants did not appear
to expect that the more frequent elements would be
sampled. Moreover, Xu and Denison (2009) found that
infants use information about an individual’s prefer-
ences (e.g., for red balls) to guide their sampling be-
havior, and they are not surprised when she looks into
a box containingmostly white balls and picks out mostly
red ones.

Taken together, these findings suggest that across do-
mains, infants are highly sensitive to the probabilities of
individual events and can integrate this information in
order to track the probabilities of sets of items related
to one another in an underlying distribution or popula-
tion. In the domain of speech perception, this process ap-
pears to facilitate differentiation between random noise
and meaningful variations in similar sounds. In the
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domain of event perception, sensitivity to distributional
information allows infants to generalize from individual
experiences to anticipate future scenarios.

13.2 LEARNING CO-OCCURRENCE
STATISTICS

Within a given domain, the reliable co-occurrence of el-
ements is typically a surface manifestation of a meaning-
ful relationship between those elements. Co-occurrence
information thus has the potential to play a pervasive role
in learning, as long as learners are sensitive to it. Despite
the seemingly simple nature of such associative relation-
ships, tracking sequential associations in most environ-
mental patterns can be quite challenging. It entails
encoding a stimulus, aswell as those that precede and fol-
low it, and maintaining memory representations across
multiple occurrences of each stimulus. This might not
seem difficult to do for one item that occurs in a reliable
context, but consider tracking this information for a set of
100, or even 1000 different items that occur in highly
variable contexts.

Natural language provides a compelling illustration
of this difficult problem. Given that the sounds compris-
ing words and sentences unfold over time, as opposed to
being expressed simultaneously, spoken language is rich
with sequential structure. Language is hierarchically or-
ganized, consisting of patterns at both very fine-grained
and larger-grained levels, and there are sequential regu-
larities at each level of structure. In part because of
the high demands that tracking such complex sequential
structure would place on infants, the potential role of co-
occurrence learningmechanisms in language acquisition
has been the object of a great deal of interest. Numerous
studies have tested two related hypotheses: (1) tracking
sequential associations could lead to the discovery of
language structure, both within words as well as across
words and in simple grammatical patterns, and (2) in-
fants have sufficient computational resources to track
such complex information.

13.2.1 Sequential Learning: Phonotactics

At a very fine-grained level, languages are organized
according to phonotactic patterns: regularities in how
sounds are structured within words. What makes these
regularities interesting is that they differ across lan-
guages, and thus must be learned. For example, English
syllables can begin with some consonant clusters (e.g.,
/st/ and /fr/), but not others (e.g., /fs/ and /ng/).
However, none of these sequences can appear in syllable
onsets in Japanese. Infants appear to be sensitive to pho-
notactic patterns by 9 months of age (Friederici and

Wessels, 1993; Jusczyk et al., 1993, 1994). In addition,
9-month-old infants can learn novel phonotactic patterns
given brief laboratory experience with novel languages
(e.g., Saffran and Thiessen, 2003). Following exposure
to lists of novel words in which the initial consonant
within a syllable was always voiced (e.g., /g/, /d/,
/b/) and the final consonant was unvoiced (e.g., /k/,
/t/, /p/), infants were able to distinguish between novel
words consistent with those patterns and ones that fol-
lowed the opposite pattern. However, when voicing
was not a consistent feature of syllable onsets and offsets
(i.e., /g/, /b/, and /t/ occur in syllable-initial position,
while /k/, /d/, and /p/ occur in syllable-final position),
infants failed to show evidence of learning the phonotac-
tic regularities. This suggests that infants can learn posi-
tional regularities when they follow a consistent pattern,
but that learning restrictions on the positions of individ-
ual elements is taxing for infants at this age.

Interestingly, by 16.5 months, infants successfully
learn individual restrictions on sound locations within
syllables (Chambers et al., 2003). These results suggest
that with age and linguistic experience, infants’ ability
to learn more specific regularities is enhanced. Because
learning an abstract pattern typically results from the
ability to track regularities or similarities across individ-
ual exemplars, it is often more demanding than tracking
information about specific exemplars. However, when
exemplars share a salient feature, the need for tracking
exemplar-specific information can be reduced and may
lessen the computational demands on learning.
This may bewhy younger infants were able to track pho-
nological regularities only when they conformed to a
phonological generalization.

13.2.2 Sequential Structure:Word Segmentation

Another source of sequential regularity in language
pertains to how syllables are combined to form words.
Syllables that reliably co-occur often belong to the same
word, while syllables that rarely co-occur are more likely
to span word boundaries (e.g., Swingley, 2005). Because
of this feature of language, transitional probabilities
between syllables tend to be higher within words
than between words. The transitional probability (TP)
of a co-occurrence relationship between two elements,
X and Y, is computed by dividing the frequency of
XY by the frequency of X. This yields the probability
that if X occurs, Y will also occur. Saffran et al. (1996)
tested whether 8-month-old infants, who are just begin-
ning to learn their first words, can capitalize on TP cues.
Infants listened to a stream of synthesized speech in
which the only potential cue to word boundaries was
the TPs between adjacent syllables (1.0 within words;
0.33 at word boundaries). The infants listened to the
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stream for about 2 min and were then tested on their
ability to discriminate between the syllable sequences
with high TPs (‘words’) and novel combinations of
the familiar syllables (‘nonwords’). Infants listened lon-
ger to the strings containing nonwords, suggesting they
distinguished between syllable sequences that were
attested in their input (TPs ¼ 1.0) and sequences that
did not occur (TPs ¼ 0). A second group of infants
was familiarized in the same manner and tested on se-
quences with high TPs ‘words’ (all internal TPs were
1.0), and ‘part-words’: sequences of syllables that had
occurred across word boundaries (e.g., the final syllable
of oneword and the first two syllables of another word),
which had lower TPs of 0.33. Infants again displayed a
novelty preference, suggesting that they can also dis-
criminate sequences that contain highly reliable transi-
tions from those that contain less reliable ones.

Subsequent studies more specifically probed the
kinds of sequential statistics that infants are sensitive
to in these studies, in particular, distinguishing between
the frequency of a sequence and its transitional probabil-
ity. The frequency of a sequence is simply the number of
times it occurs, while the transitional probability of a co-
occurrence relationship provides a measure of how
tightly linked or connected X and Y are, controlling for
the raw frequency of X. If X occurs many times without
Y, then no matter how many times it occurs with Y,
the conditional probability will be relatively low.
Conversely, a sequence can have low frequency but a
high conditional probability.

In the Saffran et al. (1996) study, the syllable transi-
tions within words were both more frequent and had
higher TPs than the syllable transitions in part-words.
Aslin et al. (1998b) thus investigated whether infants
can track TPs, or just frequencies. Specifically, they mod-
ified the design of Saffran et al. (1996) such that two of
the words occurred twice as often as the other words.
This manipulation permitted a design in which the four
test items – two words and two part-words – were
equally frequent; however, the TPs within words were
1.0, and the TPs spanning the word boundaries were still
0.33. Infants showed discrimination between the words
and part-words, despite the fact that the syllable se-
quences occurred equally often in both types of test
items. This suggests that by 8months of age, infants have
a powerful mechanism for tracking co-occurrence rela-
tionships and for distinguishing potentially spurious
co-occurrences from ones in which there is a very tight
connection.

Another recent study further specified the nature of
the regularities that infants can use to learn reliable co-
occurrence relationships. The TPs in these studies have
primarily been described as prospective relationships,
or the probability that, given the occurrence of a syllable,
another syllable will follow (i.e., the probability that the

syllable ‘by’ will follow the syllable ‘ba,’ as in the word
baby). However, infants could also be sensitive to the
probabilities of retrospective relationships (i.e., the prob-
ability that the syllable ‘ba’ will precede the syllable ‘by’).
In the studies of sensitivity to TPs reviewed so far, the
words contained forward TPs (FTPs) and backward
TPs (BTPs) of 1.0, and thus infants could have used either
or both to discriminate words from part-words. More-
over, in natural languages, FTPs and BTPs are both likely
to be reliable cues to word boundaries, and thus tracking
both would potentially be advantageous to infants.
Pelucchi et al. (2009a) thus familiarized 8-month-old
infants with a corpus in which HTP and LTP words dif-
fered in their BTPs, but both had FTPs of 1.0. Thus, in-
fants could only use BTPs to distinguish between the
HTP and LTP words. Infants showed significant dis-
crimination between HTP and LTP words, suggesting
that they were sensitive to the BTPs of the syllable se-
quences. While FTPs may facilitate anticipating upcom-
ing stimuli, infants’ sensitivity to BTPs may help them to
remember what came before a particular element. Thus,
infants’ sensitivity to both types of relationships poten-
tially enhances word segmentation and other tasks that
require sequential learning and processing.

In most of the studies described so far, infants were
given limited exposure to artificial languages, produced
as synthetic speech,which is not as engaging as naturally
spoken infant-directed speech. More recent studies have
investigated whether infants also use these cues to seg-
ment speech when there are many more competing reg-
ularities to attend to, and many more individual
segments over which to compute TPs. For example,
Pelucchi et al. (2009b) tested whether infants can track
forward TPs in a natural language. They presented
English-learning 8-month-olds with Italian sentences
spoken with infant-directed prosody. Embedded in
these sentences were two words with high internal TPs
(1.0) and two words with low internal TPs (0.33). Over
the course of the 2-min familiarization phase, infants
heard each of these words presented just 18 times. When
tested, infants discriminated between high TP words
and low TP words, suggesting that they were able to
track TPs despite the complexity and variability of the
materials. Pelucchi et al. (2009a), described above, also
used naturally spoken Italian in their work showing that
infants can track backward TPs.

In another study examining how statistical learning
mechanisms scale up to the complexity of natural lan-
guage, Johnson and Tyler (2010) tested infants’ ability
to use TPs in a corpus in which the words varied in syl-
lable number. They familiarized 8- and 5.5-month-old
infants to a synthesized speech stream in which two
bisyllabic words and two trisyllabic words were
concatenated in a continuous stream. Interestingly, in-
fants failed to discriminate words from part-words
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under these conditions. This suggests that infants benefit
from the presence of other regularities beyond TPs (i.e.,
consistent syllable length). Indeed, learners also appear
to benefit from rhythmic patterns that point to word
boundaries, though the degree to which this occurs de-
pends on the infants’ age, presumably reflecting the
amount of native-language knowledge the infant has ac-
quired (e.g., Johnson and Jusczyk, 2001; Theissen and
Saffran, 2003, 2007).

Altogether, these results provide strong evidence that
infants are sensitive to sequential relationships between
phonemes and syllables. The extent to which such cues
interact with other potential cues to word boundaries,
such as stress patterns, sentential prosody, and the oc-
currence of words in isolation, are areas particularly in
need of further study.

13.2.3 Sequential Learning: Grammatical
Patterns

At yet another level up in the hierarchy of language
structure, sensitivity to sequential relationships appears
to play a role in learning grammatical patterns, such as
learning how words can be combined into phrases and
sentences. For example, Saffran andWilson (2003) asked
whether sensitivity to word boundaries arising from
tracking TPs between syllables provides a foundation
for tracking word combinations. They played 12-
month-old infants synthesized speech strings in which
the TPs between syllables served as a reliable cue to
word boundaries (i.e., TPs within words were 1.0, while
TPs of syllables spanning word boundaries were 0.25).
The strings also contained word-order patterns that
were not directly cued by relationships between sylla-
bles, but could only be detected by tracking the TPs be-
tween thewords. Infants were then tested on their ability
to discriminate novel grammatical strings from ungram-
matical ones. Despite the fact that the TPs of adjacent syl-
lables could not be used to distinguish between the
grammatical and ungrammatical test strings, infants
showed significant discrimination. These findings sug-
gest that sensitivity to sequential relationships resulting
in segmentation may bolster subsequent learning by
helping infants to learn sequential relationships between
words.

Gómez and Gerken (1999) also tested whether 12-
month-old infants can learn TPs within multiword
‘sentences.’ They created an artificial language in which
nonsense words were combined to form sentences in
which there were probabilistic regularities in the order-
ing of words. Infants were then tested on novel gram-
matical and ungrammatical strings that contained
familiar words. Infants successfully discriminated
between grammatical and ungrammatical strings,

providing evidence that they learned the probabilistic
co-occurrence relationships between words. In a subse-
quent experiment, infants were also able to distinguish
between grammatical and ungrammatical strings when
the strings were instantiated in a novel vocabulary. This
finding suggests that learning sequential statistics can
lead not just to knowledge of individual sequences but
also potentially to a more abstract level of structure.

13.2.4 Learning Nonadjacent Co-occurrence
Probabilities

The studies on sequential learning described thus far
suggest that infants readily track predictive relation-
ships between adjacent segments such as syllables and
words. However, in natural languages, predictive rela-
tionships can also occur between nonadjacent elements.
For example, grammatical dependencies marking tense
are often nonadjacent, as in the relationship between
auxiliaries such as ‘is’ and the progressive inflection
‘ing,’ as they are necessarily separated by a verb (e.g.,
‘is running,’ ‘is eating,’ ‘is talking’). Likewise, a plural
noun predicts plural marking on the subsequent verb,
but the noun and verb can be separated by modifiers,
as in ‘The kids who were late to school are in trouble.’ Track-
ing nonadjacent dependencies places greater demands
on memory than tracking adjacent dependencies, as ele-
ments must be remembered long enough to be linked to
other elements occurring later in time. In addition, be-
cause nonadjacent dependencies can be separated by
several word elements, there are many potentially irrel-
evant relationships for the learner to track, presenting a
considerable computational burden.

Given the demands involved in detecting nonadjacent
regularities, it is perhaps unsurprising that both infants
and adults have substantial difficulty learning them. For
example, while infants can track the relationships be-
tween adjacent elements well before they turn a year
old, infants start showing sensitivity to grammatical
relationships involving nonadjacent elements in their
native language only at about 18 months of age
(Santelmann and Jusczyk, 1998), suggesting that some
combination of language experience and maturation of
neural substrates for memory is needed to facilitate non-
adjacent dependency learning.

Gomez (2002) investigated the conditions that pro-
mote sensitivity to nonadjacent relationships. In particu-
lar, she hypothesized that there is a relationship between
the presence of salient adjacent structure and the ten-
dency to track nonadjacent structure. Because tracking
adjacent relationships appears to be relatively easy for in-
fants, they are likely to focus on adjacent structure as long
as it is reliable. However, when the variability in adjacent
relationships is high (i.e., when adjacent TPs are low),
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infants may be less likely to track those relationships and
more likely to track reliable nonadjacent regularities.

To test this hypothesis, Gomez (2002) exposed 18-
month-olds to artificial language strings containing non-
adjacent dependencies with TPs of 1.0. Critically, these
dependencies were separated by an intervening element
drawn from a set of 3, 12, or 24 different elements, and
thus the adjacent TPs between words varied across
conditions: relatively high (0.33, set size 3), medium
(0.08, set size 12), or very low (less than 0.01, set size
24). Only infants in the set size 24 condition, in which
the predictability of adjacent sequences was very low,
successfully discriminated between familiar grammati-
cal strings and strings that violated the nonadjacent
relationships.

In subsequent research, Gómez and Maye (2005)
found that 15-month-old infants track nonadjacent de-
pendencies even under conditions of high variability
but that 12-month-olds fail to do so. This developmental
pattern suggests that increases in memory capacity over
the second year facilitate nonadjacent dependency track-
ing. In addition to developments in memory, another
factor in the development of nonadjacent dependency
learning is prior language experience. Just as segmenta-
tion facilitates learning higher-order patterns in which
those elements are combined, Lany and Gómez (2008)
found that prior learning about adjacent relationships
facilitates infants’ detection of nonadjacent patterns. In
particular, when 12-month-old infants were first given
experience with adjacent relationships between word
categories, they then successfully detected novel nonad-
jacent relationships between words from those
categories.

13.2.5 Learning Co-occurrence Statistics
in Other Domains

The studies described so far suggest that infants’ sen-
sitivity to sequential regularities could play a role in
detecting multiple layers of language structure, from
phonotactics to grammar. Far from being specific to
learning in the auditory domain, infants’ sensitivity to
sequential structure plays an important role in learning
across domains. Sequential relationships are important
dimensions of event structure, such as in brushing one’s
teeth (e.g., picking up the toothbrush, applying tooth-
paste, wetting the brush, and brushing), making coffee,
or opening a toy container. The subcomponents of the ac-
tion tend to co-occur in reliable sequences, and thus
tracking sequential structure in the visual domain may
play a role in both detecting event boundaries and in
learning their internal structure.

Indeed, Baldwin et al. (2008) found that adults can use
statistical information to learn regularities in dynamic

action sequences. Employing a design similar to studies
investigating word segmentation (e.g., Saffran et al.,
1996), adults viewed a series of discrete actions spliced
together. There were action triplets embedded within
the stream such that within a sequence of individual ac-
tions (e.g., poke, scrub, drink), TPs were 1.0, and across
action sequences, the TPs between actions were 0.33. The
only cues to the action sequence boundaries were the
TPs. Adults were able to discriminate trained action se-
quences (TPs of 1.0) from unattested sequences of famil-
iar actions (TPs of 0.0), as well as from sequences
spanning boundaries (TPs of 0.33). They also showed ev-
idence of detecting sequential regularities in action se-
quences when the individual actions (e.g., the action of
drinking) varied considerably in their perceptual fea-
tures across training.

While similar studies with action sequences have not
yet been done with infants, numerous studies suggest
that infants track sequential statistics in other domains
of visual processing. For example, Kirkham et al.
(2002) tested infants’ ability to detect sequential relation-
ships in a series of shapes. In these experiments, 2-, 5-,
and 8-month-old infants were habituated to a series of
six shapes that appeared sequentially on a screen. The
objects were grouped into three sets of sequential pairs.
Within a pair, one shape was reliably followed by an-
other shape; the TPs between objects within a pair were
1.0, while the TPs at pair boundaries were 0.33. At all of
the ages tested, infants discriminated between strings
that preserved the statistical regularities and sequences
in which the sequential regularities were violated. While
infants in this experiment could use either frequency of
co-occurrence or TPs to distinguish the test trials,
Marcovitch and Lewkowicz (2009) found that by 4
months of age, infants can separately track frequency
of shape co-occurrence as well as the conditional proba-
bility of shape pairs. These findings suggest that the abil-
ity to track sequential co-occurrence relationships in the
visual domain emerges quite early in development.

Other studies have focused on infants’ ability to learn
sequential regularities in dynamic events. Kirkham et al.
(2007) showed 8- and 11-month-old infants a spatiotem-
poral sequence in which a red dot appeared consecu-
tively in the six positions of a 2�3 grid. There were
reliable ‘location pairs’ in the sequence: for example, if
the dot first appeared in the top left, it always subse-
quently appeared in the top middle. After the second
element in a pair, the dot could appear in one of three
locations. Thus, within the continuous sequence, the
TPs within a location pair were 1.0, and TPs spanning
pairswere 0.33. Only the 11-month-olds distinguished be-
tween sequences in which location pairs were preserved
and sequences containing the unattested transitions.
However, when each location in the habituation se-
quence was occupied by a different object, 8-month-olds
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distinguished between test sequences in which the loca-
tion pairings were preserved and those in which they
were violated. Eye tracking data revealed that infants
were also faster to reach the second element in a location
pair, which was predictable given the previous element,
than to initial elements, which were not predictable given
the last object/location, providing additional evidence
that they had learned the spatiotemporal regularities.
These results suggest that learning location-based co-
occurrence relationships is challenging, developing be-
tween 8 and 11 months of age, despite robust abilities
to track purely temporal co-occurrence relationships that
develop many months earlier. However, infants can suc-
ceed at younger ages when the sequential relationships
are also marked by featural cues, or when the occurrence
of the object at one location predicts not just a subsequent
location but also the identity of the object that will appear
next.

13.2.6 Neural Correlates of Learning Sequential
Structure

Given the behavioral results amassed over the past de-
cade, researchers have become extremely interested in the
neurophysiological processes involved in tracking se-
quential regularities. Cunillera et al. (2006, 2009) recorded
ERPsasadults listened toacontinuousstreamof3-syllable
wordscuedbyTPs, similar to thematerialsusedbySaffran
et al. (1996). They observed an increased negativity (an
N400) occurring just after the onset of syllables in word-
initial position appearing over the course of familiariza-
tion with the stream. Abla et al. (2008) found a similar
pattern when learners were presented with continuous
streams of ‘tone words,’ an effect that was more pro-
nounced in participants who showed better discrimina-
tion in a subsequent forced-choice test. This is similar to
behavioral studies by Saffran et al. (1999), which showed
successful segmentation of tone sequences using TPs.
Sanders et al. (2002) measured ERPs to trisyllabic words
presented in isolationbeforeandafterhearing thosewords
presented in continuous strings with TPs as the only cues
towordboundary locations.Despite thedifference in their
methods, they also found that words evoked a greater
N400 after training, as well as an N100 at syllable onset.
Moreover, ERP recordings of sleeping newborn infants
who were played similar streams of continuous syllables
showanegativedeflectionof theERPwaveduring the first
syllable of a word (Teinonen et al., 2009). These findings
suggest that there is a reliable neural signature related to
tracking TPs in the auditory domain.

Interestingly, similar ERP signatures have been ob-
served in adults learning sequential co-occurrence rela-
tionships in visually presented stimuli. For example,
Abla andOkanoya (2009) found that triplet onsetswithin

a visually presented stream of shapes also evoked an
N400. In other words, just as in the case of syllable and
tone streams, the first element of a statistically defined
unit within a stream of shapes evoked a distinctive re-
sponse. There was also overlap in the areas in which
the increased N400 was observed across these studies –
specifically middle frontal and central sites – across both
auditory and visual modalities.

Together, the findings suggest that the N400 reflects
something about learning reliable sequences across do-
mains. In many studies of language processing, N400
components reflect the occurrence of an unexpected
word, and thus its appearance at the first syllable of sta-
tistically defined words could reflect the fact that its oc-
currence was less predictable than the internal syllables.
It could also reflect a search for the representation of the
sequence as the first syllable is heard.

13.3 LEARNING CORRELATIONAL
STRUCTURE

Another form of learning involves tracking correla-
tions among properties of objects and events. Similar to
tracking a sequence of events such as syllables or objects,
tracking correlational structure entails learning associa-
tions, and thus there is potential overlap in the learning
mechanisms involved. In the case of learning correla-
tional structure, however, the relevant associations lie be-
tween features or dimensions of an object or event (such
as an object or its label) rather than sequential compo-
nents as they unfold over time. First, recent research
suggesting that tracking correlations facilitates word
segmentation and learning grammatical categories is
described.Research suggesting that sensitivity to correla-
tional structureplays an important role in segmenting the
visualworld, aswell as in forming object categories (such
as learning to distinguish between cats and dogs or be-
tween plates and spoons) is also discussed.

13.3.1 Sensitivity to Correlated Cues in
Language Acquisition

In the previous section, evidence that tracking se-
quential structure facilitates finding word boundaries
in fluent speech (Aslin et al., 1998a,b; Saffran et al.,
1996), as well as some evidence suggesting that sensitiv-
ity to sequential TPsmay interactwithotherphonological
regularities in word forms was reviewed. Specifically,
Johnson and Tyler (2010) found that when word length
is consistent, even 5.5-month-old infants can track TPs
in continuous speech. However, when word length var-
ies, infants have a harder time using TPs to segment the
stream. This suggests that infants’ ability to use TPs as

23913.3 LEARNING CORRELATIONAL STRUCTURE

II. COGNITIVE DEVELOPMENT



a segmentation cue may be facilitated by the presence of
correlated cues such as regular word length.

Sahni et al. (2010) investigated whether sensitivity to
TPs marking word boundaries can facilitate learning
other correlated cues relevant to segmentation. They ex-
posed 9-month-old infants to a continuous stream of
bisyllabic words in which TPs within words were 1.0
and TPs across word boundaries were 0.25. Critically,
all the ‘words’ beganwith /t/ (e.g., tohsigh, teemay, tiepu).
The question of interest was whether infants could use
TP information to learn enough about the speech stream
to discover the /t/-initial cue. Infants successfully dis-
criminated between novel words that had /t/ onsets
andwords in which /t/ occupied amedial location, sug-
gesting they had learned that words beginwith /t/. Crit-
ically, infants failed this same discrimination test when
they had no prior familiarization to the speech stream,
or when they were familiarized with a stream in which
every other syllable began with /t/ but there were no
TPs indicating word boundaries. These results suggest
that infants can learn correlations between word proper-
ties to aid segmentation – in this case, using a known cue
(TPs) to discover a novel correlated cue to word bound-
aries (/t/-onsets).

Evidence that infants can learn sequential relation-
ships between words by 12 months of age has already
been reviewed (Gómez and Gerken, 1999; Saffran and
Wilson, 2003). However, a critical property of grammat-
ical structure is that it pertains not just to how individual
words are combined (e.g., ‘the cat’ is grammatical, but
‘cat the’ is not) but also to how words from different
grammatical categories can be combined (e.g., deter-
miners like ‘the’ and ‘a’ precede nouns rather than follow
them). While tracking distributional information is use-
ful for learning word-order patterns, learning grammat-
ical categories with distributional cues alone can be very
difficult (Braine, 1987; Smith, 1969). Importantly, in nat-
ural languages, words fromdifferent syntactic categories
are distinguished both by distributional (Cartwright and
Brent, 1997; Mintz, 2003; Mintz et al., 2002; Monaghan
et al., 2005; Redington et al., 1998) and phonological cues
(Farmer et al., 2006; Kelly, 1992; Monaghan et al., 2005).
In other words, words from the same grammatical cate-
gory share correlated distributional and phonological
features. For example, nouns tend to occur after both
‘a’ and ‘the,’ and to have a strong–weak stress pattern.
Critically, Braine (1987) found that the presence of corre-
lated cues facilitates learning the category-level co-
occurrence relationships in adults. Braine hypothesized
that the presence of the additional cues reduces the com-
putational demands involved in tracking a large number
of individual co-occurrence relationships between spe-
cific words. Rather than tracking and accurately remem-
bering each individual co-occurrence relationship, the
presence of correlated cues may allow learners to detect

the associations between the phonological features
shared by words within a category.

To test whether infants can also use correlated cues
to form grammatical categories, Gerken et al. (2005) ex-
posed 17-month-old English-learning infants to Russian
words drawn from two grammatical categories. In
Russian, words have complex morphological structure,
often consisting of a stem plus multiple grammatical
morphemes. The familiarization set consisted of six fem-
inine and six masculine words, and all of the words con-
tained additional grammatical morphemes: feminine
words ended in the case markers ‘oj’ and ‘u’ and mascu-
line words ended in the case markings ‘ya’ and ‘em.’ The
case markings provided distributional cues to the femi-
nine and masculine categories. An additional phonolog-
ical cue marking the category distinction was present on
half of the words: three of the feminine words contained
a derivational suffix ‘k,’ and three of the masculine
words contained the suffix ‘tel.’ Thus, in many feminine
words, ‘k’ was followed by ‘oj’ and ‘us’ (e.g., ‘polku’ and
‘polkoj’), while in many masculine words, ‘tel’ was fol-
lowed by ‘ya’ and ‘em’ (e.g., ‘zhitelya’ and ‘zhitelyem’).
Infants familiarizedwith thesewordswere subsequently
able to distinguish between novel grammatical words
containing those relationships and ungrammatical ones:
for example, even if they had not heard ‘zhitelyem,’ they
were able to distinguish it from the ungrammatical ‘zhi-
telu.’ They were also able to distinguish between ‘vannoj’
(grammatical combination) and ‘vannya’ or ‘vannyem’
(ungrammatical combinations). In this case, they could
not have been using the co-occurrence relationships be-
tween the case markers and derivational morphemes
(the ‘telya’ and ‘koj’ sequences), but were generalizing
based on distributional information.

Thus, whenword categories are marked by correlated
cues sharing phonological properties and distributional
characteristics, infants successfully learn and generalize
the category relationships. While 17-month-olds show
evidence of generalizing based on distributional infor-
mation, Gerken et al. (2005) found that 12-month-olds
failed to do so. However, using a similar category-
learning paradigm, Gómez and Lakusta (2004) found
that 12-month-olds can learn correlations between distri-
butional and phonological features. These findings are
consistent with the hypothesis that category learning
may initially involve tracking the correlations between
distributional and phonological features of words.

13.3.2 Learning Correlational Structure in the
Visual Domain

Infants’ visual environments are exceptionally com-
plex. Nevertheless, elements that reliably co-occur
across time and space tend to belong to the same object
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and thus provide information about object boundaries.
Thus, just as in the case of segmenting words from con-
tinuous speech, the co-occurrence of features in the vi-
sual field is potentially a powerful cue that could be
used to learn what clusters form objects. To test whether
infants can track such conditional probabilities in com-
plex visual displays, Fiser and Aslin (2002) showed
9-month-old infants scenes containing three elements.
In each scene, three discrete shapes were presented
simultaneously in a 2�2 grid. Two of the elements
formed a ‘base pair’: those objects always occurred to-
gether in a consistent spatial orientation (the probability
of co-occurrence, or TP, was 1.0). The two elements of
each base pair also occurred with a third element, but
its position relative to the base pair varied (TP¼0.25).
Infants were then tested on scenes containing two
elements – either base pair elements in their proper
configuration or two elements that did not form a base
pair. Infants were able to discriminate between base
pairs and nonbase pairs when they differed in the fre-
quency with which they appeared during habituation,
and also when they were equally frequent but differed
in their TPs. This suggests that sensitivity to statistical
information facilitates object perception and raises the
question of whether such learning can support object
perception in younger infants.

Category learning is another domain in which sensi-
tivity to correlations between object attributes might fa-
cilitate learning. Object categories (e.g., cups, dogs, birds,
and trees) are structured such that properties character-
istic of the category tend to co-occur within individual
instances of the category. For example, the presence of
one feature of a tree (branches, leaves, bark, trunk) is cor-
related with the presence of the others, but less strongly
correlated with the presence of features associated with
objects from other categories (e.g., ceramic handles, fur,
and beaks).

Younger (1985) asked whether infants’ sensitivity to
such correlations plays a role in category learning.
Ten-month-old infants viewed drawings of a set of ani-
mals that were composed of several continuously vary-
ing features (i.e., leg length, tail width, neck length, and
ear separation). In the ‘broad’ condition, infants were ex-
posed to a set of animals with features that were uni-
formly distributed (e.g., animals with long necks had
both long and short legs), forming one category with a
broad distribution of feature values. In the ‘narrow’ con-
dition, the feature values formed two correlated clusters:
for example, long-necked animals all had short legs,
while short-necked animals had long legs. In this condi-
tion, the animals clustered together into two potential
categories, each with a narrow range of features.

Infants were habituated to a set of these animals and
then tested with novel animals. One animal contained
feature values that were the average of all the animals

in the familiarization set for the broad condition, but fall-
ing in between the average of the two narrow categories.
The second animal contained a set of features that were
closer to the average of one of the categories in the nar-
row condition, but farther from the average of the broad
category. Infants in the narrow condition dishabituated
to the broad stimulus, while infants in the broad condi-
tion dishabituated to the test animal closer to the average
of one of the narrow categories. This suggests that when
feature values formed two clusters, infants formed cate-
gories corresponding to correlations between values on
these dimensions. However, when feature values were
randomly distributed, infants did not group the animals
into separate categories.

In similar studies, Younger and Cohen (1986) found
that 7-month-olds, but not 4-month-olds, are sensitive
to correlations among object features. However,
Mareschal et al. (2005) noted that because 4-month-old
infants appear to have learned some perceptually de-
fined categories, for example, the difference between
squares and diamonds (Bomba and Siqueland, 1983),
and cats and dogs (Eimas and Quinn, 1994), the studies
of Younger and colleagues may have underestimated in-
fants’ categorization abilities. They hypothesized that for
young infants with limited memory, longer exposures to
individual animalsmaymake it more difficult to keep all
the animals in memory. In particular, if infants can only
retain information about one animal at a time, they
would be unable to detect the correlations between ob-
ject features across a set of animals. Thus, they modified
the habituation phase such that the individual animals
were presented for briefer durations. Under these condi-
tions, 4-month-olds showed evidence of forming catego-
ries based on correlations between features.

These findings suggest that tracking correlated cues
plays an important role in learning perceptually based
object categories. There is also a potentially important
connection between infants’ ability to track correlations
between features and their sensitivity to distributional
information. Specifically, studies of distributional learn-
ing, such as Maye et al. (2002, 2008), suggest that infants
can use the frequencies across a single dimension of a
complex stimulus to form groupings. In these studies, in-
fants show evidence of tracking correlations among the
values of several distributions.

Quinn et al. (2006) began to investigate the neural
underpinnings of categorization in infants. In particular,
6-month-old infants were presented with a set of images
of cats and then tested on their looking behavior toward
a set of pictures of dogs interspersed with novel cat pic-
tures while ERPs were recorded. When tested, infants
looked longer to the novel dogs than to the novel cats,
suggesting they treated the within-category images
(the novel cats) as more similar to the images from famil-
iarization, despite the fact that all images were novel.
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The ERPs to the pictures of cats and dogs also suggested
that infants were sensitive to category information. In
particular, the ERPs to the cats viewed early on during
familiarization, as well as to the set of novel dog images,
showed a negative slowwave (or a negative deflection of
the ERP wave) between 1 and 1.5 s after the picture
appeared. The decrease of these components to cats dur-
ing the latter part of familiarization indicates that infants
were beginning to respond to novel cats as though they
were familiar. In other words, infants were responding
to category-level information, not just item-level fea-
tures. In addition, the dog pictures, but not the novel
cat pictures, elicited a negative central component be-
tween 300 and 750, a component thought to reflect atten-
tional allocation to novel stimuli in infants (Nelson,
1994). Quinn et al. suggest that this component may be
related to the behavioral differences in looking to the
dog and cat pictures, specifically the novelty preference
for pictures of dogs observed after infants have been
viewing only pictures of cats. Noting that the negative
slow wave indexing categorization occurs after the
component reflecting novelty detection, they suggest
that recognizing similarity between within-category
objects is a more complex process than recognition of
novelty.

Using a similar procedure, Grossmann et al. (2009)
also investigated the ERP signatures involved in infant
categorization. The ERP recordings revealed a negative
component at 300–500 ms in anterior cortical regions
when infants were shown an image from a novel
category, similar to the findings of Quinn et al.
(2006). Grossmann et al. (2009) also found that novel
exemplars of the familiarized category evoked a late
positive component relative to the response to repeated
items from the category. The authors suggest that this
component may reflect updating of the category
representation.

In sum, infants can track correlated properties of ele-
ments by the time they are 4 months of age. This ability
plays a role in object perception, both in object segmen-
tation and categorization, as well as in forming gram-
matical categories in the auditory domain. The data
from the ERP recordings add to our understanding of
the behavioral findings by showing real-time learning,
helping to isolate different aspects of the process
(responding to familiarity, novelty, and memory updat-
ing), and by shedding light on the neural processes un-
derlying discrimination observed at test. In future
studies, it will be important to test the neural correlates
of learning novel categories, as current evidence pertains
to categories that infants are familiar with prior to the
experiment. In addition, it will be interesting to test
whether there are parallels between the neural correlates
observed in the visual domain and in grammatical cate-
gory formation, as well as whether the signatures of

category learning differ from those of learning sequen-
tial structure.

13.4 LEARNING ASSOCIATIONS
BETWEEN WORDS AND REFERENTS

A central problem facing infant language learners is
that of forming associations between words and their
referents. One possibility is that this process begins no
differently than the process of learning correlated object
properties, as described in the previous section. Indeed,
one might think of a label as simply another feature that
is shared by objects within a category (Sloutsky and
Robinson, 2008). Others have suggested that words are
not simply a feature like any other but that they have a
privileged role because they are inherently symbolic
(Waxman and Gelman, 2009). On this view, words have
a different relation to objects than do other features of
objects, such as their appearance, from the very begin-
ning of word learning. In either case, it is clear that learn-
ing the associations between words and their referents is
a highly complex process, requiring a powerful but
selective associative learning mechanism. Even the oc-
currence of a word with a very concrete and observable
meaning, such as ‘rabbit,’ will coincidewithmany objects
and events in the environment, sometimes, but not al-
ways, including an actual rabbit (e.g., Quine, 1960).
Thus, establishing the referent of a novel word poses a
formidable challenge. Even if the infant is fixating on a
rabbit, she still must determine that the label refers to
the animal itself, as opposed to its floppy ears, or to its
color. Thus, the challenge facing the infant is to form
an association between the word and some aspect of
the environment that contains the referent, but that is
neither overly broad nor too narrow.

While the demands of learning words are substantial,
recent research suggests that infants’ ability to form as-
sociations is both remarkably powerful and highly selec-
tive. Infants’ sensitivity to the reliability of co-occurrence
relationships between words and particular aspects of
the environment may facilitate learning in such complex
environments. Smith and Yu (2008) tested whether
infants in the early stages of word learning can capitalize
on these relationships using a cross-situational learning
paradigm. They presented 12- and 14-month-old infants
with six words whose referents were embedded in com-
plex scenes. On each trial, infants heard a label (e.g.,
‘bosa’) while viewing a scene consisting of the referent
along with a distractor object. Given just a single trial
of this nature, infants would be unable to determine
which object was the referent. However, on other trials
in which ‘bosa’ was presented, one of the same objects
was presented along with a different distractor. On other
trials, the label ‘manu’ was presented, and the object that
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consistently occurred with it served as a distractor on
other trials. Thus across trials, each label consistently oc-
curred with one object. After infants were familiarized
with the label–object training trials, they were tested
using a preferential looking procedure. On each trial, in-
fants were shown two objects simultaneously while the
label for one of themwas repeated. Infants looked signif-
icantly longer toward the object that matched the label at
both ages, with stronger effects for the 14-month-olds
than for the 12-month-olds.

These findings suggest that infants are sensitive to the
reliability of label–object pairings across occurrences and
can use information gathered across trials to settle on the
most probable referent. However, it is important to note
that words often occur in the absence of their referent
and vice versa. Voloumanos and Werker (2009) thus
testedwhether infants learn label–object associations un-
der more stochastic conditions. They presented 18-
month-old infants with three word–object pairings, with
each object labeled 10 times. One of the objects was la-
beled by the same word all 10 times, but the other two
objects were labeled stochastically: most of the time, they
occurred with one label (8 times), but on two occur-
rences, they were paired with a label that occurred pre-
dominantly with the other object. Infants were then
tested on how well they learned the associations using
a preferential looking task. The results suggest that in-
fants were able to find the referent of words labeled sto-
chastically: performance for word labeled 10 times or
8 times was the same when the correct referent was
paired with a distractor object that had never occurred
with the label. However, when a word labeled 8 times
was tested with the correct referent (the object it had
co-occurred with 8 times) paired with a distractor object
that it had co-occurred with 2 times, infants’ perfor-
mance was at chance. Thus, experiencing the distractor
object paired with the label just twice over the course
of training disrupted recognition of the more frequent
word/object pairing. Together, these findings suggest
that probabilistic co-occurrences between labels and ob-
jects are harder for infants to learn than deterministic
pairings, but that infants nonetheless develop some sen-
sitivity to the association.

Recent work has shed light on the neurophysiological
correlates of detecting reliable word–object associations
during infancy. Friedrich and Friederici (2008) recorded
ERPs while 14-month-olds were presented with two
novel nonsensewords, each occurring 8 times. Oneword
was always presented with the same novel object (con-
sistent referent), while the other was presented with a
new object on each occurrence (inconsistent referent).
After the first four exposures to each word, they found
an early fronto-laterally localized negative component
(N200-500) that was greater for the word with a consis-
tent referent than for the word that had inconsistent

referents. Over the course of the second set of four expo-
sures, this component diminished, and the words with
consistent referents began to evoke an N400 in parietal
regions. Infants were also tested on their memory for
the consistent pairings 24 h later. On these trials, those
words were paired with either the correct or incorrect
referent. A larger N400 was observed when the words
were presented with an incorrect referent.

The authors suggest that the N200-500 reflects early-
occurring associative processes that begin to link to-
gether the auditory and visual features of the consistent
events, and that the N400 reflects semantic integration: a
stronger encoding of and memory for the word-referent
relation. This interpretation is consistent with the
finding that when 14-month-olds are presented with
familiar words from their own language, there is a larger
N400 to words presented with incongruous labels than
congruous ones (Friedrich and Friederici, 2005). Taken
together, these findings suggest that infants are sensitive
to consistent co-occurrence relationships between words
and objects, and that distinctive neural processes may
underlie the formation of these referential associations.

13.4.1 Sensitivity to the Statistics of Objects
Taking the Same Label

Another way infants’ associations become more re-
fined is in terms of the kinds of referents they associate
with novel words. While infants are initially flexible in
the kinds of referents they consider, recent studies sug-
gest that this process rapidly becomes constrained by
prior learning. Smith and colleagues (Colunga and
Smith, 2003, 2005; Jones and Smith, 2002; Smith et al.,
2002) suggest while learning novel words may initially
require repeated associations between objects and labels,
once a critical mass of labels has been acquired, they de-
tect statistical regularities that characterize those associa-
tions. For example, object labels such as ‘cup,’ ‘ball,’ and
‘phone’ refer to a set of objects that have a common shape,
and many of the words in children’s early vocabularies
are objects that are organized by shape (Samuelson and
Smith, 1999). However, as children learn more words, a
higher-order abstraction emerges from these specific as-
sociations: object labels tend to pick out groups of things
with similar shapes. Such a generalization would allow
children to extend object labels on the basis of shape as
opposed to other features, such as color or texture. As a
result, upon hearing the label ‘crayon’ referring to a red
crayon, they can use it to refer to new crayon-shaped
objects regardless of their color.

Based on these considerations, Smith et al. (2002)
hypothesized that teaching children words from
shape-based categories should result in increased
word learning. They tested this hypothesis by bringing
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17-month-old infants, who do not yet show a systematic
shape bias, into the lab several times over 2 months, and
teaching them names for novel objects. In one condition,
the object categories were shape based: objects given the
same names had similar shapes. In a control condition,
objects that shared names did not have shape in com-
mon, but rather had some other property, such as their
material, in common. Infants taught shape-based catego-
ries extended trained words to novel items based on
shape, while infants in the nonshape-based conditions,
or given no training, did not. Moreover, infants in the
shape-based category training rapidly extended novel
labels based on shape as well and showed a greater in-
crease in their overall vocabularies over the 2-month
training period than infants in the other conditions.
These findings suggest that infants’ experience with
well-structured label–object pairings facilitates the rapid
formation of new label–object associations, and the
appropriate extension of those labels. Critically, this pro-
cess results in rapid gains in vocabulary size and word-
learning skill.

Just as increases in vocabulary size lead to more effi-
cient word learning (Smith et al., 2002), the neurophysi-
ological processes underlyingword learning also appear
to change as infants’ vocabulary size increases.
Torkildsen et al. (2008b) investigated the ERP signatures
of 20-month-old infants in a novel word-learning task as
a function of whether infants had fewer or more than 75
words in their productive vocabularies, a period that
typically precedes a period of rapid vocabulary growth.
In this task, infants were exposed to training blocks in
which they viewed three familiar pictures, each labeled
by the correct referent. They also saw three pictures of
imaginary animals, each paired with a nonsense word.
After eachword had been presentedwith its referent five
times, the pictures were presented with incongruous la-
bels. All infants showed a larger N400 to the pairings of
real words with incongruous objects at central and pari-
etal recording sites, suggesting that the infants recog-
nized the mismatch between label and referent. For the
newly trained words, only the high-vocabulary infants
showed an N400 when they were paired with an incon-
gruent referent. This suggests that the low-vocabulary
infants either did not learn the words or were able to
form only a very weak association. The high-vocabulary
infants showed more robust evidence of learning the
novel mappings, though the N400 response was more
broadly distributed than for the familiar words, suggest-
ing that their sensitivity to the novel words differed from
that to more established word–referent pairings.

Torkildsen et al. (2008a) also examined the ERPs dur-
ing the five training trials. Consistent with the fact that
only high-vocabulary infants showed anN400 indicative
of successful learning at test, they found that only the
high-vocabulary infants showed an increase in an early

negative component (N200-400) as the novel words re-
peated during training. This component has previously
been associated with the early stages of learning the
meaning of a word (see Friedrich and Friederici
(2008)). While these findings do not suggest a neural
mechanism by which infants narrow in on specific fea-
tures as they gain skill in word learning, they do confirm
that the process becomesmore efficient as infants’ vocab-
ulary grows.

13.4.2 Sensitivity to the Internal Statistics
of Labels in Word Learning

Additional constraints on the associations that infants
are likely to form during word learning come from the
properties of potential labels themselves. Graf Estes
et al. (2007) tested the hypothesis that experience with
statistical cues to word boundaries influences infants’
ability to learn word–object pairings. In this study, 16-
month-old infants were first familiarized with a stream
of syllables in which the only cues to word boundaries
were the TPs between adjacent syllables. Infants were
then habituated to two label–object pairs. For some in-
fants, the labels corresponded to the words (TP ¼ 1.0),
and for the other infants, the labelswere equally frequent
part-words (TP¼ 0.33) from the speech stream. After ha-
bituation to the label–object pairings, infants were tested
using a Same-Switch procedure (Werker et al., 1998). The
Same trials preserved the label–object pairings present
during habituation, while the label–object pairings were
switched on Switch trials. Learning is measured by the
degree of increased looking to Switch trials, which is ev-
idence of dishabituation. Only infants for whom the la-
bels corresponded to words showed longer looking to
the Switch trials, suggesting that learning words com-
posed of syllables with high TPs is easier than learning
labels that had internal statistics suggesting that the syl-
lables did not cohere into a word. Likewise, Graf Estes
et al. (2010) found that infants learn word–object associ-
ations better when the labels conform to the predomi-
nant phonotactic patterns of the native language.
Experience with regularities in fluent speech may thus
facilitate word learning by providing infants with candi-
date sound sequences to map to referents, and by pro-
moting more accurate processing of those sound
sequences, facilitating subsequent recall.

Data from ERP recordings in word-learning tasks also
suggest that semantic processing is influenced by pho-
notactic information. As previously discussed, between
12 and 14 months of age, infants show a larger N400
when familiar words are presented with incongruous
referents. Friedrich and Friederici (2005) found that
both 12- and 19-month-old infants showed an early
negative component that differed between real and
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phonotactically legal nonsense words and phonotacti-
cally illegal nonsense words presented without refer-
ents, which likely reflects sensitivity to the relative
familiarity of the words. At 19 months, infants also show
an N400 response when novel words that are phonotac-
tically legal in their language are presented with objects
that have known labels, suggesting they recognize the
label–object mismatch. However, phonotactically illegal
words did not elicit an N400, suggesting that they may
not have been perceived as potential labels. These find-
ings are consistent with the hypothesis that the N400 re-
sponse reflects an advance or change in word-learning
skill, and specifically that phonotactic information plays
an important role by the end of the second year.

Another potential source of information guiding
word learning is the overlap between words’ statistical
and semantic properties at the level of grammatical cat-
egories. Words from different lexical categories are cor-
related with different semantic regularities (e.g., nouns
tend to refer to objects and people, adjectives to proper-
ties such as color or texture, and verbs to actions or
events). As previously discussed, words from different
lexical categories can also be distinguished by a constel-
lation of statistical cues, including distributional and
phonological regularities (e.g., Christiansen et al., 2009;
Kelly, 1992; Mintz et al., 2002; Monaghan et al., 2005).

A recent study tested whether infants can capitalize
on experience with such cues in a word-learning task
(Lany and Saffran, 2010). In this study, 22-month-old in-
fants first listened to an artificial language that contained
two word categories, disyllabic X-words and monosyl-
labic Y-words. For infants in the experimental group,
phrases took the form aX and bY, and thus words from
the X and Y categories were reliably marked by corre-
lated distributional and phonological cues. Infants in
the control group also heard aX and bY phrases, but in
addition, they heard an equal number of aY and bX
phrases. Thus, for the control infants, the word catego-
ries were not marked by correlated cues. Infants were
then trained on pairings between phrases from the lan-
guage and pictures of unfamiliar animals and vehicles.
For both experimental and control groups, familiar aX
phrases were paired with animal pictures, and familiar
bY phrases were paired with vehicle pictures. Infants
were then tested using a preferential looking procedure.

Interestingly, only the experimental infants were able
to learn the trained associations between phrases and
pictures, despite the fact that control infants had the
same amount of experience with them. Moreover, only
the experimental infants successfully generalized to
novel pairings: when hearing a word with distributional
and phonological properties of other words referring to
animals, they mapped the word to a novel animal over a
novel vehicle. These findings suggest that infants’ expe-
rience with statistical cues marking word categories lays

an important foundation for learning the meanings of
those words.

In sum, infants’ ability to form associations is remark-
ably powerful, but it is also selective. Infants do not sim-
ply form an association between a word and object that
happen to co-occur, but rather they form an association
only when that object reliably occurs across other pre-
sentations of that word. And, while infants are initially
relatively flexible in the kinds of associations they form
betweenwords and referents, recent studies suggest that
this process rapidly becomes constrained by prior learn-
ing. For example, by 17 months of age, words with good
sequential statistics are more readily associated with
referents than sound sequences that do not have the
characteristics of typical words in that language (Graf
Estes et al., 2007). Moreover, once infants have begun
to learn associations between words and referents, this
knowledge influences the associations that infants will
subsequently form. For example, infants rapidly begin
to associate novel nouns with objects’ shape over objects’
color (e.g., Smith et al., 2002). Likewise, words that have
statistical properties of a particular category are readily
mapped to new referents from that category (Lany and
Saffran, 2010).

13.5 CONCLUSIONS

The research reviewed in this chapter suggests that in-
fants’ sensitivity to statistical structure is powerful and
nuanced and plays a role in diverse aspects of learning
over the first several months of life. We have discussed
infants’ sensitivity to four different kinds of statistical
structure: probability distributions, sequential structure,
correlations between stimulus dimensions, and associa-
tions between different forms of information. While
we have discussed these types of structure separately,
these are likely not independent learning processes.
For example, there are important similarities between
learning sequential structure in word segmentation
and in learning correlational structure in object segmen-
tation. Tracking sequential structure within words may
share important properties with learning sequential reg-
ularities between words and word categories. Likewise,
the processes involved in learning word–label associa-
tions may be similar to those in learning feature co-
occurrences in object categorization. Furthermore,
real-world learning processes tap a combination of these
learning mechanisms – for example, learning word–
object associations critically relies on a complex interac-
tion of sensitivity to phonotactic regularities, word
segmentation, object categorization, word-order pat-
terns, and grammatical categories.

A related point is that statistical learning mechanisms
are tuned through experience. For example, in the
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auditory domain, infants’ sensitivity to reliable TPs be-
tween syllables facilitates segmenting words from fluent
speech. In turn, this makes it possible to learn phonolog-
ical regularities correlated with TPs, which may further
facilitate segmentation in natural speech (Sahni et al.,
2010). Likewise, segmentation facilitates learning
word-order patterns, and tracking correlations between
such distributional properties of words and their phono-
logical properties can facilitate learning grammatical
structure. In the domain of visual perception, tracking
the co-occurrence of features may facilitate segmenting
objects within complex scenes (Fiser and Aslin, 2002),
and tracking how these features co-occur across in-
stances facilitates the formation of object categories
(Younger, 1985). In other words, as learners track simple
structure, they build a foundation for tracking more
complex, higher-order structure. They also appear to
highlight relevant structure, which can facilitate learning
more computationally challenging regularities (Lany
and Gómez, 2008).

These studies also raise many intriguing questions
for future research. For example, many studies manip-
ulate the statistical properties of infants’ input and
show that this influences learning, but this does not
suggest that infants are tracking input statistics verid-
ically. Indeed, studies with older children suggest that
they, unlike adults, tend to distort input statistics,
maximizing probabilities rather than matching them
(e.g., Hudson Kam and Newport, 2005). It also leads
to questions of how infants encode these statistical
regularities and how fine-grained their sensitivity is.
Also, learning inherently entails perceiving, remem-
bering, acting on the environment, and interacting
with others, and thus in future research, it will be im-
portant to relate infants’ statistical learning abilities to
other developmental processes, such as perception,
memory, and social interaction.

Another important area for future research is the
underlying neurophysiology of statistical learning. Re-
searchers have just begun to investigate the neurophysio-
logical substrates of the behavioral findings, namely, how
ERPs to stimuli consistent with familiarized patterns dif-
fer from ERPs to stimuli that are inconsistent. Given the
challenges inherent in ERP research in infants, much of
this work has tested learning in adults. However, recent
advances in neurophysiological methodology in infants
suggest that these techniques hold much promise for in-
vestigating learning mechanisms directly. Indeed, while
the discrimination tasks typically used in infant behav-
ioral studies can only probe the endpoint (or other static
snapshot) of the learning process, psychophysiological
techniques are particularly well suited to observing the
process of learning.

In sum, infants’ environments are rich with meaning-
ful statistical structure, and infants readily track it. Far

from being limited to simple associative learning, such
as the stimulus–response learning of classical learning
theory, the studies reviewed in this chapter reveal a sen-
sitivity to statistical structure that is powerful and nu-
anced, capable of not only tracking fine-grained detail
but also forming generalizations. Advances in the study
of statistical learning mechanisms have shed new light
on many aspects of development, such as auditory and
visual perception, language development, and event
processing. Continued study of infants’ statistical learn-
ing mechanisms holds great promise for advancing the
study of early cognitive development.
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The purpose of vision is to obtain information about
the surrounding environment so that we may plan ap-
propriate actions. Consider, for example, a stroll on the
beach vs. a hike in the Grand Canyon (Figure 14.1). Both
activities involve locomotion, but each places very dif-
ferent demands on the perceptual and action systems, in-
cluding the visual system. In the case of the stroll, the
beach is wide, there are few obstacles and little risk. In
the case of the hike, in contrast, the path is narrow; rocks,
vegetation, and abrupt precipices must be avoided. To
remain safe, the hiker must know what the risks are,
and this invariably involves knowing what objects there
are in the visual scene. The importance of accurate per-
ception of our surroundings is attested by the allotment
of cortical tissue devoted to vision: By some estimates,

over 50% of the cortex of the macaque monkey (a phylo-
genetically close cousin to Homo sapiens) is involved in
visual perception, and there are perhaps 30 distinct
cortical areas that participate in visual or visuomotor
processing (Felleman and Van Essen, 1991; Van Essen
et al., 1992).

This chapter reviews theory and data concerning de-
velopment of the human visual systemwith an emphasis
on object perception. As will be seen, infants are pre-
pared to see objects and understand many of their prop-
erties (e.g., permanence, coherence) well in advance of
locomotion, so that by the time infants begin to crawl
and walk, they have a good sense of what and where ob-
stacles might be, even if the hazards these objects pose
remain unknown.
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There is much else to learn. Visual scenes, for exam-
ple, tend to be very complex: a multitude of overlapping
and adjacent surfaces with distinct shapes, colors, tex-
tures, and depths relative to the observer. Yet our visual
experience as adults is not one of incomplete fragments
of surfaces, but instead one of objects, most of which
have a shape that can be inferred from partial views
and incomplete information. Is the infant’s visual system
sufficiently functional and organized to make sense of
the world from the onset of visual experience at birth,
able to bind shapes, colors, and textures into coherent
forms, and to perceive objects as regular and predictable
and complete across space and time? Or does the infant’s
visual system require a period of maturation and expe-
rience within which to observe and learn about the
world?

These ‘nature versus nurture’ questions begin to lose
their steam when the details of visual development are
examined and explained, because visual development
stems from growth, maturation, and experience from
learning and from action; all happen simultaneously
and all influence one another. Infants free of disability
or developmental delay are born with a functional visual

system that is prepared to contribute in important ways
to learning, but incapable of perceiving objects in an
adult-like fashion. Developmental processes that lead
to mature perception and interpretation of the visual
world as coherent, stable, and predictable are an area
of active investigation and are only beginning to be
understood.

14.1 CLASSIC THEORETICAL ACCOUNTS

Discussions of the nature versus nurture of cognitive
development are entrenched and persistent. Such dis-
cussions are particularly vigorous when concerning in-
fant cognition and have tended to be long on rhetoric
but short on evidence, in part because the evidence
has been, until recently, relatively sparse. Research on vi-
sual development, in contrast, has tended to focus on de-
velopmental changes in neural mechanisms, with much
of the evidence coming from animal models (Kiorpes
and Movshon, 2004; Teller and Movhson, 1986). Re-
search on human infants’ visual development has often
been motivated by two theoretical accounts, each of
which considers seriously both the starting point for
postnatal development and the mechanisms of change
that yield stable, mature object perception: Piagetian the-
ory and Gestalt theory.

14.1.1 Piagetian Theory

The first systematic study of infants’ perception and
knowledge of objects was conducted by Jean Piaget in
the 1920s and 1930s (Piaget, 1952/1936, 1954/1937).
According to Piaget, knowledge of objects and space de-
veloped in parallel, and were interdependent: One can-
not perceive or act on objects accurately without
awareness of their position in space relative to other ob-
jects and to the observer. Knowledge of the self and of
external objects as distinct, coherent, and permanent en-
tities grew from active manual search, initiated by the
child. When the child experiences her own movements,
she comes to understand them as movements of objects
through space and applies the same knowledge tomove-
ments of other objects.

Initially, prior to any manual action experience, in-
fants understand the world as a ‘sensory tableaux’ in
which images shift unpredictably and lack permanence
or substance; in an important sense, the world of objects
that we take for granted does not yet exist. Active search
behavior emerges only after 4 months and marks the be-
ginnings of ‘true’ object knowledge. Over the next few
months, infants reveal this knowledge, for example, by
following the trajectory of thrown or dropped objects,
and by retrieval of a desired object from under a cover

FIGURE 14.1 Two visual scenes.
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where it had been seen previously. Later in infancy, in-
fants are able to search accurately for objects even when
there are multiple potential hiding places, marking the
advent of full ‘object permanence.’

Piaget placed more emphasis on the importance of
manual search for developmental changes in object per-
ception than visual skills, yet the lessons from his theory
for questions of development of the visual system could
not be more relevant. Upon the infant’s first exposure to
patterned visual input, he does not inhabit a world of ob-
jects, but rather a world of disconnected images devoid
of depth, coherence, and permanence. Building coherent
things from these disconnected images comes from ac-
tion and experience with objects over time.

14.1.2 Gestalt Theory

Piagetian theory can be contrastedwith a coeval, com-
peting account. The Gestalt psychologists, unlike Piaget,
were not strictly developmentalists, but they did have
much to say about how visual experience might be struc-
tured in the immature visual system. They suggested
that subjective experience corresponds to the simplest
and most regular interpretation of a particular visual ar-
ray in accord with a general ‘minimum principle,’ or
Prägnanz (Koffka, 1935). The relatively basic shapes of
most objects are more coherent, regular, and simple than
disconnected and disorganized forms. The minimum
principle and Prägnanz were thought to be rooted in
the tendency of neural activity toward minimum work
andminimum energy, which impel the visual system to-
ward simplicity (Koffka, 1935).

The minimum principle is a predisposition inherent
in the visual system, and so it follows that young infants
should experience the visual environment as do adults.
In one of the few sections of Gestalt writings to focus on
development, a ‘primitive mentality’ was attributed to
the human infant (Koffka, 1959/1928; Köhler, 1947), im-
plying that one’s perceptual experience is never one of
disorganized chaos, no matter what one’s position in
the lifespan. Hebb (1949) noted, in addition, the neo-
nate’s electroencephalogram was organized and some-
what predictable, perhaps reflecting organized sensory
systems at birth and serving as a stable foundation for
subsequent perceptual development. Gibson (1950) sug-
gested that visual experience begins with ‘embryonic
meanings,’ a position echoed by Zuckerman and Rock
(1957), who argued that an organized world could not
arise from experience in the form of memory for previ-
ously encountered scenes and objects, because experi-
ence cannot operate in an organized fashion over
inherently disorganized inputs. Necessarily, therefore,
the starting point of visual organization is inherently or-
ganized. Like Piaget, Gestalt psychologists proposed

that development of object perception per se involved
active manual exploration, which imparts additional
information about specific object kinds (Koffka, 1959),
but the starting point for visual experience is necessarily
quite different on the two accounts. On the Gestalt view,
perceptual organization precedes object knowledge;
on the Piagetian view, object knowledge and perceptual
organization develop in tandem.

Piagetian andGestalt accounts specify a starting point
for postnatal development, and each has particular
views about how development of the infant’s visual
world might proceed. Neither account is wholly on
one side of the nature–nurture issue, and both accounts
have offered testable predictions that have guided sub-
sequent research, and aswill be seen later in this chapter,
both accounts have influenced important research on ob-
ject perception in infants. Yet neither can be taken as
complete, in part because neither took a sufficiently com-
prehensive approach to vision. A quote from Gibson
(1979) helps explain why this is so: The visual system
comprises “the eyes in the head on a body supported
by the ground, the brain being only the central organ
of a complete visual system. When no constraints are
put on the visual system, we look around, walk up to
something interesting and move around it so as to see
it from all sides, and go from one vista to another”
(p. 1). Vision is not passive, even in infancy; at no point
in development are infants simply inactive recipients
of visual stimulation. Instead, they are active perceivers,
and active participants in their own development,
from the beginning of postnatal life (von Hofsten,
2004). Young infants do not have all the action systems
implied by Gibson’s quote at their disposal, but eye
movements are a notable exception, and as will be seen
in a later section, there are strong reasons to suspect a
critical role for oculomotor behavior in cognitive
development.

14.2 PRENATAL DEVELOPMENT OF THE
VISUAL SYSTEM

The mammalian visual system, like other sensory and
cortical systems, begins to take shape early in prenatal
development. For example, in humans, the retina starts
to form around 40 days postconception and is thought to
have a relatively complete set of cells by 160 days,
though the growth of individual cells and their lattice-
like organization characteristic of mature structure con-
tinue to develop well past birth (Finlay et al., 2003). The
distinction between foveal and extrafoveal regions (viz.,
what will become thalamus and cortex) is present early;
like the retina, the topology and patterning of receptors
and neurons continue to change throughout prenatal de-
velopment and the first year after birth. Foveal receptors
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are overrepresented in the cortical visual system, and de-
tailed information about different parts of the scene is
enabled by moving the eyes to different points (see
Section 14.4.3). The musculature responsible for eye
movements develops before birth in humans, as do sub-
cortical systems (e.g., superior colliculus and brainstem)
to control these muscles (Johnson, 2001; Prechtl, 2001).

Many developmental mechanisms are common
across mammalian species, including humans, though
the timing of developmental events varies (Clancy
et al., 2000; Finlay and Darlington, 1995). Data from
humans are sparse, but the few cases where deceased
embryos and fetuses are available demonstrate that
many major structures (neurons, areas, and layers) in vi-
sual cortical and subcortical areas are in place by the end
of the second trimester in utero (e.g., Zilles et al., 1986).
Later developments consist of the physical growth of
neurons and the proliferation and pruning of synapses,
which is, in part, activity dependent (Greenough et al.,
1987; Huttenlocher et al., 1986).

14.2.1 Development of Structure in the Visual
System

The visual system consists of a richly interconnected
yet functionally segregated network of areas specializing
in processing different aspects of visual scenes and visu-
ally guided behavior: contours, motion, luminance,
color, objects, faces, approach versus avoidance, and
so forth. Areal patterns are present in a rudimentary
form during the first trimester, but the final forms con-
tinue to take shapewell after birth; like synaptic pruning,
developmental processes are partly the result of experi-
ence. Some kinds of experience are intrinsic to the visual
system, as opposed to outside stimulation. Spontaneous
prenatal activity in visual pathways contributes to reti-
notopic mapping (Sperry, 1963) and the preservation
of sensory structure, beginning in the retina and extend-
ing through the thalamus, primary visual cortex, and
higher visual areas. Waves of coordinated, spontaneous
firing of retinal cells have been observed in chicks and
ferrets (Wong, 1999). Waves travel across the retinal sur-
face and are then systematically propagated through to
the higher areas. This might be one way by which corre-
lated inputs remain coupled and dissimilar inputs be-
come dissociated, prior to exposure to light.

As soon as neurons are formed, find their place in cor-
tex, and grow, they begin to connect to other neurons.
There is a surge in synaptogenesis in visual areas around
the time of birth and then a more protracted period in
which synapses are eliminated, reaching adult-like
levels at puberty (Bourgeois et al., 2000). This process
is activity dependent: Synapses are preserved in active
cortical circuits and lost in inactive circuits. Auditory

cortex, in contrast, experiences a synaptogenesis surge
several months earlier, which corresponds to its earlier
functionality relative to visual cortex (viz., prenatally).
Here, too, pruning of synapses extends across the next
several years. (In other cortical areas, such as frontal cor-
tex, there is a more gradual accrual of synapses without
extensive pruning.) For the visual system, the addition
and elimination of synapses, the onset of which coin-
cides with the start of visual experience, provides an im-
portant mechanism by which the cortex tunes itself to
environmental demands and the structure of sensory
input.

14.3 VISUAL PERCEPTION IN THE
NEWBORN

Human infants are born with a functional visual sys-
tem. The eye of the newborn is sensitive to light, and if
motivated (i.e., awake and alert), the baby may react to
visual stimulationwith head and eyemovements. Vision
is relatively poor, however: acuity (detection of fine de-
tail), contrast sensitivity (detection of different shades of
luminance), color sensitivity, and sensitivity to direction
of motion all undergo improvements after birth (Banks
and Salapatek, 1983). The field of view is also relatively
small, so that newborns often fail to detect targets too far
distant or too far in the periphery. In addition, as far as
we know, neonates lack stereopsis, perception of depth
from binocular disparity (differences in the input to the
two eyes). Maturation of the eye and cortical structures
(see previous section) supports developments in these
visual functions, and learning plays an important role
as well, as discussed in greater detail in Section 14.5.

14.3.1 Visual Organization at Birth

Testing newborn infants is not for the faint of heart.
Success is entirely dependent on the baby’s mood; this
is at its most capricious early in postnatal life, and there
is no predicting neonate behavior. Having said this, a
number of patient scientists have conducted careful
experiments with neonates; these experiments have
revealed that despite relatively poor vision, neonates ac-
tively scan the visual environment. Early studies, summa-
rized by Haith (1980), revealed systematic oculomotor
behaviors that provided clear evidence of visual organiza-
tion at birth. Newborns, for example, will search for pat-
terned visual stimulation, tending to scan broadly until
encountering an edge, at which point scanning narrows
so that the edge can be explored. Such behaviors are
clearly adaptive for investigating and learning about
the visual world.
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In addition, newborn infants show consistent visual
preferences. Fantz (1961) presented newborns with
pairs of pictures and other two-dimensional (2D) pat-
terns and recorded member of the pair which attracted
the infant’s visual attention, which he scored as propor-
tion of fixation times per exposure. Infants typically
showed longer looking at one member of the pair:
bull’s-eyes versus stripes, or checkerboards versus
solid forms, for example. Visual preferences have
served as a method of choice ever since, in older infants
as well as neonates. Slater (1995) described a number of
newborns’ preferences: patterned versus unpatterned
stimuli, curvature versus rectilinear patterns, moving
versus static patterns, 2D versus 3D forms, and high-
versus low-contrast patterns, among others. In addi-
tion, perhaps due to the relatively poor visual acuity
of the newborn visual system, there is a preference
for ‘global’ form versus ‘local’ detail in newborns
(Macchi Cassia et al., 2002).

14.3.2 Visual Behaviors at Birth

Fantz (1964) reported that repeated exposure to a
single stimulus led to a decline of visual attention,
and increased attention to a new stimulus, in 2- to 6-
month-olds. A substantial number of subsequent inves-
tigations examined infants’ preferences for familiar and
novel stimuli as a function of increasing exposure, and
these in turn led to standardized methods for testing in-
fant perception and cognition, such as habituation para-
digms (Cohen, 1976), as well as a deeper understanding
of infants’ information processing (Aslin, 2007; Hunter
and Ames, 1989; Sirois and Mareschal, 2002).

Neonates (and older infants) will habituate to re-
peated presentations of a single stimulus; habituation
is operationalized as a decrement of visual attention
across multiple exposures according to a predetermined
criterion. Following habituation, infants generally show
preferences for novel versus familiar stimuli, implying
both discrimination of novel and familiar stimuli and
memory for the stimulus shown during habituation. Ne-
onates and older infants also recognize visual constan-
cies or invariants, the identification of common
features of a stimulus across some transformation, for
instance, shape, size, slant, and form (Slater et al.,
1983). Recognition of invariants forms the basis for
categorization.

14.3.3 Faces and Objects

Newborns prefer faces and face-like forms relative to
other visual stimuli and are thus well prepared to begin
engaging in social interactions with conspecifics. Some
have speculated that there is an innate representation

for facial structure (Morton and Johnson, 1991); others
have suggested that the preference stems from general-
purpose visual biases that guide attention toward stimuli
of a particular spatial frequency, with a prevalence of
stimulus elements in the top portion, as seen in
Figure 14.2 (Turati et al., 2002; Valenza et al., 1996).

Newborns’ object perception is not so precocious.
Neonates perceive segregation of figure and ground
(i.e., seeing objects as distinct from backgrounds),
but there are limits in the ability to perceive object
occlusion, as seen in Figure 14.3(a). Adults and older
infants perceive this display as consisting of two ob-
jects, one moving back and forth behind the other
(Kellman and Spelke, 1983). Neonates, however, seem
to perceive this display as consisting of three discon-
nected parts (Slater et al., 1990). In these experiments,
infants were habituated with the partly occluded rod
display, followed by two test displays. One test
display (Figure 14.3(b)) consisted of the whole rod
(no occluder), and the other consisted of two rod parts,
separated by a gap in the space where the occluder
was seen, corresponding to the visible rod portions
in the habituation stimulus (Figure 14.3(c)). For 4-
month-olds, longer looking at the broken rod is taken
as evidence that they perceived unity of the rod parts
as unified behind the box, but for neonates longer
looking at the complete rod implies perception of dis-
joint surfaces in similar displays. The developmental
processes underlying this shift in perceptual abilities
are discussed in Section 14.5.1. See also Chapters 18
and 19.

Stimuli

53.86 s vs. 37.62 s

p < 0.03

34.70 s vs. 41.08 s

p > 0.20

44.15 s vs. 22.89 s

p < 0.003

10.43 vs. 6.5

p < 0.01

10 vs. 8.09

p < 0.05

7.6 vs. 8.3

p > 0.30

Total fixation time Number of discrete
looks

FIGURE 14.2 Face-like stimuli from experiments on neonates’
preferences. Reproduced from Turati C, Simion F, Milani I, and Umiltà C
(2002) Newborns’ preference for faces: What is crucial?Developmental Psy-
chology 38: 875–882.
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14.4 POSTNATAL VISUAL
DEVELOPMENT

As noted in Section 14.2, visual development begins
prenatally; in this section, some of the ways in which it
continues after birth are described. Both infants and
adults scan visual scenes actively – on the order of 2–4
eye movements per second in general (Johnson et al.,
2004; Melcher and Kowler, 2001) – but visual function
is relatively poor at birth in terms of processing and an-
alyzing visual information. Functional visual develop-
ment has been explained in terms of visual maturation
(Atkinson, 2000; Johnson, 1990, 2005). Acuity, for exam-
ple, improves in infancy with a number of develop-
ments, all taking place in parallel: migration of
receptor cells in the retina toward the center of the
eye, elongation of the receptors to catch more incoming
light, growth of the eyeball to augment the resolving
power of the lens, myelination of the optic nerve and cor-
tical neurons, and synaptogenesis and pruning. See also
Chapter 12.

14.4.1 Visual Physiology

The visual system, like the rest of the brain, is orga-
nized modularly and hierarchically. Incoming light is
transduced into neural signals by the retina, which
passes information to the lateral geniculate nucleus (part
of the thalamus), and then to primary visual area (V1) in
cortex and higher visual areas. Successively higher vi-
sual areas code for visual attributes in larger portions
of visual field and participate in more complex visual
functions (see Figure 14.4). For example, visual path-
ways extending from V5 (also known as area MT, or me-
dial temporal) through parietal cortex are largely
responsible for coding motion. Infants younger than
2 months appear unable to discriminate different direc-
tions of motion until maturation of pathways extending
to and originating in V5 (Johnson, 1990). For motion

processing, therefore, development centers on a limited
number of visual areas and a relatively small number of
mechanisms (e.g., myelination, synaptic growth, and
pruning). Object perception, in contrast, is far more com-
plex, involving many areas, each of which is responsible
for processing one or more of the many visual attributes
that defines edges, surfaces, and objects.

14.4.2 Critical Periods

A critical period refers to a time in an individual’s on-
togenywhen some function or abilitymust be stimulated
or it will be lost permanently (see Daw, 1995). This no-
tion can be contrasted with a sensitive period, similar
in concept but generally referring to scenarios in which
effects of deprivation are not so severe. The formal study
of critical periods was initiated by Wiesel and Hubel
(1963), who covered or sutured one eye in kittens from
birth for a period of 1–4 months and examined the effects
of visual deprivation by patching the unaffected eye and
observing visual function of the affected eye alone. The
deprived eye was effectively blind, as revealed by both
behavioral and neural effects. Behavioral effects in-
cluded an inability to navigate visually or respond to ob-
jects introduced by the experimenters, though the
animals behaved normally under these circumstances
when permitted to use the unaffected eye. Neural effects
were examined by recording from single cells in visual
cortex; in general, few cortical cells could be driven by
the deprived eye in cortical regions normally responsive
to input from both eyes, such as the postlateral gyrus.
Wiesel and Hubel also reported the effects of eye closure
in animals that were allowed some visual experience
prior to deprivation, highlighting the distinction be-
tween critical and sensitive periods. The unaffected
eye dominated activity of cells in the visual cortex but
depended on both the extent of visual experience prior
to deprivation and the duration of deprivation.

Stereopsis, the detection of distance differences in
near space (e.g., threading a needle), seems to emerge

(a) (b) (c)

FIGURE 14.3 Rod-and-box displays from experiments on infants’ perception of partly occluded objects: (a) habituation stimulus and (b and c)
test stimuli.
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during a critical period. Stereopsis relies on slight differ-
ences in the inputs to the two eyes when they are di-
rected to the same point, also known as disparity.
Cells in the primary visual cortex are organized into ‘oc-
ular dominance’ columns that receive inputs from the
two eyes and register the amount of disparity between
them. These require binocular function early in life –
the two eyes must be directed consistently at the same
points and focus on them. This can be disrupted by am-
blyopia (poor vision in one eye) or strabismus (misalign-
ment of the eyes). Normally, mature visual cortex
contains cells responsive to both eyes, and a few to only
one eye. Abnormal visual experience can produce a
preponderance of cells responsive to only one or the
other eye, but not to both. In typically developing in-
fants, stereopsis emerges at about 4 months, as inputs
from the two eyes into the ocular dominance columns
become segregated (Held, 1985). (Prior to this time,
the inputs are more likely to be superimposed, which
may result in frequent diplopia, or double vision, early
in life.) The critical period for development of stere-
opsis in humans is estimated to be 1–3 years (Banks
et al., 1975).

14.4.3 Development of Visual Attention

Visual attention – eye movements – is a combination
of saccades and fixations. During a saccade, the point of
movements sweeps rapidly across the scene, and during
a fixation, the point of gaze is stationary. Analysis of the
scene is performed during fixations. Eye movements can
also be smooth rather than saccadic, as when the head
translates or rotates as the point of gaze remains stabi-
lized on a single point in space (the eyes move to com-
pensate for head movement), or when following a
moving target.

Visual attention in infancy has attracted a great deal of
interest, because it is a behavior that is relatively mature,
even at birth, and because it is relatively easy to observe
(Johnson, 2005; Richards, 1998). Oculomotor behaviors
that have been examined include detection of targets
in the periphery, saccade planning, oculomotor anticipa-
tions, sustained versus transient attention, effects of spa-
tial cuing, and eye/head movement integration; other
tasks examined inhibition of eye movements, such as
disengagement of attention, inhibition of return, and
spatial negative priming. Bronson (1990, 1994) examined
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scanning patterns as infants viewed simple geometric
forms, and reported changes with development in atten-
tion to distributed visual features, including a greater
tendency to scan between features, to direct saccades
with greater accuracy, and in general to engage in more
‘volitional’ scanning, starting at 2–3 months.

There are important developments also in viewing
complex scenes. In my lab, we recently recorded eye
movements of infants and adults as they watched seg-
ments of an animated cartoon,ACharlie Brown Christmas,
that was rich in social content (Frank et al., 2009). Three-
month-olds’ attention was captured most by low-level
image salience (variations in color, luminance, and mo-
tion), and by 9 months, there was a stronger focusing of
attention on faces. There were no reliable differences be-
tween age groups inmeasures such asmean saccade dis-
tance and fixation duration. One interpretation of these
results is a developmental transition toward attentional
capture by semantic content – the ‘meaning’ inherent in
social stimuli. See also Chapter 22.

14.4.4 Cortical Maturation and Oculomotor
Development

Gaze control inmature primates is accomplishedwith
a coordinated system of both subcortical and cortical
brain areas, as seen in Figure 14.5. Control of eye move-
ments originates in areas with outputs that are con-
nected to the brainstem, which sends signals to the
oculomotor musculature. Development of visual atten-
tion has often been interpreted as revealing development
of cortical systems that control it. Visual attention has
been suggested to be largely under subcortical control
until the first few months after birth, after which there
is increasing cortical control (Atkinson, 1984; Colombo,
2001; Johnson, 1990).

For example, oculomotor smooth pursuit and percep-
tion of motion direction have been proposed to rely on a
common cortical region, area V5, and their development
of these visual functions in infancy has been tied to mat-
uration of V5, as noted previously (Johnson, 1990).
Smooth pursuit is maintenance of gaze on a moving tar-
get with nonsaccadic, eye movements; motion direction
perception is often tested with random-dot displays
to control for the possibility that motion following is
not simply a detection of change in position. Perceiving
motion and performing the computations involved
in programming eye movements to follow motion are
thought to be founded on the same cortical structures
(Thier and Ilg, 2005). This suggestion was tested empir-
ically by Johnson et al. (2008), who observed infants be-
tween 58 and 97 days of age in both a smooth pursuit
(Figure 14.6, top panel) and a motion direction discrim-
ination task (Figure 14.6, center panel). Individual
differences in performance on the two tasks were
strongly correlated and were also positively correlated
with age (Figure 14.6, bottompanel), consistent with the
maturation theory. Other visual functions in infancy
that have been linked to cortical maturation include de-
velopment of form and motion perception, stemming
from maturation of parvocellular and magnocellular
processing streams, respectively (Atkinson, 2000), and
development of visual memory for object features
and object locations, stemming frommaturation of ven-
tral and dorsal processing streams (Mareschal and
Johnson, 2003).

14.4.5 Development of Visual Memory

Memory for events, object features, and locations im-
proves over the first several postnatal months (Rose
et al., 2004). As noted previously, newborns will habitu-
ate to repeated presentations of a visual stimulus and re-
cover interest to a novel one, clear evidence for a
functional short-term visual memory store available at
birth. Visual short-term memory in older infants has
been examined with a ‘change-detection’ task in which
infants viewed a pair of displays side by side, each
of which contained one or more shapes. On one side,
the object or objects underwent color changes every
250 ms (Ross-Sheehy et al., 2003). When there was one
object per side, 4-month-olds looked longer toward
the side with color changes, implying a short-term store
of the color information across the 250-ms temporal gap.
Visual short-term memory develops rapidly: 10-month-
olds retained color information across a set size of four,
all different colors (Ross-Sheehy et al., 2003), and 7.5-
month-olds retained information about color-location
combinations (set size of three) across a 300-ms delay
(Oakes et al., 2006).
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FIGURE 14.5 Subcortical and cortical structures involved in oculo-
motor control. FEF, frontal eye fields; MEF, medial eye fields. Repro-
duced from Schiller and Tehovnik (2001).
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Studies of infant memory employing operant condi-
tioning paradigms, in which infants are trained to kick
their legs to move a mobile, have demonstrated long-
term visual recognition stores that are available from
at least 2 months under some conditions; the memories
formed can last for several days or evenweeks given suf-
ficient training with the mobile and reminders (Rovee-
Collier, 1999). Infants at 6 months can imitate observed
behaviors after 24 h, and the retention interval is consid-
erably longer in older infants (Barr et al., 1996). Develop-
ments in visual memory, like many other visual
functions, have been proposed to stem from cortical de-
velopment, in particular areas of the medial temporal
lobe such as hippocampus, perirhinal and entorhinal
cortices, and amygdala (Bauer, 2004; Nelson, 1995;
Rose et al., 2004). See also Chapter 16.

14.4.6 Development of Visual Stability

Our gaze moves frequently from point to point in the
visual scene, and our bodies move from place to place.
Despite these continual disruptions and interruptions
in visual input, we experience the visual world as an in-
herently stable place. Consider, for example, the differ-
ence in your visual experience when you read this
page while shaking your head back and forth (as if you
wanted to signify ‘no’ to someone). Reading is not much
compromised. Now shake the page back and forth while
holding your head steady. Youwill discover reading to be
more difficult, yet the spatial relation between your head
and the page in the two situations is similar. When you
rotate your head, compensatory eye movements known
as the vestibulo-ocular response (VOR) allow the point
of gaze to remain fixed or to continuemoving volitionally
as desired (aswhen reading).When the pagemoves, there
is no such compensatory mechanism.

Evidence from three paradigms suggests that visual
stability emerges gradually across the first year after
birth. First, young infants have difficulty discriminating
optic flow patterns that simulate different directions of
self-motion (Gilmore et al., 2004). Infants viewed a pair
of random-dot displays in which the dots repeatedly ex-
panded and contracted around a central point to simu-
late the effect of moving forward and backward under
real-world conditions. On one side, the location of this
point shifted periodically, which for adults specifies a
change in heading direction; the location on the other
side remained stationary. Under these circumstances,
adults detected a shift simulating a 5� change in heading,
but infants were insensitive to all shifts below 22�, and
sensitivity was unchanged between 3 and 6 months. Gil-
more et al. speculated that optic flow sensitivity may be
improved by self-produced locomotion after 6 months of
age, or by maturation of the ventral visual stream.

Second, young infants’ saccade patterns tend to be
retinocentric, rather than body centered, in a ‘double-
step’ tracking paradigm (Gilmore and Johnson, 1997).
Retinocentric saccades are programmed without taking
into account previous eye movements. Body-centered
eye movements, in contrast, are programmed while
updating the spatial frame of reference or coordinate
system inwhich the behaviors occur. Infants first viewed
a fixation point that then disappeared, followed in suc-
cession by the appearance and extinguishing of two tar-
gets on either side of the display. The fixation point was
located at the top center of the display, and targets were
located below it at the extreme left and right sides. As the
infant viewed the fixation point and targets in sequence,
there was an age-related transition in saccade patterns.
Three-month-olds tended to direct their gaze downward
from the first target, as if directed toward a target below
the current point of gaze. In reality, the second target was
below the first location – the original fixation point – not
the current point of gaze. Seven-month-old infants, in
contrast, were more likely to direct gaze directly toward
the second target. These findings imply that young in-
fants’ visual–spatial coordinate system, necessary to
support perception of a stable visual world, may be in-
sensitive to extraretinal information, such as eye and
head position, in planning eye movements.

Third, there are limits in the ability of infants younger
than 2 months to switch attention flexibly and volition-
ally to consistently maintain a stable gaze. Movement
of one’s body through the visual environment can pro-
duce an optic flow pattern, as can head movement while
stationary (recall the head-shaking example). The two
scenarios may produce similar visual inputs from optic
flow, yet we readily distinguish between them. In addi-
tion, adult observers can generally direct attention to ei-
ther moving or stationary targets, nearby or in the
background, as desired. These are key features of visual
stability, and four eye movement systems work in con-
cert to produce it. Optokinetic nystagmus (OKN) stabi-
lizes the visual field on the retina as the observer
moves through the environment. OKN is triggered by
a large moving field, as when gazing out the window
of a train: The eyes catch a feature, follow it with a
smoothmovement, and saccade in the opposite direction
to catch another feature, repeating the cycle. The VOR,
described previously, helps maintain a stable gaze to
compensate for head movement. (OKN and the VOR
are present and functional at birth, largely reflexive or
obligatory, and are likely mediated by subcortical path-
ways; Atkinson and Braddick, 1981; Preston and
Finocchio, 1983.) The others are the saccadic eye move-
ment system and smooth pursuit, to compensate for or
cancel the VOR or OKN as appropriate. Aslin and
Johnson (1994) observed suppression (cancellation) of
the VOR to fixate a small moving target in 2- and
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4-month-olds, but not 1-month-olds, and Aslin and
Johnson (1996) observed suppression of OKN to fixate
a stationary target in 2-month-olds, but not in a younger
group.

14.4.7 Object Perception

As noted previously in Section 14.3.3, ‘piecemeal’ or
fragmented perception of the visual environment ex-
tends from birth through the first several months after-
ward under some conditions, implying a fundamental
shift in the infant’s perceptual experience. Because neo-
nates and 4-month-olds appear to construe rod-and-box
displays differently – as disjoint surfaces and as oc-
cluded objects, respectively – an important step in un-
derstanding development of perceptual completion is
investigations of performance in 2-month-olds. In the
first such investigation, 2-month-olds were found to
show an ‘intermediate’ pattern of performance (no reli-
able posthabituation preference), consistent with the
possibility that spatial completion is developing at this
point but not yet in final form (Johnson and Náñez,
1995). A follow-up study examined the hypothesis that
2-month-oldsmay perceive unity if given additional per-
ceptual support. We simply increased the amount of vis-
ible rod surface revealed behind the occluder by
reducing box height and by adding gaps in it, and under
these conditions, 2-month-olds provided evidence of
unity perception (Johnson and Aslin, 1995). Adopting
this approach with newborns, however, failed to reveal
similar evidence: Even in ‘enhanced’ displays, newborns
seemed to perceive disjoint rather than unified rod parts
(Slater et al., 1994, 1996).

A number of studies have shown that young infants
can maintain representations of the solidity and location
of fully hidden objects across brief delays (e.g., Aguiar
and Baillargeon, 1999; Spelke et al., 1992). Yet newborns
provide little evidence of perceiving partly occluded ob-
jects, begging the question of how perception of com-
plete occlusion, or existence constancy, emerges
during the first few months after birth. To address this
question, experiments have examined infants’ responses

to objects that move forward on a trajectory, disappear
behind an occluder, reappear on the far side, and reverse
direction, repeating the cycle (Figure 14.7(a)). Following
habituation to this display, infants viewed test displays
consisting of continuous and discontinuous trajectories
(Figures 14.7(b) and 14.7(c)), analogous to the broken
and complete test stimuli described previously. Four-
month-olds appeared to treat the ball-and-box display
depicted in Figure 14.7(a) as consisting of two discon-
nected trajectories, rather than a single, partly hidden
path (Johnson et al., 2003a,b), but by 6 months, infants
perceived this trajectory as unitary. When occluder size
was reduced, however, 4-month-olds’ posthabituation
preferences (and thus, by inference, their percepts of
spatiotemporal completion) were shifted, partway by
an intermediate width, and fully by a narrow width,
so narrow as to be only slightly larger than the ball itself.
Reducing the spatial gap, therefore, supported perception
of a complete trajectory in 4-month-olds. In 2-month-olds,
this manipulation appeared to have no effect, implying a
lower age limit for trajectory completion in infants, just as
there may be for spatial completion.

14.4.8 Face Perception

As noted in Section 14.3.3, infants are better prepared
to perceive faces than objects at birth, showing prefer-
ences for faces and face-like structures. Research on face
perception in infants provides additional insights on
mechanisms of recognition. In adults, face recognition
is near ceiling when faces are upright, but when faces
are inverted, performance is relatively poor – the inver-
sion effect (Yin, 1969). This appears to be specific to faces;
other visual configurations normally seen upright, such
as houses, are not vulnerable to the effect. These findings
are thought to reflect a difference in processing ‘strate-
gies’ when viewing upright versus inverted faces. When
faces are upright, they are processed in terms of both the
individual features and the spatial relations among fea-
tures (viz., both piecemeal and holistic processing), but
when inverted, these relations are more difficult to ac-
cess, forcing greater reliance on only a single source of

(a) (b) (c)

FIGURE 14.7 Ball-and-box displays from experiments on infants’ perception of existence constancy: (a) habituation stimulus and (b and c) test
stimuli.
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information for recognition – the features – and thus
impairing performance.

Carey and Diamond (1977) reported that children
younger than 10 years of age do not show the inversion
effect. This led to the suggestion that young children
process faces according to features only, and that piece-
meal-to-holistic processing develops during childhood,
perhaps from experience viewing faces or maturation
of the right cerebral hemisphere implicated in complex
visual–spatial tasks. Consistent with these findings, chil-
dren’s discrimination of faces was impaired more by a
mismatch in the spacing of features than by a mismatch
in the features themselves (eyes, nose, and mouth) or
faces’ outer contours, as seen in Figure 14.8 (Mondloch
et al., 2002), and there were dramatic improvements in
performance from 6 years through adulthood in match-
ing identity of faces across changes in facial expression,

orientation, and ‘lip reading’ (mouthing different
vowels), all of which require sensitivity to spatial rela-
tions among features (Mondloch et al., 2003).

Other reports, however, provide evidence for a much
earlier piecemeal-to-holistic shift in processing faces.
First, Younger (1992) found that 10-month-old infants
were sensitive to correlations among facial attributes in
a face discrimination task; 7-month-olds provided evi-
dence of discrimination from featural variations only.
Second, evidence from a ‘switch’ paradigm showed that
7-month-olds processed configurations of facial features
that were disrupted by inversion (Cohen and Cashon,
2001). In the switch design, infants are habituated to a
pair of distinct stimuli (in this case, faces); at the test,
selected features are switched from one stimulus to the
other, and infants are observed for recovery of interest
to the new configuration. A more recent study using this

(a)

(b)

(c)

FIGURE 14.8 Stimuli used to test recognition of faces inwhich the spacing of features is varied (top row), the features (but not their spacing) are
varied (center row), or the outer contours (but not features or spacing) are varied (bottom row). The faces in the leftmost positions of each row are
identical; other faces in each row are variations of it.Reproduced fromMondloch CJ, Le Grand R,Maurer D (2002) Configural face processing develops more

slowly than featural face processing. Perception 31: 553–566.
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design found a developmental progression toward
processing configurations between 4 and 10 months
(Schwarzer et al., 2007). Third, the inversion effect was
found in face recognition tasks with 5-, 7-, and
9-month-olds, but when outer contours and inner facial
features were inverted in separate experiments, only the
2 older age groups showed impairment from inversion,
suggesting a greater flexibility in their processing –
utilizing either internal or external features to recognize
the faces (Rose et al., 2008).

14.4.9 Critical Period for Development
of Holistic Perception

Evidence for a critical period for holistic face percep-
tion comes from a study of individuals born with cata-
racts who underwent surgery to correct the problem
(Le Grand et al., 2001). Each individual had at least
9 years of visual experience after surgery. The individ-
uals were tested with face recognition tasks as described
in the previous section, including tests of inversion ef-
fects, using some of the stimuli shown in Figure 14.8.
There was a specific deficit in recognition from configu-
rational information – the spacing of features – but not
from featural information, where performance was not
reliably different from controls. A particularly striking
characteristic of these findings concerns the timing of
cataract replacement, which for every patient was less
than 7 months of age – and in a few cases, as little as
2–3 months. The critical period for development of holis-
tic processing, therefore, appears to be exceedingly brief.
Interestingly, infants at 2–3 months show no signs of the
inversion effect (Cashon and Cohen, 2003), and sensitiv-
ity to some kinds of holistic information in faces is not
adultlike until several years after this time, as noted
previously.

Some kinds of holistic object perception appear to be
comprised by visual deprivation, but the evidence is
complex. On the one hand, patients treated for cataracts
showed no deficits, relative to controls, in identifying
pictures of houses on the basis of both featural and con-
figurational information, in contrast to face recognition
(Robbins et al., 2008). And a case study of SRD, a woman
who had cataracts removed at age 12, revealed few obvi-
ous deficits in object perception when tested 22 years
later on shape matching, visual memory, and image seg-
mentation tasks (Ostrovsky et al., 2006). Her perfor-
mance at face recognition was impaired relative to
controls, as expected from the Le Grand et al. (2001)
study, but she was not tested explicitly for holistic object
perception.

On the other hand, a case study of MM, a man who
lost his vision at 3.5 years and had cataract replacement
nearly 40 years later, revealed marked deficits in object

perception skills (Fine et al., 2003). Five months after sur-
gery, MM was unable to detect transparency in overlap-
ping forms, to see depth from perspective in a Necker
cube, or to identify a shape defined by illusory contours
(a Kanizsa square) – the latter a paradigmatic instance of
holistic processing, the binding of visual features across
a spatial gap. Hewas also limited in recognition of every-
day objects and had difficulty discriminating faces and
identifying emotional expression, reporting to rely on in-
dividual features rather than a ‘Gestalt’ for these pur-
poses. Cortical areas that give strong responses in
normally sighted observers when viewing faces and ob-
jects (lingual and fusiform gyri) were largely inactive in
MM. (Other visual functions were well preserved, such
as contrast sensitivity, color perception, and motion per-
ception, implying that they may have been more estab-
lished and consequently robust to deprivation by the
time MM was blinded in childhood.)

A recent study of illusory contour perception in cata-
ract replacement patients provides additional evidence
for severe compromise in feature binding from early vi-
sual deprivation (Putzar et al., 2007). Patients were di-
vided into two groups, one with cataract replacement
prior to 6 months and the second after this time, and
their performancewas compared to controls. The patient
group treated after 6 months showed elevated reaction
times and greater miss rates when searching for illusory
shapes among distracters, relative to real shapes; the
other groups showed reliably less of a difference on
these measures. Interviews conducted after testing
revealed that the post-6-month patient group did not
perceive the illusory figures at all, but rather adopted
a strategy of finding regions in the scenes where the in-
ducing elements pointed inward. Consistent with exper-
iments on face perception described previously, these
results point to the first several months after birth as a
critical period for spatial integration of visual
information.

14.5 HOW INFANTS LEARN ABOUT
OBJECTS

14.5.1 Learning from Targeted Visual
Exploration

Infants in the transition toward spatial completion in
rod-and-box displays – 2–3 months of age – have been
observed for evidence that scanning patterns are associ-
ated with unity perception. These links are clear. Amso
and Johnson (2006) and Johnson et al. (2004) observed
3-month-old infants in a perceptual completion task
using the habituation paradigm described previously.
Infants’ eyemovements were recordedwith a corneal re-
flection eye tracker during the habituation phase of the
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experiment. We found systematic differences in scan-
ning patterns between infants whose posthabituation
test display preferences indicated unity perception and
infants who provided evidence of perception of disjoint
surfaces: ‘Perceivers’ tended to scan more in the vicinity
of the two visible rod segments and to scan back and
forth between them. In a younger sample (58–97 days),
Johnson et al. (2008) found a reliable correlation between
posthabituation preference (viz., our index of spatial
completion) and targeted visual exploration, operationa-
lized as the proportion of saccadic eye movements
directed toward the moving rod parts, obviously the
most relevant aspect of the stimulus for perception of
completion. Spatial completion was not predicted by
other measures of oculomotor performance, including
mean number of fixations per second, mean saccade dis-
tance (to assess overall scanning activity), mean vertical
position of each infant’s fixations (to assess a bias for the
upper portion of the stimulus), and mean dispersion of
visual attention (to assess scanning of limited portions
of the stimulus vs. scanning more broadly). Nor was
spatial completion associated with another measure of
oculomotor control, smooth pursuit. Rather, spatial com-
pletion was best predicted by saccades directed toward
the vicinity of the moving rod parts. This can be a chal-
lenge for a developing oculomotor system, attested by
the fact that targeted scans almost always followed the
rod as it moved, rarely anticipating its position.

Targeted visual exploration develops with time,
stems from increasing endogeous control of oculomotor
behavior, and consists of both selection of desired visual
targets and inhibition of everything else in the visual
scene. Evidence for development of selection comes
from studies of orienting, discussed previously in
Section 14.4.3. Evidence for development of its comple-
ment, inhibition, is relatively scarce. Newborns exhibit
inhibition of return of the point of gaze to recently visited
locations (Valenza et al., 1994), but inhibition of eye
movements to covertly attended locations develops
more slowly across the first year (Amso and Johnson,
2005, 2008). How selection and inhibition work together
to maximize effective uptake of visual information is not
yet known, but the experiments on spatial completion
and eyemovements begin to provide important insights.
Very young infants’ ability to perceive occlusion may be
precluded by insufficient access to visual information for
unity: alignment, common motion, and other Gestalt
cues such as similarity and interposition. An alternate
view stressing developmental mechanisms that are inde-
pendent of learning and experience might posit that
emergence of spatial completion stems exclusively from
maturation of neural structures responsible for object
perception, and, as infants begin to perceive occlusion,
their eyemovement patterns support or confirm this per-
cept. Amso and Johnson (2006) found that both spatial

completion and scanning patterns were strongly related
to performance in an independent visual search task in
which targetswere selected from among distracters. This
finding is inconsistent with the possibility that scanning
patterns were tailored specifically to perceptual comple-
tion, and instead suggests that a general facility with tar-
geted visual behavior leads to improvements across
multiple tasks – precisely the pattern of performance that
was observed.

How might developing object perception systems
benefit from targeted scans? Eye movements may serve
as a vital binding mechanism due to the relatively re-
stricted visual field and poor acuity characteristic of in-
fant vision. Visual information in the periphery is more
difficult to access with a single glance, increasing the
need to scan between features to ascertain their relations
to one another. The developmental timing of targeted vi-
sual exploration in infants seems just right for another
reason: the critical period for development of holistic ob-
ject processing. It may be that motor feedback from scan-
ning eye movements serves as a trigger for consolidation
of neural circuits in areas that represent the stimulus, en-
abling association of the separate parts of an object seen
on sequential fixations (Rodman, 2003). As an observer
views salient object features, the point of gaze falls in
rapid succession on components that will later be per-
ceived as part of a coherent whole. Motor feedback sig-
naling a series of sequential fixations within the central
visual field could thus be a powerful cue to bind features
together, a possibility consistent with close relations in
adults between scan paths and pattern recognition
(Noton and Stark, 1971; Rizzo et al., 1987) and scene per-
ception (Henderson, 2003).

14.5.2 Learning from Associations Between
Visible and Occluded Objects

By 6 months, infants’ short-term representations of
unseen objects are sufficiently robust to guide reaching
and oculomotor systemsprospectively to intercept objects
on hidden trajectories (Clifton et al., 1991; Johnson et al.,
2003a; von Hofsten et al., 1998). At 4 months, prospective
behavior – anticipations from eye and headmovements to
the place of reappearance of an object seen to move be-
hind an occluder – is adapted to variations in occluder
width and object speed, implying that under some con-
ditions, infants may track with their ‘mind’s eye’ (von
Hofsten et al., 2007). Yet, under other circumstances,
4-month-olds process partly occluded trajectories in
terms of visible components only, not complete paths
(Figure 14.7). Representations of occluded objects in
4-month-olds, therefore, appear to be rather fragile and
not completely established.

To examine the possibility that learning can facilitate
spatiotemporal completion,my colleagues and I presented
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ball-and-box displays to 4- and 6-month-olds as we
recorded their eye movements (Johnson et al., 2003a).
We reasoned that a representation of the object and its
trajectory under occlusionwould be reflected in a consis-
tent pattern of anticipatory eye movements toward the
place of reemergence, before the object’s appearance.
The stimulus was identical to the displays used by
Johnson et al. (2003b) to investigate spatiotemporal com-
pletion (Figure 14.7(a)). Because 6-month-olds provided
evidence of spatiotemporal completion in these displays

when testedwith an habituation paradigm,we predicted
that oculomotor anticipations would bemore frequent in
the older age group. This prediction was supported.
A higher proportion of 6-month-olds’ object-directed
eye movements was classified as anticipatory (i.e., initi-
ated prior to the ball’s emergence from behind the occlu-
der; Figure 14.9, top panel) relative to 4-month-olds
(Figure 14.9, center panel), corroborating the likelihood
that spatiotemporal completion strengthens between 4
and 6 months.
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FIGURE 14.9 Histograms showing oculomotor
anticipations (gray bars) versus reactions (black
bars) as infants view ball-and-box displays. Each
eye movement is coded for latency with respect to
the emergence of the ball from behind the box, time
0. Eye movements initiated prior to this time are an-
ticipations, and eye movements initiated after this
time are reactions. Top panel: 4-month-olds. Center
panel: 6-month-olds. Bottompanel: 4-month-olds af-
ter ‘training’ with a fully visible trajectory. Adapted
from Johnson SP, Amso D, Slemmer JA (2003) Develop-
ment of object concepts in infancy: Evidence for early

learning in an eye tracking paradigm. Proceedings of
the National Academy of Sciences of the United
States of America 100: 10568–10573.
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Evidence for learning as an important contributor to
this developmental change came from a new group of
4-month-olds in a ‘training’ condition. These infants
were first presented with an unoccluded, fully visible
ball trajectory (no occluder) for 2 min followed by the
ball-and-box display as per the other conditions, and
their eye movements were recorded. Here, the propor-
tion of anticipations was reliably greater than that
observed in the ‘baseline’ conditions with untrained 4-
month-olds, but not reliably different from that of
untrained 6-month-olds (Figure 14.9, bottom panel). In
other words, 2 min of exposure led to behaviors charac-
teristic of infants who are 2 months older. This rapid
learning may stem from the ability to form associations
between fully visible to partly or fully hidden objects.

In the real world, infants are exposed to many differ-
ent objects moving in different ways, presenting multi-
ple opportunities for learning. For associative learning
about occlusion to be a viable means of dealing with
real-world events, associations between visible and
partly occluded paths must be committed to memory.
How long do such rapidly acquired associations last?
To address this question, the Johnson et al. (2003b)
methods were replicated with new groups of 4-month-
olds and a nearly identical pattern of anticipatory behav-
iors in baseline and training conditions were observed
(Johnson and Shuwairi, 2009). A third group received
a half hour break between training and test, and perfor-
mance reverted to baseline, implying that memory for
the association was lost during the delay. But a fourth
group, provided with a single ‘reminder’ trial after an
identical delay, showed a recovery of oculomotor

anticipations equivalent to the no-delay training condi-
tion. (A fifth group, provided only a single training trial,
showed no benefit in the form of anticipatory looking.)
These findings suggest that accumulated exposure to oc-
clusion events may be an important means by which ex-
istence constancy arises in infancy.

14.5.3 Learning from Visual–Manual
Exploration

Spatial and spatiotemporal completions involve oc-
clusion of far objects by nearer ones. Solid objects also oc-
clude parts of themselves, meaning we cannot see the
opposite surfaces from our present vantage point. Per-
ceiving objects as solid in 3D space constitutes 3D object
completion, and we recently asked whether young in-
fants perceive objects in this way (Soska and Johnson,
2008). Four- and 6-month-olds were habituated to a
wedge rotating through 15� around the vertical axis such
that the far sides were never revealed (Figure 14.10). Fol-
lowing habituation infants viewed two test displays in
alternation, one an incomplete, hollow version of the
wedge, and the other a complete, whole version, both
undergoing a full 360� rotation revealing the entirety
of the object shape. Four-month-olds showed no consis-
tent posthabituation preference, but 6-month-olds
looked longer at the hollow stimulus, indicating percep-
tion of the wedge during habituation as a solid, volumet-
ric object in 3D space.

How does 3D object completion arise? One possibility
is that developmental changes in infants’ motor skills

Habituation: pivots through 15°

Test: rotates through 360°
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FIGURE 14.10 Rotating object displays from experiments on infants’ perception of three-dimensional object completion. Top panels: habit-
uation stimulus. Center and bottom panels: test stimuli. Adapted from Soska KC and Johnson SP (2008) Development of 3D object completion in infancy.
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might underlie the ability to perceive the unseen parts of
objects. Two types of motor skill, self-sitting and coordi-
nated visual–manual object exploration, seem particu-
larly important, because independent sitting frees the
hands for play and promotes gaze stabilization during
manual actions (Rochat and Goubet, 1995). Thus, self-
sitting might spur improvements in coordinating object
manipulation (e.g., rotating and transferring hand to
hand) with visual inspection, providing infants with
multiple views of objects. We tested these hypotheses
in a group of 4.5- to 7.5-month-olds by replicating the
Soska and Johnson (2008) methods and evaluating the
infants’ motor skills (self-sitting andmanipulation of dif-
ferent objects) on the same day (Soska et al., 2010). Strong
and significant relations were found between both self-
sitting and visual–manual coordination (from the motor
skills assessment) and the measure of 3D object comple-
tion (from the habituation paradigm). (Other motor
skills we recorded, such as holding skill and manual ex-
ploration without visual attention to the objects, did not
predict 3D object completion.) These results provide ev-
idence for a cascade of developmental events following
from the advent of visual–motor coordination, including
learning from self-produced experiences.

Evidence from spatial completion experiments re-
veals that newborns perceive surface segregation even
under conditions in which older infants and adults see
the identical surfaces as unified (Slater et al., 1990), yet
under other circumstances, say, when stationary sur-
faces are directly adjacent, their connectivity or segrega-
tion may be ambiguous (Needham, 1997). This was
demonstrated by Needham and Baillargeon (1998) for
4.5-month-olds’ interpretation of stimulus displays con-
taining two dissimilar but adjacent, stationary objects
(Figure 14.11). After viewing these objects during a fa-
miliarization trial, infants were presented with test
events in which a hand pulled the cylinder; the box ei-
ther remained stationary or moved with the cylinder.

The authors reasoned that infants would look longer at
the event that was unexpected (e.g., the ‘move-apart’
event if the objects were perceived as connected), a result
found with 8-month-olds (Needham and Baillargeon,
1997), but the 4.5-month-old infants looked about
equally at the two test events, providing no evidence
for either interpretation on the infants’ part.

Needham and Baillargeon (1998) asked whether 4.5-
month-olds would learn from a brief prior exposure to
either object in isolation and subsequently perceive the
two as segregated. Their hypothesis was confirmed:
Either a 5-s exposure to the box or a 15-s exposure to
the cylinder alone supported segregation of the adjacent
cylinder-and-box display into two separate units when
infants were tested immediately afterward. Some effects
of such training last as long as 72 h (Dueker et al., 2003).
This learning effect has been extended in a number of im-
portant ways. For example, the effect generalizes from
exposure to objects in different orientations (Needham,
2001), but not to objects with distinct features, unless in-
fants are introduced to the different objects in a variety of
settings or contexts prior to testing, prompting formation
of a perceptual category for the objects (Dueker and
Needham, 2005). Categorization is facilitated as well
by increasing the number or variety of exemplars during
the learning phase of the experiment (Needham et al.,
2005).

14.6 SUMMARY AND CONCLUSIONS

From its prenatal origins to its postnatal refinement,
learning to see is a mixture of developmental mecha-
nisms, some of which operate outside of experience,
and some of which are dependent on it. Although
newborn infants can see fairly well upon their first expo-
sure to patterned visual stimulation, as best we can tell
the initial inputs are not bound into a stable, predictable,

Move-apart event

Move-together event

FIGURE 14.11 Schematic depictions of stimuli
used to assess object segregation in infants. Repro-
duced from Needham (2001).
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coherent visual world. The visual world as we adults
know it emerges across the first year after birth. Devel-
opmental mechanisms are not limited only to cortical
maturation, or to experience, or to learning, but instead
comprise all of these and their interactions.

The theoretical viewsmost relevant to questions of vi-
sual cognitive development described previously – the
views of Piaget and the Gestalt theorists – forecasted
some of the research described here. As Piaget proposed,
an infant’s experience of the visual world begins with a
limited capacity to detect object boundaries, particularly
under occlusion, and develops in part as a result of the
infant’s interactions with the environment. And as the
Gestalt theorists proposed, visual perception is orga-
nized at birth and elaborated with experience; many of
the organizational principles characteristic of adult vi-
sion appear to be operational in infants (if not at birth).
These theories have proven prescient and have given di-
rection to many investigations of infant perception and
cognition, yet neither theory is fully adequate to explain
the foundations of vision and its development.

Although our understanding of visual cognitive de-
velopment continues to grow, the current state of knowl-
edge is substantial, and the outlines of a comprehensive
account can now be realized. This account, described in
this chapter, can be summarized as follows:

• To understand how infants come to experience a
stable and predictable world of substantial,
volumetric objects, overlapping and extending in
depth – the visual world that we adults experience –
we must look to experiments that elucidate visual
development.

• Visual development begins well before birth. The
visual system begins to develop within weeks after
conception and continues to develop rapidly prior to
the onset of patterned visual stimulation.

• Vision is partially organized at birth. Neonates show
systematic scanning patterns and visual preferences,
in particular preferences for areas of high contrast and
motion. These preferences are well suited for
directing attention to features of the visual world
relevant to learning about objects. But neonates do not
perceive objects as do adults – as solid and substantial
entities.

• Newborns’ experience of the visual world is
fragmented and unstable. Visual and motor systems
that yield an experience of coherent objects and the
position of the observer relative to a stable
environment emerge across the first postnatal year.

• There is a critical period for development of face and
object perception. Normal visual experience during
this time is essential to their development, as are
patterns of eye movements, and other action systems,
in binding features into wholes.

• Developmental mechanisms include cortical
maturation, visual experience, and learning,
and the interplay between these developmental
events.

• Developments in some visual functions have been
linked directly to maturation of specific cortical
regions and visual pathways. Development of smooth
pursuit eye movements and motion direction
discrimination are thought to stem from maturation
of cortical area V5 (also known as MT), form and
motion perception from parvocellular and
magnocellular processing streams, respectively, and
visual memory from structures in the medial
temporal lobe. These developments occur between
birth and 6 months of age.

• Infants have multiple means of learning at their
disposal, and learning is an indispensable part of
understanding the visual world. Infants learn from
their own behavior as well as by observing relevant
events in the environment.
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Visual input is a critical source of knowledge about
the organization and structure of the spatial world. It
provides information about everything from the struc-
ture of objects and scenes to their location or movement
in space. Visuospatial processing encompasses a wide
variety of neurocognitive abilities ranging from the basic
ability to analyze how parts or features of an object com-
bine to form an organized whole, to the dynamic and in-
teractive spatial processes required to track moving
objects, to visualize displacement, and to localize, attend,
or reach for objects or visual targets in a spatial array.
These varied processes work in concert to provide a
seamless and immediate perception of the intricacies
of the visual world. This perception provides an essen-
tial basis for precise and effective action in the world
as well as a rich source of input for cognitive functions
across many domains.

A complex neural architecture involving dozens of
interrelated visual areas in the posterior cortices
supports visuospatial processing (Van Essen et al., 1992).
Ungerleider and Mishkin (1982) first proposed a model

for understanding the organization of this complex set
of cortical areas and functions in the early 1980s
(Ungerleider, 1995). In their model, the cortical visual
system is anatomically and functionally subdivided into
the ventral and dorsal processing pathways or streams
(see Figure 15.1). The ventral stream is dominant for
processing information about patterns and objects, while
the dorsal stream mediates spatial processing associated
with attention to movement and location. Subsequent
models describe dorsal stream functions as specialized
for supporting visual processing related to action (e.g.,
Andersen et al., 1997; Goodale and Milner, 1992; Goodale
and Westwood, 2004; Rizzolatti and Matelli, 2003).

This chapter begins with a summary of the neuroarch-
itecture of the ventral and dorsal visual streams. The
summary focuses on the flow of visual information
beginning, for both streams, in the primary visual cortex
and then extending to the temporal and parietal lobes
for the ventral and dorsal streams, respectively. Connec-
tions between the two major visual pathways as well as
connections with the frontal lobes are also considered.
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The next two sections consider the development of cog-
nitive processes associated with the two principal brain
visual systems. The section on ventral stream processing
examines the development of visual pattern processing
from infancy through adolescence focusing on changes
in the perception of visual patterns and faces, and in
the ability to construct spatial arrays. The sectionondorsal
streamprocessingexamines thedevelopmentof spatial at-
tention, locationprocessing, andmental rotation. The final
section of the chapter turns the focus to neurodevelop-
mental disorders where visuospatial processing is a pri-
mary feature. It examines both the effects of frank
neural insult on the development of spatial processes
andtheeffectsofspecificgeneticabnormalitiesonthedevel-
opment of the neural systems that underlie the develop-
ment of spatial processes. The original descriptions of
ventral and dorsal stream organization came from studies

of adults with injury to various subsystems within the cor-
tical visual pathways. Data from childrenwith neurodeve-
lopmental disorders provide insight into the emergence of
visual system organization following early pathology, and
can address questions about how specific neural compro-
miseandneuralplasticity interact toaffect thedevelopmen-
tal trajectoriesof basicvisuospatial functionsand theneural
systems that mediate them.

15.1 ANATOMICAL ORGANIZATION OF
THE PRIMARY VISUAL SYSTEMS

The organization of the primary visual pathways
has been most fully described for rhesus macaque mon-
keys; thus, the description presented here uses the
nomenclature typically used for nonhuman primates.
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However, the basic pathways in humans and monkeys
appear to be largely homologous (Brewer et al., 2002;
Orban et al., 2004). The ventral visual pathway begins
at the retina and projects via the lateral geniculate
nucleus (LGN) of the thalamus to the primary visual
cortex, area V1. From there, the pathway proceeds to
extrastriate visual areas V2 andV4, and then projects ven-
trally to the posterior (PIT) and anterior (AIT) regions of
the inferior temporal lobe. Input to the ventral pathway is
derived principally, though not exclusively, from P-type
retinal ganglion cells that project to the parvocellular
layers of the LGN and then to layer 4C beta of V1. Parvo-
cellular input to V1 organizes into distinct areas called the
blob and interblob regions (Kaas and Collins, 2004;
Livingstone and Hubel, 1984; Wong-Riley, 1979). Cells in
theblob regions aremaximally sensitive to form,while cells
in the interblob regions respond principally to color. The
ventral stream processes information about visual proper-
ties of objects and patterns, and has been described as the
‘what’ pathway.

The dorsal visual pathway also begins at the retina
and projects via the LGN to area V1. From there, the
pathway proceeds to extrastriate areas V2 and V3, then
projects dorsally to the medial (MT/V5) and medial
superior (MST) regions of the temporal lobe, and then
to the ventral inferior parietal (IP) lobe. Input to the
dorsal pathway is derived principally, though not exclu-
sively, from the large M-type retinal ganglion cells that
project to the magnocellular layers of LGN and then to
layer 4C alpha of V1. Cells in this pathway aremaximally
sensitive tomovement and direction and are less respon-
sive to color or form. The original functions identified for
the dorsal stream involved processing of information
about spatial location, optic flow, and motion, and allo-
cation and maintenance of spatial attention. It was thus
described as the ‘where’ pathway. More recently, work
examining the dorsal stream’s role in visually guided
movements suggests that the pathway is and also in-
volved in the integration of visual and motor functions.
It has thus been called the ‘how’ system (e.g., Andersen
et al., 1997; Goodale, 2011; Goodale and Milner, 1992;
Rizzolatti and Matelli, 2003).

The dorsal and ventral pathways project rostrally
to common and distinct, albeit adjacent, areas of the
prefrontal cortex. Imaging studies suggest that these
prefrontal networks are involved in a variety of dorsal
and ventral stream functions (Farivar, 2009). For example,
spatial working memory and attention rely on networks
connecting the dorsolateral prefrontal cortex (DLPFC)
and posterior parietal cortex (Awh and Jonides, 2001;
Corbetta et al., 2002; Curtis, 2006),whereas objectmemory
relies on systems connecting the prefrontal cortexwith in-
ferior temporal areas (Ranganath, 2006; Ranganath and
D’Esposito, 2005; Ranganath et al., 2004). At least three
principal projection pathways from the parietal lobe have

been described: a parietal–prefrontal pathway mediating
eye movement and spatial working memory, a parietal
premotor pathway mediating visually guided movement
(eye movement, reach, and grasp), and a parietal medial
temporalpathwaythatprocessescomplexspatial informa-
tion for navigation (Kravitz et al., 2011). There is substan-
tial evidence that the dorsal and ventral pathways are
richly interconnected and at least partially overlapping
in the mature (e.g., Dobkins and Albright, 1994, 1995,
1998; Marangolo et al., 1998; Merigan and Maunsell,
1993; Rosa et al., 2009; Sincich and Horton, 2005; Thiele
et al., 2001; Zanon et al., 2010) and the developing
(Dobkins and Anderson, 2002; Dobkins and Teller,
1996a,b) visual system. The dissociation of function across
the two pathways may be less complete than originally
thought. Subregions within each system may respond to
functions typically associated with the other pathway
(Husain and Nachev, 2007; Kawasaki et al., 2008;
Konen and Kastner, 2008; Lehky and Sereno, 2007). For
example, regions in the parietal lobe may respond to
color and shape features (Kawasaki et al., 2008), and area
MT/V5 in extrastriate visual cortex may show object-
selective responses (Konen and Kastner, 2008).

15.2 VENTRAL STREAM PROCESSES

A major function of the ventral visual stream is the
analysis of pattern information. Here, findings from
three specific functions within the ventral stream are
summarized: global–local processing, face processing,
and spatial construction. Behaviorally, visuospatial anal-
ysis is defined as the ability to specify the parts and the
overall configuration of a visually presented pattern, and
to understand how the parts are related to form an orga-
nized whole (e.g., Delis et al., 1986, 1988; Palmer, 1977,
1980; Palmer and Bucher, 1981; Robertson and Delis,
1986; Smith and Kemler, 1977; Vurpillot, 1976). Thus, it
involves the ability to segment a pattern into a set of
constituent parts (referred to as featural or local-level
processing), and integrate those parts into a coherent
whole (referred to as configural or global-level proces-
sing). Different approaches to the study of spatial analy-
sis have focused on level of processing and type of input.
Perceptual processing studies focus largely on issues of
global versus local or configural versus featural proces-
sing.Much of the data on perceptual processing of global
and local aspects of objects and patterns come from hier-
archical form-processing tasks (e.g., see Figure 15.2).
Perceptual processing of faces is a related but generally
distinct line of study. Faces constitute a critically impor-
tant class of social stimuli for which most individuals ac-
quire considerable processing expertise. Because of the
importance of the information faces provide to typical
social interaction and communication, faces may be
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processed differently compared to other classes of visual
objects. Construction tasks provide a window to chil-
dren’s conceptual organization of spatial arrays. The
processes and strategies children use to recreate spatial
scenes can provide insight into their understanding of
their spatial world.

15.2.1 Perception of the Global and Local
Levels of Visual Pattern Structure

Differential laterality for global and local processing
is well documented for adults with right hemisphere
(RH) dominance for global and left hemisphere (LH)

dominance for local processing (e.g., Han et al., 2002;
Martin, 1979; Martinez et al., 1997; Sergent, 1982;
Volberg and Hubner, 2004; Yovel et al., 2001). Sergent
(1982) suggested that these differences arise from prefer-
ential processing of lower spatial frequencies in the RH
and higher spatial frequencies in the LH. Several exper-
iments have presented sinusoidal gratings containing a
single spatial frequency presented to the right visual
field (RVF) or left visual field (LVF) to evaluate this
hypothesis with generally positive results. Low spatial
frequencies elicit faster responses when presented to
the LVF-RH than the RVF-LH, while high spatial
frequencies elicit the opposite pattern (Kitterle and
Selig, 1991; Kitterle et al., 1990, 1992). Event-related
potential (ERP) and other functional imaging studies have
supported these basic patterns of lateralization (e.g., Fink
et al., 1997; Heinze et al., 1998; Martinez et al., 1997).

In addition to the evidence for the laterality of global-
and local-level processing, there is also strong evidence
of a global–local processing asymmetry. Specifically,
inconsistent or competing information at the global level
interferes with local processing, but inconsistent local
information does not affect global processing. These
two findings led to the postulation of a global prece-
dence effect in visual pattern processing, which states
that global-level information is processed prior to
local-level information (Navon, 1977). Although many
factors may mitigate the global precedence effect in
adults, it remains a robust finding within the standard
task (Ivry and Robertson, 1998; Kimchi, 1992; Navon,
2003; Robertson and Delis, 1986; Robertson and Lamb,
1991; Robertson et al., 1993).

The ability to analyze spatial patterns begins to
emerge in the first year of life. Newborns exhibit config-
ural preferences and rudimentary part–whole proces-
sing (Cassia et al., 2002; Farroni et al., 2000; Quinn
et al., 1993; Slater et al., 1991). There are dramatic
changes in the complexity of visual pattern processing
reflecting a systematic improvement in the infant’s abil-
ity to process global- and local-level pattern information
across the first year of life (Cohen and Younger, 1984).
These patterns of change appear to reflect early hemi-
spheric differences in processing. Infants as young as
4 months exhibit lateralized processing differences on
global and local-processing tasks similar to those
observed in adult neuroimaging studies (Deruelle and
de Schonen, 1991, 1998).

Studies using the standard hierarchical form stimuli
(see Figure 15.2) have also consistently documented a
protracted period of developmental change in global–
local processing that extends well into adolescence
(Dukette and Stiles, 1996, 2001; Harrison and Stiles,
2009; Mondloch et al., 2003; Moses et al., 2002;
Porporino et al., 2004; Vinter et al., 2010). The classic
global precedence effect emerges slowly over the course
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FIGURE 15.2 The model forms (top) provide examples of hierar-
chical form stimuli. Hierarchical form stimuli have two levels of orga-
nization: a large global/configural level comprised of appropriately
arranged smaller forms constituting the local/featural level. A series
of hierarchical form stimuli (the models) were presented one at a time
and children were given 10 s to study the form. After a 30 s delay, they
were asked to reproduce the forms frommemory. The graph illustrates
that systematic improvement in the accuracy of reproductions was ob-
served among typically developing 4–8-year-old children, and also that
there are no differences at any age in the relative accuracy of reprodu-
cing the global and local levels of the forms. At each age, children are
equally accurate in their reproduction of global and local pattern infor-
mation. Reproduced from Dukette D and Stiles J (2001) The effects of stim-

ulus density on children’s analysis of hierarchical patterns. Developmental
Science 4(2): 233–251, with permission.

274 15. THE DEVELOPMENT OF VISUOSPATIAL PROCESSING

II. COGNITIVE DEVELOPMENT



of development. Although some studies of children
report a global processing bias (Cassia et al., 2002;
Mondloch et al., 2003; Moses et al., 2002; Porporino
et al., 2004), others report only modest effects that are
modulated by altering task and stimulus demands. For
example, increased task demands (Harrison and Stiles,
2009) and selective degradation of the global-level stim-
ulus induce a shift in processing bias from the global to
the local level that is much more pronounced in children
than in adults (Dukette and Stiles, 1996). The combined
data from studies of hierarchical form processing show
that children are clearly able to engage in global- and
local-level processing from a very early age. However,
stable and mature levels of visuospatial processing
emerge slowly over a protracted period of development.
Variations in stimulus and task demands play an impor-
tant role inmodulating the dominant level of processing.
Thus, the functional role of a global or local-processing
bias or advantage may be different during development
than it is later in life, and may reflect growing expertise
and facility in processing complex visuospatial patterns.

Imaging studies of typical children confirm the
behavioral findings and suggest that the neural systems
associated with spatial analytic processing undergo a
protracted period of development. Moses et al. (2002)
tested children between 11 and 15 years of age using a
hemifield reaction time (RT) task and functional mag-
netic resonance imaging (fMRI) protocols identical to
those used by Martinez et al. (1997) with adult subjects.
The pattern of RT data obtained from children across this
age range differed from that of adults. Similar to the find-
ings from theMondloch et al. (2003) study, childrenwere
faster with global than with local targets and did not
manifest the kinds of hemifield RT differences observed
among adults. Importantly, children’s profiles of activa-
tion in the fMRI study differed from those of the adults.
For the global and local tasks, children showed statisti-
cally greater activation in the RH than in the LH. Overall
activation among children was greater than among
adults, and children showed considerably more bilateral
activation particularly on the local-processing tasks than
adults. Thus, at least for these perceptually demanding
tasks, children showed a global processing advantage
and overall RH dominance.

Anatomical changes are shown to be associated
with the shift from local to global processing biases in
children. In one study, 6-year-old children were
assigned to one of two groups depending on perfor-
mance on a behavioral global–local processing task
(Poirel et al., 2011). One group of children exhibited
the mature profile of global-level bias, and the other
the more immature local-level bias profile. The investi-
gators used voxel-based morphology to assess group
gray matter density differences in brain regions impli-
cated in global processing, specifically the calcarine

sulcus, the inferior occipital gyrus, the RH occipital lin-
gual gyrus, the right parietal precuneus, and the precen-
tral gyrus. The group of children exhibiting the
behaviorally more mature ‘global bias’ showed reduced
gray matter density in all of the brain regions associated
with global-level processing. These findings suggest a
link between brain maturation and performance on this
important spatial-processing task.

15.2.2 Perception of Faces

The ability to recognize a face is essential for everyday
social exchange. Although such recognition depends on
the discrimination of subtle differences among faces, the
task of identifying a face is effortless for adults, suggest-
ing considerable expertise with this important class of
stimuli (see also Chapter 18 for a more extended discus-
sion of the development of face processing). Face proces-
sing is thought to rely disproportionately on configural
cues such as the spacing between features. For example,
unlike other objects, face recognition is significantly
impaired when the stimuli are turned upside down
(Rossion and Gauthier, 2002). It has been suggested
that face inversion selectively disrupts facial configural
information processing (Yin, 1969). Consistent with
this interpretation, neuroimaging studies with adults
find a strong RH bias for face activation within what
has been described as the core brain network for face pro-
cessing (Epstein et al., 2006; Gauthier et al., 2005; Grill-
Spector et al., 2004; Kanwisher et al., 1997, 1999; Mazard
et al., 2006; Rhodes et al., 2004; Wojciulik et al., 1998;
Xu, 2005; Yovel and Kanwisher, 2004, 2005). The core face
network isaventral–occipital–temporal (VOT)systemthat
includes the middle aspects of the lateral fusiform gyrus,
oftenreferredtoasthe fusiformfacearea(FFA), the inferior
occipital gyrus in Brodmann’s area 18, often referred to as
the occipital face area (OFA), and the posterior superior
temporal sulcus (Haxby et al., 2000a).

Preference for face stimuli has been documented from
the first hours of life (Johnson et al., 1991). Infants as
young as 2–3 months show selective cortical responses
to faces (Halit et al., 2004; Tzourio-Mazoyer et al.,
2002). Some studies suggest that infants show an RHbias
for faces (de Schonen and Deruelle, 1991; de Schonen
and Mathivet, 1990; De Schonen et al., 1996). Despite
these early competences, there is overwhelming evi-
dence for developmental change in face processing that
extends at least through the school-age period (Chung
and Thomson, 1995; Taylor et al., 2001). Early studies
suggested that changes in face processing might reflect
a shift from a more feature-based to a more configural
or analytic strategy (Carey and Diamond, 1977;
Diamond and Carey, 1986; Tanaka and Farah, 1993).
However, accumulating evidence supports a pattern of
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slower, quantitative age-related change (Itier and Taylor,
2004; Taylor et al., 1999) and increasingly more effective
use of the same types of cues used by adults (Baenninger,
1994; Freire and Lee, 2001). These kinds of change may
be associated with the acquisition of greater expertise
in processing faces and other visual objects (Carey,
1996; Diamond and Carey, 1986; Gauthier and Nelson,
2001).

Recent developmental fMRI studies of face processing
suggest that the core brain network for face processing
undergoes a protracted change that extends through
the school-age period into adolescence (Aylward et al.,
2005; Gathers et al., 2004; Golarai et al., 2007;
Grill-Spector et al., 2008; Passarotti et al., 2003). Most
developmental studies have focused on individual
components within the core VOT network, particularly
the FFA. The preponderance of evidence indicates that
school-age children may produce reliable FFA activa-
tion, but the patterns of activation within the fusiform
gyrus region vary considerably from those observed
among adults. Systematic increases in fMRI blood oxy-
gen level dependent (BOLD) signal activation both in
terms of the extent (Brambati et al., 2010; Golarai et al.,
2007; Peelen and Kastner, 2009) and intensity of activa-
tion (Brambati et al., 2010; Cohen Kadosh et al., 2011;
Golarai et al., 2007; Joseph et al., 2011) have been
reported from the early school-age period through adult-
hood. These developmental activation changes correlate
with improvement in recognition memory for faces
(Golarai et al., 2007, 2010) and with task demand
(Scherf et al., 2011). A small number of studies have
looked at changes in the organization of brain networks
for face processing, and report that young children ap-
pear to nonselectively recruit much more extensive net-
works. With age and growing expertise, these networks
become more focused and task specific (Joseph et al.,
2011).

15.2.3 Spatial Construction

Spatial construction tasks such as drawing or block
assembly provide insight into an individual’s conceptu-
alization of the organization of spatial arrays. They can
reveal how the participant construes both the parts of
an array and the relations among parts that combine to
form the overall configuration. Studies of adults with
unilateral brain injury use construction tasks exten-
sively. These studies consistently report lateralized
differences in the kinds of construction errors produced.
Specifically, adults with injury to right posterior brain
regions are able to identify, or segment, the parts of spa-
tial forms but have difficulty organizing these parts into
integrated spatial configurations. In contrast, adults with
injury to left posterior brain regions are able to repro-
duce the overall pattern configuration, but fail to

incorporate pattern detail and tend to simplify the spa-
tial arrays (Akshoomoff et al., 1989; Delis et al., 1986,
1988; Piercy et al., 1960b; Shorr et al., 1992).

Studies of children’s spatial construction activities
suggest that before 12 months children engage in very
little systematic organization of objects (Forman, 1982;
Gesell, 1925; Guanella, 1934; Langer, 1980). In block
construction tasks, stacking begins at about 12 months,
and by 18 months, children begin to arrange blocks in
lines by placing the blocks next to one another (Bayley,
1969; Forman, 1982; Gesell, 1925; Stiles-Davis, 1988). It
is not until 3–4 years that children regularly build both
vertical and horizontal components within a single
spatial construction (Guanella, 1934; Stiles-Davis,
1988). There is also systematic change in processes used
to generate block constructions (Stiles and Stern, 2001;
Stiles-Davis, 1988). At 24 months, children rely upon a
simple repetitive process with a single relation (e.g.,
stacking). By 36 months, they can use more than one
relation (e.g., including a stack and a line in the same
construction), but they typically generate them in se-
quence (e.g., completing the stack, and then the line). By
48 months, children are able to produce multicomponent
constructions, with multiple spatial relations, extending
in multiple directions in space, and with multiple points
of contact between components (e.g., shifting between
the lineandthestackwhilebuilding;creatingmulticompo-
nent construction such as a bridge and several roads).
Similarchangesareobserved instudiesofchildren’sdraw-
ings. For example, Prather and Bacon (1986) showed that
children canattend toeither thepartsor thewholeof a spa-
tial pattern, but their performance can be influenced by
specific task and stimulus manipulations. Data from a
large series of studies using different measures with
children ranging in age from 3 to 12 years show that ini-
tially children segment out well-formed, independent
parts and use simple combinatorial rules to integrate the
parts into the overall configuration (Akshoomoff and
Stiles, 1995a,b; Feeney and Stiles, 1996; Stiles and Stern,
2001; Tada and Stiles, 1996). Across the preschool and
school-age period, change is observed in both the nature
of the parts and the relations children use to organize the
parts. Further, pattern complexity affects how children
approach the problem of analysis. In a study using the
Rey-Osterrieth Complex Figure and simplified variants
(see Figure 15.3), it was shown that simplification of the
pattern induced more advanced reproduction strategies
(Akshoomoff and Stiles, 1995a,b).

15.3 DORSAL STREAM PROCESSES

Avariety of spatialprocesseshavebeenassociatedwith
dorsalvisual streamprocessing.Weconsider threeof these
processes in this section: spatial localization, spatial
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attention, and mental rotation. The characterization of
these basic dorsal system processes as independent and
distinct from those of the ventral stream is somewhat arti-
ficial in that, for example, localizationof anobjectmayalso
requireashift inspatialattention,andmental translationof
an object must involve both localization and attention in
space. Nonetheless, there is substantial evidence for func-
tional and anatomical independence of key features of
each process.

15.3.1 Spatial Localization

Evidence from human and animal studies shows that
the dorsal stream plays a critical role in perceptual local-
ization (Belger et al., 1998; Chiba et al., 2002). In a series
of studies using positron emission tomography (PET)
imaging, Haxby and colleagues examined profiles of
posterior brain activation using tasks that required
adults to compare the location of objects in two visually
presented arrays (Haxby et al., 1991, 1994). In addition to
activation in bilateral extrastriate cortex presumed to be
involved in early visual processing, there was also ro-
bust activation of bilateral regions of parietal lobe, in-
cluding posterior superior parietal areas extending
rostrally to the intraparietal sulcus (Brodmann’s area
7). These human brain activation findings on location
processing are consistent with animal studies (Colby
and Duhamel, 1996; Colby and Goldberg, 1999;
Rizzolatti and Matelli, 2003), and have been largely rep-
licated in subsequent fMRI, PET, and transcranial mag-
netic stimulation studies (Belger et al., 1998; Casey et al.,
1998; Ellison and Cowey, 2006; Jonides et al., 1993; Nelson
et al., 2000; Oliveri et al., 2001; Smith et al., 1995, 1996).
Moreover, subsequent studies identified the IP lobe as
important in perceptual processing of location (Colby
and Duhamel, 1996; Courtney et al., 1996). A large num-
ber of functional neuroimaging studies have demon-
strated the importance of frontal regions in spatial
working memory for locations. Two regions that appear

to be particularly important for spatial working memory
in humans include the superior frontal cortex (Courtney
et al., 1998; Curtis, 2006; Haxby et al., 2000b; Sala et al.,
2003) and DLPFC (Curtis, 2006; Postle et al., 2000).

The task of looking or reaching to a spatial location
involves a complex network of neural areas within the
dorsal frontoparietal system (Colby and Duhamel, 1996;
Colby and Goldberg, 1999; Johnson et al., 1996; Pierrot-
Deseilligny et al., 2004; Rizzolatti and Matelli, 2003; Wise
et al., 1997). Prefrontal motor areas mediate planning and
preparation for motor action; activation of these areas
typically precedes the actual motor event. There is consid-
erable evidence for superiorparietal input todorsalpremo-
tor and motor cortices; activation in frontal and superior
parietal areas is concordant, suggesting a network of spa-
tial-motor control (Rizzolatti and Matelli, 2003; Rizzolatti
andSinigaglia, 2010). Inaddition, IPareasconnect to frontal
premotor areas and play an important modulatory role in
spatial-motoractivity (Andersenetal., 1997).Rizzolatti and
Matelli (2003) have suggested that the dorsal system may
comprise two separate but interrelated systems: an IP sys-
tem dominated by visual perceptual inputs and a superior
parietal system governed by somatosensory information
that is used to guide action.

Location processing is postulated to rely on the com-
putation of two distinct types of relations: categorical
and coordinate (Kosslyn, 1987, 2006; Kosslyn et al.,
1989, 1992). Categorical relations provide generalized
abstract positional information about the relative loca-
tion of two elements, such as above/below or right/left.
Coordinate relations provide precise metric information
about spatial relations. Neuroimaging studies have im-
plicated posterior parietal regions for both categorical
and coordinate relational processing (Kosslyn et al.,
1989, 1995a, 1998; Trojano et al., 2002) but the laterality
of the two processes appears to differ. Specifically, cate-
gorical processing is LH dominant, while coordinate
processing is RH dominant (Kosslyn, 2006; Kosslyn
et al., 1989, 1995a).

Rey-Osterreith complex form

Simple geometric forms
6-years

5-years

8-years

Representative copies FIGURE 15.3 Models of the Rey-Osterrieth
Complex Figure (ROCF) and the three simple geo-
metric forms are shown on the left. Children were
given unlimited time to copy each model form. On
the right side are examples from 6- and 8-year-old
children’s copies of the ROCF, and a representative
example of a 5-year-old child’s copies of the simple
geometric forms. Although the simpler forms are
contained within the ROCF, children are more ac-
curate in reproducing them in isolation than in
the context of the more complex form. Reproduced
from Akshoomoff NA and Stiles J (1995) Developmental

trends in visuospatial analysis and planning: I. Copying

a complex figure. Neuropsychology 9(3): 364–377,
with permission.
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One of the largest bodies of data on the early develop-
ment of visuospatial processing comes from a simple,
spatial hiding task, originally introduced by Piaget
(1952). Infants watch as a toy is hidden under one of
two screens (A or B) and are then encouraged to retrieve
it. Eight-month-olds easily retrieve the object hidden
under A (but also see Smith et al., 1999), but when the
object is then hidden under B, they continue to search
at A committing what has been termed the A not B error
(AB error). This error has been widely conceptualized as
an index of object permanence, that is, of the infant’s
knowledge that objects exist independently over space
and time. A wide range of factors have been shown
to affect the likelihood of making the AB error. For
example, the beginning of self-locomotion reduces the
likelihood of AB error (Bertenthal and Campos, 1990;
Horobin and Acredolo, 1986; Kermoian and Campos,
1988). In addition, healthy preterm infants are more
advanced on the AB search task compared to full-term
peers matched for gestational age, suggesting that extra
experience in the world offers the healthy preterm
infants a developmental advantage (Matthews et al.,
1996). Altering task demands effects AB task performance.
Some factors, such as the use of salient landmarks, distinc-
tive screens, or increased distance between the screens,
improve performance (Butterworth et al., 1982; Wellman
et al., 1987). By contrast, increasing task demands by in-
creasing the delay between hiding and search negatively
impacts performance. Introduction of a delay between hid-
ing and retrieval increases error frequency among children
as old as 12 months (Diamond, 1985; Spencer et al., 2001).

Although neuropsychological data on AB task perfor-
mance are limited, several studies implicate the DLPFC.
In adult rhesus monkeys, bilateral lesions of the DLPFC
disrupt AB search task performance (Diamond, 1991;
Diamond et al., 1994). Studies using near-infrared spec-
troscopy to measure localized brain activation in infants
provide converging evidence for the association be-
tween frontal lobe development and successful search
performance (Baird et al., 2002). Electroencephalogra-
phy (EEG) data have been used to examine potential
markers of object representation. Gamma-band activity
has been associated with maintenance of mental repre-
sentations of objects among adults (Tallon-Baudry
et al., 1998). Studies measuring gamma-band activity
in the EEG of 6-month-old infants during object proces-
sing and object occlusion tasks suggest that the neural
signature of object representation can be detected by
the middle of the first year of life (Csibra et al., 2000;
Kaufman et al., 2003, 2005). In summary, these data sug-
gest that a complex network of neural systems emerge
across the first year of life to support performance on this
seemingly simple task. The data point to changes in both
frontal and parietal regions within the dorsal stream,
and suggest comparable changes within temporal and

frontal regions of the ventral stream. As Johnson noted,
changes within these neural regions are unlikely to be
unitary events; rather, neural development likely reflects
a more gradual ‘coming online’ of the different compo-
nents of the complex neural system that progressively
comes to support the range of behaviors involved in
the visual search task (Johnson et al., 2001).

Although studies of location coding in toddlers
suggest that they can make use of fine-grained distance
information when searching for hidden objects, the
tendency to subdivide space (hierarchical coding) to
facilitate remembering an object’s location does not
emerge until approximately age 4 (Huttenlocher et al.,
1994). Further, it is not until age 10 that children show re-
liable, adult-like spatial coding of fine-grained, multidi-
mensional categorical information (Sandberg et al.,
1996). This is consistent with other studies demonstrating
improvements in location memory through mid to late
childhood (Bell, 2002; Luciana et al., 2005; Orsini et al.,
1987; Zald and Iacono, 1998). Increasing task demands
by requiring that multiple spatial positions be recalled
in a certain order extends the period of immature perfor-
mance into early adolescence (Farrell Pagulayan et al.,
2006; Gathercole et al., 2004; Luciana et al., 2005). Fine-tun-
ing of location information encoded inmemory is reported
to extend through late adolescence (Luna et al., 2004).

Visual hemifield tasks are used to examine hemi-
spheric specialization of categorical and coordinate
image generation (Kosslyn et al., 1995b). In these studies,
participants decide whether probe marks (X) presented
on a blank grid (categorical task) or bracketed square
(coordinate task) appeared on a previously studied letter
(see Figure 15.4). Target grids or brackets are presented
to either the right (RVF) or left visual hemifield (LVF).
For adults, the grid task elicits an LH ‘categorical’ advan-
tage, whereas the bracket task elicits an RH ‘coordinate’
advantage. This profile of lateralization appears to
emerge gradually during middle childhood. Specifi-
cally, 8-year-olds show an RH advantage for both cate-
gorical and coordinate tasks, but 10-year-olds begin to
show the profile of lateralized differences characteristic
of adults (Reese and Stiles, 2005). It is notable that the
overall performance of 8-year-olds is considerably
poorer than that of 10-year-olds, and the RH advantage
is evident primarily on less challenging trials when
the probe appears in a salient location marked by
global spatial cues (so-called early probes). The finding
of a developmentally early RH advantage on these loca-
tion-processing tasks is consistent with the finding of
an RH-mediated, global-processing advantage for
children on a global–local processing task discussed
earlier (Moses and Stiles, 2002). It appears that the more
detailed LH-mediated processing required for both
local-level and coordinate spatial processing are later
emerging aspects of neural specialization.
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15.3.2 Spatial Attention

A closely related line of investigation focuses on the
neural systems associated with the ability to shift atten-
tion to different spatial locations. In contrast to work ex-
amining profiles of brain activity when subjects are
required to directly perceive or remember the location
of an object, spatial attention tasks investigate the brain
systems engaged when attention must shift to a new
location. There is considerable clinical and experimental
evidence that the posterior parietal lobes play a crucial
role in the ability to shift attention (Heilman and
Valenstein, 1993; Hillyard and Anllo-Vento, 1998; Ivry
and Robertson, 1998; Posner, 1980; Posner et al., 1984;
Rafal and Robertson, 1995; Robertson, 1992). Posner’s
influential model of the attention system involves an
interconnected network of structures that modulate
and control different aspects of attention (Posner, 1980;

Posner and Petersen, 1990). The posterior parietal
network plays an essential role in disengaging attention
from one location and allowing a shift of attention to
another location.

In the standard task used to test covert shifts of atten-
tion (Posner and Cohen, 1980), subjects are required to
fixate on a point located centrally between two identical,
flanking squares. After a fixed period, a visual cue is
presented either centrally (e.g., an arrow) or peripherally
(e.g., one box brightens), and soon after a target appears
briefly in one box. The subject responds as soon as the
target is detected. The critical variable is the validity of
the cue. On most trials (75–80%), the cue is ‘valid’ and
the target appears in the cued box. On the remaining
trials, the cue is ‘invalid,’ and the target appears in the
opposite box. If cueing serves to covertly shift attention,
it should take less time to detect the target when the
cue is valid than when it is invalid. One additional,
well-established finding concerns response differences
associated with the length of the interval between the
valid cue and target, or stimulus onset asynchrony
(SOA). With short SOAs (<200 ms), the classic facilita-
tion of RT is observed. However, at longer SOAs (300–
1300 ms), responses to the cued target are slowed (e.g.,
Posner et al., 1985). This phenomenon, which has been
called inhibition of return (IOR), is thought to reflect
the suppression of responses to an already attended
location.

To examine patterns of brain activation associated
with shifting attention, Corbetta used a variant of the
attentional cueing task (Corbetta, 1998; Corbetta et al.,
1993). The results of this study confirmed earlier reports
from human and animal work on the role of the parietal
lobes in shifting spatial attention. Significant foci of brain
activation were observed in left and right superior pari-
etal regions. However, the patterns of activation to stim-
uli presented to the RVF and LVF were not symmetrical
across the hemispheres. Presentation of targets to the
LVF produced significantly more activation in the RH
than the LH, whereas presentation of targets to the
RVF produced significant levels of activation in both
the RH and LH. Furthermore, distinct activation sites
for RVF and LVF targets were identified within the right
superior parietal region, suggesting that different brain
regions within the RH are responsible for processing
information from the two sides of space.

There is a small, but growing literature on infants’
ability to shift attention in the visual field (also see
Colombo, 2001). A number of studies have shown that
by 6 months, infants show both facilitation and IOR
(Clohessy et al., 1991; Harman et al., 1994; Hood, 1993;
Johnson et al., 1994; Johnson and Tucker, 1996; Varga
et al., 2010). Attempts to evoke these responses from
younger infants have been mixed. However, control of
factors such as SOA duration and cue/target eccentricity

Categorical task

Coordinate task

Study stimulus

f f

Test stimulus

f f

Study stimulus Test stimulus

FIGURE 15.4 Examples of the categorical (grids, above) and coor-
dinate (brackets, below) stimuli (Kosslyn et al., 1995a). During the test
phase, subjects were asked to read the lowercase letter beneath the
stimulus and decide whether the corresponding block letter would
cover the X mark in the grid (categorical task) or brackets (coordinate
task) if it were present. Reproduced from Kosslyn SM, Maljkovic V,

Hamilton SE, Horwitz G, and Thompson WL (1995) Two types of image gen-

eration: Evidence for left and right hemisphere processes.Neuropsychologia
33(11): 1485–1510, with permission.
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appears to be critical for eliciting the responses. Using
200 and 700 SOAs, Johnson and Tucker (1996) demon-
strated reliable facilitation and IOR among 4-month-
olds, but not among 6-month-olds. However, when a
133 ms SOA was introduced, 6-month-olds showed
strong facilitation. This finding suggests that while the
basic attentional responses may be robust as early as
4 months, the timing parameters that elicit the response
may change with development. Consistent with this,
Varga et al. (2010) reported a developmental shift from
facilitation to inhibition between 4.5 and 6 months with
300 ms SOAs. Similarly, Harman et al. (1994) found no
IOR response among 3-month-old childrenwhen stimuli
were presented at 30o eccentricity, but a strong response
at 10�. Thus, distribution of attention across the visual
field may also change with development. Few studies
have examined facilitation and IOR in children under
2 months. Johnson and Tucker (1996) reported only
weak facilitation effects and no IOR effects among
2-month-old infants. However, Valenza et al.’s (1994)
study of newborns suggests that IOR may be present
in the first days of life. Further, the child’s prior experi-
ence in the world, as indexed by familiarity responses,
has been shown to affect individual components of the
EEG response. Specifically, a negative ERP component
that is measured over frontal and central electrodes
(the so-called negative central or Nc component) has
been shown to increase in response to novelty.
Reynolds and Richards (2005) reported a smaller Nc
response to familiar comparedwith novel stimuli in chil-
dren as young as 4.5 months, suggesting that memory
may have a modulatory effect on attention from very
early in life. Finally, social cues can direct covert shifts
of attention in children as young as 4 months of age
(Reid et al., 2004). Direction of eye gaze is a potent cue
for shared attention. When infants observed an adult
shift gaze toward (cued) or away (uncued) from a target
object, ERP responses to subsequent presentations of
the cued or uncued object differed in frontotemporal
brain regions. These findings suggest that a social cue
can induce covert shifts in the infants’ attention.

The existing literature on the development of spatial
attention in the school-age period is limited, and the
findings somewhat inconsistent (Brodeur and Enns,
1997; Enns and Brodeur, 1989; Nougier et al., 1992;
Pearson and Lane, 1990). Schul et al. (2003) studied a
large sample of children ranging in age from 7 to
17 years on a classic covert orienting task. They reported
systematic developmental improvement in aspects of
visual attention, including orienting, disengaging, and
attending an uncued location. Across the 10-year age
window, there was a systematic linear decline in
response time, coupledwith a linear increase in accuracy
(see Figure 15.5).

15.3.3 Mental Rotation

Mental rotation is an important spatial operation that
involves the ability to mentally transpose the orientation
of an object in space, thus allowing for the computation
of a canonical mental representation of a noncanonically
presented stimulus, for example, constructing a canoni-
cal side-view image of a dog or cat when presented
a noncanonical view from behind. Mental rotation
requires a host of visuospatial skills including visual pat-
tern processing, visuospatial attention, and visuospatial
working memory. A common method used to study
mental rotation is to present two objects, one upright
and one rotated off vertical, and ask participants if the
objects are the same or mirror images. The robust result
is that response times vary as a linear, monotonically
increasing function of angular disparity between the
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two objects. This linear response time has become the
hallmark characteristic of mental rotation (see Shepard
and Cooper, 1986). Over the past decade, a number of
neuroimaging studies have documented a neural net-
work associated with mental rotation that includes the
right superior parietal lobe, higher-order visual areas
(such as MT), and the premotor area (Richter et al.,
1997; Riecansky, 2004).

Children as young as age 5 can perform mental rota-
tion (Kosslyn et al., 1990; Marmor, 1975). In an early
study, Marmor (1975) found that the RT regression
slopes of 5-year-olds were similar to adults and con-
cluded that children are able to perform mental spatial
transformations. Subsequent studies have replicated this
basic finding (Kosslyn et al., 1990) and confirmed
through verbal reports that children use mental rotation
to make judgments even under conditions where no
explicit instructions to mentally rotate are given (Estes,
1998). Although young children can engage in mental
rotation, developmental differences are observed in
speed and efficiency of processing (Hale, 1990; Kail
et al., 1980; Merriman et al., 1985; Snow, 1990). Further,
a wide range of factors including IQ, gender, socioeco-
nomic status, videogame playing, stimulus type
employed, and practice on the mental rotation task all
impact performance (Cai and Chen, 2000; De Lisi and
Wolford, 2002; Okagaki and Frensch, 1994; Waber
et al., 1982; Willis and Schaie, 1988). These data suggest
that the observed developmental changes could reflect
improvement of initially rudimentary mental rotation
skills, or they reflect changing strategies for solving the
matching problems presented within the context of the
standard mental rotation tasks.

Only a few studies have reported data on the neural
systems that underlie mental rotation during develop-
ment. In general, children show patterns of parietal acti-
vation similar to adults, but their activation appears
more diffuse (Booth et al., 1999, 2000; Roberts and Bell,
2002). The distinctive patterns of activation, including
greater superior parietal activation, reported for adults
compared to 9- to 10-year-olds may be an index of in-
creasing functional specialization (Booth et al., 2000).
Further, an ERP study of 8-year-old children reported bi-
lateral, but asymmetrical parietal activation (right< left)
that could reflect emerging hemispheric specialization
for mental rotation (Roberts and Bell, 2002). More re-
cently, Ark (Ark, 2005) tested 9–10-year-old children
using behavioral and fMRI measures of mental rotation
with challenging 3D stimuli. The activation data sug-
gested differences between adults and children in two
important brain areas related to mental rotation: the pa-
rietal area and MT. Consistent with earlier studies, chil-
dren produced greater bilateral and widespread
activation in the parietal lobe than adults. In addition,

adults produced greater activation in MT than the low-
performing children, but not the high-performing
children. MT is thought to play a role in imagining the
movement of the figures in themental rotation task. Based
on the behavioral data, the low-performing children did
not activateMTbecause theywere not performingmental
rotation efficiently.

15.4 TRAJECTORIES OF DORSAL AND
VENTRAL STREAM DEVELOPMENT

Although many studies have examined the develop-
ment of ventral or dorsal stream functions separately,
work comparing the developmental trajectories of these
two systems is limited. The available data present con-
tradictory views of the relative rates of maturation of
the two visual systems. One body of data that draws
largely from studies of infants younger than a year sug-
gests that dorsal stream functions involved in motion
and location processing emerge earlier than ventral
stream functions involved in feature processing. In con-
trast to these findings, studies of older children tend to
support the view that the ventral stream matures earlier
than dorsal stream.

Much of the evidence for the early maturation of
the dorsal stream comes from infant studies of object
individuation in which spatiotemporal cues involving
motion and location processing are pitted against
featural cues. The violation-of-expectation paradigm
studies contrast infant responses when spatiotemporal
or featural violations are introduced during the test.
Infants under about 12 months of age (8 months with
simplified tasks) recognize spatiotemporal violations, but
fail to notice featural changes (Bonatti et al., 2002;
Feigenson and Carey, 2003; Krojgaard, 2000, 2003,
2007; Van de Walle et al., 2000; Xu and Carey, 1996; Xu
et al., 2004). This has led to the suggestion that the dorsal
system develops earlier than the ventral stream. Other
evidence indicates that ventral stream information,
such as color, is incorporated into object processing only
toward the end of the first year of life (Kaldy and Leslie,
2003; Leslie et al., 1998).

In contrast to the infant work, studies of older pre-
school and school children generally report that the de-
velopment of dorsal stream lags behind the ventral
stream. In their ERP studies, Neville and colleagues
reported significant effects of response latency for the
motion but not color stimuli that extended across the
age span (Armstrong et al., 2002; Coch et al., 2005;
Mitchell and Neville, 2004). However, visual evoked po-
tential (VEP) studies contrasting spatial frequency
(Gordon and McCulloch, 1999) and chromaticity
(Madrid and Crognale, 2000) found evidence of a lag
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in ventral stream functioning. Other studies testing
thresholds for motion and form coherence reported that
ventral stream-mediated form coherence matures signif-
icantly ahead of dorsal stream-mediated motion coher-
ence (Atkinson et al., 2005; Braddick et al., 2003; Gunn
et al., 2002). Behavioral studies of children using the
dual-stream framework comparing ‘what’ versus
‘how’ (Milner and Goodale, 1995) are rare. Atkinson
(1998) reported data from a small sample of 4–7-year-
old children usingMilner andGoodale’s (1995) ‘postbox’
task, which requires manual posting of a letter into a slot
at a particular angle (dorsal) or visual matching of the
perceived angle of the slot (ventral). They reported a sig-
nificantly better performance with the visual-matching
task. A second study using the same task but focused
on 3–4-year-old children suggested a ventral stream ad-
vantage based on a similar pattern of the results (Dilks
et al., 2008).

The mixed and often contradictory results from stud-
ies comparing the relative rates of dorsal and ventral
stream development have led a number of investigators
to suggest that it may be misleading to treat the develop-
ment of either visual system as a unitary event. Quinn
and Bhatt (2006) have suggested that the global dichot-
omy likely overlooks subtler changes that occur within
each stream across development. In addition, Johnson,
Mareschal, and colleagues suggest that the inconsistency

in the data may also arise from another factor related to
the immaturity of the visual system (Johnson et al., 2001;
Kaufman et al., 2003; Mareschal and Johnson, 2003).
They note that while there is good evidence that both
streams are functional from very early in development,
there is little support indicating that information from
the two streams is integrated until late in the first year.
This lack of integration may account for some of the
findings of the early dominance of spatiotemporal infor-
mation in the infant literature.

Recent neuroimaging studies of older children examin-
ing structural connectivity and functional networks pro-
vide relevant data for the developmental trajectory of
the dorsal and ventral streams. In a cross-sectional study
of development, Lebel et al. (2008) evaluated fractional an-
isotropy (FA) from diffusion tensor imaging (DTI) in mul-
tiple major white matter tracts in typically developing
people aged 5–30years. Figure 15.6 shows an example
from their findings comparing FA measures from a major
dorsal pathway, the superior longitudinal fasciculus, and a
major ventral pathway, the inferior longitudinal fasciculus.
While the inferior longitudinal fasciculus appears mature
in the late childhood period, the superior longitudinal fas-
ciculusdoes not reach fullmaturity untilmid to late adoles-
cence. An extended trajectory for dorsal stream processing
was also evident in a study of functional network structure
in a developmental study of face processing. Haist et al.
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(2011) evaluated functional activation in children (ages 7–
12), adolescents (ages 13–17), and adults (ages 18–40) dur-
ing a simple face and object viewing task (i.e., no explicit
memory or other cognitive task requirements). Adults pro-
duced a modestly greater extent of activation of the fusi-
form gyrus (FFA) relative to children but not adolescents,
and therewas apositive correlationwith age andactivation
in the OFA. The striking finding was that children pro-
duced hyperactivation relative to adults in regions in the
so-called extended face network (Haxby et al., 2000a),
including regions in the ventral stream such as the anterior
temporal pole (superior temporal gyrus) and amygdala,
and dorsal stream such as the IP lobule and inferior frontal
gyrus. Adolescents produced hyperactivation relative to
adults only in the dorsal stream regions.

15.5 NEURODEVELOPMENTAL
DISORDERS OF VISUOSPATIAL

PROCESSING

Patient data have been an important source of infor-
mation on the functional organization of the two major
visual pathways. Studies of adult patients with frank in-
jury to either the dorsal or ventral stream networks have
been an important source of data on functional organiza-
tion within the human brain. These studies rely on the
logic of subtraction, looking for associations between site
of lesion and specific functional loss. The study of devel-
opmental disorders requires a somewhat different per-
spective. Rather than simple associations, the central
questions concern the multiple, alternative patterns of
brain organization that can arise following early injury
to the developing brain or disruption of molecular sig-
naling pathways at critical points in early brain develop-
ment. These studies thus address issues concerning
neural plasticity and compromise, and their effects on
the development of basic functions. This section reviews
a few of the neurodevelopmental disorders that affect
visuospatial functions. It examines both the effects of
frank neural insult on the development of spatial pro-
cesses and the effects of specific genetic abnormalities.

15.5.1 Perinatal Stroke

Perinatal stroke (PS) is a cerebrovascular event that
occurs in the period just before birth or immediately after
and is usually observed among infants born at term
(Lynch and Nelson, 2001). The incidence rate of PS is
estimated at 1 in 4000, but it is widely believed that
the estimates are low reflecting only those cases that
present with identifiable symptoms (Nelson and
Lynch, 2004). PS most commonly involves the middle
cerebral artery distribution, creating large lesions that

compromisemuch of one cerebral hemisphere. In adults,
such lesions result in significant cognitive deficits, the
specific patterns of which differ depending on the side
and site of the injury. However, children with such large
lesions often achieve considerably better functional out-
comes. They typically have normal or corrected-to-normal
sensory functions, and intellectual functioning that falls
within the normal range on standardized IQ tests (Aram
and Ekelman, 1986; Ballantyne et al., 1994; Bates, 1999;
Levine et al., 2005; Nass et al., 1989; Stiles et al., 2012).

There is, however, evidence that different neural
systems and functionsmay vary in their capacity for adap-
tive reorganization, even when injury is early. While basic
sensory and motor systems are capable of considerable
reorganization, the residual effects on function are often
greater than for other domains (Himmelmann et al., 2006;
Nelson and Ellenberg, 1982; Van Heest et al., 1993; Wu
et al., 2006; Yekutiel et al., 1994).Within cognitive domains,
level of function is consistently superior to that of adults
with comparable injury, but varies by skill domain. Early
developing functions such as those associated with visuo-
spatial processing appear to be more vulnerable than
later-developing functions such as language (Reilly et al.,
2008; Stiles et al., 2009, 2012). Similarly, functions suchasvi-
suospatial processing that have a long evolutionary history
and are closely linked to a specific sensory system exhibit
somewhat less functional plasticity.

Studies of ventral stream processing among adults
with unilateral injury have shown that different patterns
of spatial deficit are associated with LH and RH injury
(Arena and Gainotti, 1978; Gainotti and Tiacci, 1970;
McFie and Zangwill, 1960; Piercy et al., 1960a; Ratcliff,
1982; Swindell et al., 1988;Warrington et al., 1966). Injury
to LH brain regions results in disorders involving diffi-
culty defining the parts of a spatial array. For example,
patients with LH injury tend to oversimplify spatial
patterns and omit details when drawing. On perceptual
judgment tasks, they rely upon overall configural cues
and ignore specific elements. In studies of global versus
local processing, LH injury is associated with local-
processing deficits. By contrast, patients with RH lesions
have difficulty with the configural aspects of spatial
analysis. In drawing, they include details, but fail to
maintain a coherent organization among the elements.
In perceptual judgment tasks, they focus on the parts
of the pattern without attending to the overall form.
In studies of global versus local processing, RH injury
results in global-level deficits (Delis et al., 1986, 1988).

Data from children with PS suggest that the basic
organization of the ventral stream is established early,
but is capable of at least limited adaptive organization.
Children with RH and LH injury show similar patterns
of impairment as adults, but their deficits are milder and
performance improves with development (Stiles et al.,
2008, 2012). For example, reproduction accuracy for
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the global-level forms, but not local-level forms, is signif-
icantly lower than controls in childrenwith RH injury; the
reverse pattern is observed in childrenwithLH injury (see
Figure 15.7(a)). Further, while accuracy improves in all
groups with development, the pattern of deficit persists
for both of the groups with PS (see Figure 15.7(b) for ex-
amples at two developmental time points for one child
with LH and onewith RH injury). These performance dif-
ferences reflect alternative patterns of brain organization
that can arise following early injury. In fMRI studies of
global–local processing, adolescents with PS do not show
a typical profile of right posterior activation for global-
and left posterior activation for local-level processing
(Moses et al., 2002). Rather, regardless of the side of lesion,
activation for both tasks is confined to the ventral–tempo-
ral regions of the contralesional hemisphere. As shown
in Figure 15.6(c), LH (left hemisphere lesion) shows

extensive activation on the right and little or no activation
on the left on both the global- and local-processing tasks,
while RH (right hemisphere lesion) shows extensive acti-
vation of the LH and very little activation of the RH. These
findings suggest that an alternative, lateralized pattern of
brain organization emerges in the wake of early injury.
While functional, this alternative pattern of activation is
not optimal as reflected in the behavioral performance
profiles. Similar lateralized differences in global/config-
ural versus local/featural deficits are observed across a
range of tasks including block construction (Stiles et al.,
1996; Vicari et al., 1998), copying and drawing
(Akshoomoff and Stiles, 2003; Akshoomoff et al., 2002),
and face perception (de Schonen et al., 2005; Mancini
et al., 1994; Stiles et al., 2006).

Consistent with data from ventral stream functioning,
studies of children with PS report patterns of deficit for
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FIGURE 15.7 Behavioral and functional brain
activation data from hierarchical form-processing
tasks. (a) In contrast to age- and IQ-matched con-
trols, who are equally accurate in reproducing the
global and local pattern levels, 5–12-year-old chil-
dren with RPS injury were more accurate in repro-
ducing the local pattern level, and children with
LPS injury were more accurate in reproducing
the global pattern level. Reproduced from Stiles J,
Stern C, Appelbaum M, Nass R, Trauner D, and Hes-

selink J (2008) Effects of early focal brain injury on

memory for visuospatial patterns: Selective deficits of

global–local processing. Neuropsychology 22(1):
61–73, with permission. (b) Examples of reproduc-
tions from two children, one with LH injury (left)
and one with RH injury (right) at two develop-
mental time points. While performance improves
with age, subtle levels of specific deficits persist.
(c) Brain activation to a perceptual hierarchical-
form-processing task is lateralized to the contrale-
sional hemisphere for both global and local pro-
cessing. Activation is based on an ROI analysis
in a region of the posterior lateral temporal–occip-
ital lobe. Activation data are from the same two chil-
dren whose earlier drawings are shown in panel b.

Reproduced from Stiles, J., Moses, P., Passarotti, A.,

Dick, F. and Buxton, R. 2003. Exploring developmental

change in the neural bases of higher cognitive functions:
The promise of functional magnetic resonance imaging.

Developmental Neuropsychology, 24(2&3), 641–

668 with permission.
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dorsal stream function that are consistent with those ob-
served among adults, though the severity of deficit is less
pronounced. Here again, there is clear evidence for
performance improvements from the preschool to the
late adolescent period, suggesting that children may be
better able to compensate for their spatial-processing
deficits than adults with comparable injury. Studies of
adults suggest that LH injury interferes with categorical
processing of spatial locations, while RH injury inter-
feres with coordinate processing (Laeng, 1994; Palermo
et al., 2008; Postma et al., 2008; van Asselen et al.,
2008). Very similar patterns of results have been
reported for children with PS. In an object-retrieval task,
3-year-olds with RH injury were impaired in their use of
coordinate relations, performing below the level of typ-
ical 18-month-olds (Lourenco and Levine, 2009).
Performance improved with development such that by
age 5 children showed mastery of this task. However,
evidence of persistent subtle deficit emerges among
older children on more challenging tasks. Reese et al.
(in preparation) tested 10–16-year-olds on Kosslyn’s
visual hemifield categorical and coordinate processing
task (Kosslyn et al., 1995a). Similar to findings from
adults with unilateral injury, children with RH injury
showed subtle deficits in coordinate processing, and
children with LH injury in categorical processing. These
studies focused on dorsal stream processing are consis-
tent with those focused on ventral stream processing
in that they show evidence of developmental improve-
ment in spatial processing against a backdrop of subtle,
persistent lateralized deficit.

15.5.2 Spina Bifida

Spina bifida meningomyelocele is a major neurodeve-
lopmental disorder caused by an open lesion in the spi-
nal cord through which the meninges protrude into a
fluid-filled sac (Fletcher and Dennis, 2009; Mitchell
et al., 2004). It is usually associated with a malformation
of the cerebellum and hindbrain (Chiari II malforma-
tion), which in turn causes hydrocephalus. Callosal
dysgenesis isalsocommon.Eachof theprimaryCNSabnor-
malities associated with spina bifida can directly affect
neurobehavioral outcomes. Eye movement disorders are
common. The ability to perform visually guided hand
and arm movements is often affected, particularly in chil-
dren with higher spinal cord lesions (Fletcher et al., 2005).
Theseare likelya result of insult to themidbrainand tectum
as well as impact to the cerebellum.

In addition to hydrocephalus, spina bifida can
also be characterized by hypoplasia of the corpus callo-
sum, cortical thinning, and/or white matter loss. The
secondary effects of these abnormalities can also impact
neuropsychological functioning. Although outcomes are

variable, children with spina bifida generally have a
relatively stronger language performance and weaker
perceptual and motor skills, particularly as demon-
strated by comparing their verbal and performance IQ
scores (Fletcher et al., 1992).

In order to examine the visual perceptual deficits
found in children with spina bifida, Dennis et al.
(2005) compared the results across a series of studies
on measures emphasizing object-based perception or
ventral processing and those emphasizing action-based
or dorsal processing. Among children with IQs at or
above 70, performance was relatively better on ventral
stream tasks (face recognition and visual illusions) and
poorer on dorsal stream tasks, particularly those requir-
ing action-based movement (visual pursuit, drawing,
route finding, and route planning). Poorest performance
relative to control subjects was found on stereopsis and
visual figure-ground tasks. Results from a study of
object-based visual processing also provide further
support for sparing of the ventral visual stream in spina
bifida, despite damage to posterior brain regions (Vinter
et al., 2010). Weaknesses in both visual–spatial ability
and phonological processing are related to poor math
performance in preschoolers with spina bifida (Barnes
et al., 2011).

The early disruption of brain development associated
with spina bifida appears to lead to relativelymore disrup-
tion of functions associated with the dorsal visual stream.
Spatial test performance is correlatedwith corpus callosum
measures in children with hydrocephalus, including those
with spina bifida (Fletcher et al., 1996). RecentMRI andDTI
results indicate disruption of the white matter and reorga-
nization of cortical regions, with the greatest impact on
posterior regions (Hasan et al., 2008; Juranek et al., 2008).
Direct comparisons between neuropsychological test per-
formance and imaging results are needed to examine
specific aspects of visuospatial processing in more detail.

15.5.3 Neurogenetic Syndromes

Three neurogenetic syndromes are associated with
deficits in the development of visuospatial skills, partic-
ularly those skills associated with the dorsal visual
stream. Neuroimaging data from patients with these
syndromes also implicate greater neurodevelopmental
abnormalities and perhaps greater early neurodevelop-
mental vulnerability within the dorsal visual stream.

15.5.3.1 Williams Syndrome

Williams syndrome (WS) is caused by a hemizygous
microdeletion of approximately 25 genes on chromo-
some 7q11.23. Most individuals with WS have mild to
moderate intellectual impairment (IQs range from the
high 50s to the low 70s). There is an unusual cognitive
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profile associated with WS, with relative sparing of
language and relative impairment in visuospatial and
visuomotor task performance (Bellugi et al., 2000;
Mervis et al., 2000; Meyer-Lindenberg et al., 2006;
Sarpal et al., 2008). Difficulties with visuospatial
construction tasks, particularly drawing and block con-
struction tasks, are hallmark deficits in WS. Deficits in
location-processing tasks are also found. In contrast, face
processing is an area of remarkable strength in WS.
These results led to the suggestion of a clear deficit in
the dorsal stream with relative sparing of the ventral
stream in WS (Galaburda and Bellugi, 2001; Mills
et al., 2000; Sarpal et al., 2008). However, task demand
differences inherent in these tasks left open the possibil-
ity that there were other explanations for this phenome-
non. This was examined directly in a study of face
and place processing in children and adults with WS
(Paul et al., 2002). The perceptual tasks were precisely
matched. Individuals with WS did not differ signifi-
cantly in performance from controls in the face-
processing task but were significantly worse in the place
(location)-processing task, providing further evidence of
a dorsal stream deficit.

Deficits on construction tasks in individuals with WS
are consistent across different ages, paradigms, and sam-
ples (Bellugi et al., 2001; Donnai and Karmiloff-Smith,
2000). These deficits may be related to the considerable
motor demands of such tasks in contrast to tasks that
tap other ventral stream skills, such as face processing,
with minimal motor demands. However, the reliance
on both ventral and dorsal stream processing is an alter-
native explanation for these discrepancies. In order to
more closely examine the dorsal stream deficit hy-
pothesis without the possible impact of intellectual
impairment, a group of adults with WS with normal in-
telligence participated in a series of fMRI experiments
(Meyer-Lindenberg et al., 2004). One task used
identical stimuli in two conditions. The object-based
condition required participants to indicate if two
shapes match while the visuospatial decision condition
required participants to indicate if two shapes could
be constructed to make a square (motor). Both control
and WS participants showed comparable activation in
the ventral stream during these conditions. While con-
trol participants activated bilateral regions of the parietal
portion of the dorsal stream in the match minus
motor contrast, individuals with WS showed no
significant activation. Similar results were found in
the attention to object versus attention to location
condition. The authors concluded that this hypoactiva-
tion reflects a persistent functional deficit in WS that
becomes rate limiting when higher demands are placed
on the dorsal stream during construction tasks. A subse-
quent fMRI study demonstrated dorsal stream deficits as
well as results that suggest that the medial ventral

stream is affected more than the lateral ventral stream
(O’Hearn et al., 2011).

Gray matter volume reduction was found in the
adjoining parietal–occipital and intraparietal sulcus in
WS. Subsequent studies have reported smaller superior
parietal lobe volumes inWS (Eckert et al., 2005) aswell as
DTI abnormalities that suggest that the underlyingwhite
matter tracts subserving the dorsal stream of visual pro-
cessing may be aberrant in WS (Hoeft et al., 2007).

15.5.3.2 Fragile X Syndrome

Fragile X syndrome is a single-gene disorder caused
by an expansion of CGG repeats in the promoter region
upstream of the FMR1 gene on the long arm of the X
chromosome (Walter et al., 2009). It is the most common
known cause of autism, with 15–30% of males with frag-
ile X meeting DSM-IV criteria for autistic disorder and a
higher percentage showing more autistic behaviors than
expected based on their developmental level. The cogni-
tive deficits can range from mild learning disabilities to
severe intellectual disability, with males more likely to
be severely affected than females (Schneider et al.,
2009). In addition to difficulties in social abilities and
executive functions, individuals with fragile X have
impaired visuospatial skills (Kwon et al., 2001).

Males and females with fragile X have difficulty
with mental manipulation of the spatial relationships
between objects and visuomotor coordination, as well
as construction tasks and visuospatial working memory
(Reiss and Dant, 2003). Children with fragile X also have
difficulty with arithmetic skills, with the appearance of
poor math achievement scores in early childhood
(Mazzocco, 2001). In a study of the relationship between
visuospatial skills and math performance, girls with
fragile X showed impairment on some aspects of ‘where’
spatial processing, but no apparent difficulty in identi-
fying objects (Mazzocco et al., 2006). Specifically, girls
had difficulty with processing global-level information
during a memory for location task and integrating
parts during the visual closure task. Significant correla-
tions between math tasks and visual perception tasks
were also found. These visuospatial deficits may be tied
to the dorsal stream, which in turn implicates dysfunc-
tion in the posterior parietal cortex. Evidence from both
structural and functional neuroimaging supports the
dorsal stream deficit hypothesis in fragile X. As shown in
Figure 15.8, DTI neuroimaging has shown that dorsal
stream white matter tracts, including the frontal–striatal
and parietal sensory–motor tracts, are altered in fragile X
(Barnea-Goraly et al., 2003). Functional MRI indicates
that fragile X is associated with decreased activation
in the frontal–parietal areas during math computation
and working memory tasks (Reiss and Dant, 2003).
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15.5.3.3 Turner Syndrome

Turner syndrome is caused by the partial or complete
loss of one female X chromosome. Females with this con-
dition typically have IQ scores in the average range, with
performance IQ scores lower than verbal IQ scores, and
specific difficulties on visuospatial and math tasks and
visuomotor control (Mazzocco, 2001; Walter et al.,
2009). There is decreased volume of the parietal and
occipital cortices, particularly the superior parietal lobe
and postcentral gyri, in Turner syndrome (Brown
et al., 2004). Although full-scale IQ is correlated with
volume of the postcentral gyri, the relationship between
the volume of these posterior brain regions and visuo-
spatial deficits has not been investigated.

Girls with Turner syndrome demonstrate a different
pattern of performance across a battery of visuospatial
tasks than females with fragile X syndrome (Mazzocco
et al., 2006). Girls with Turner syndrome have difficulty
with tests of both the ‘what’ and ‘where’ systems of
visuospatial processing. Specifically, performance on a
‘where’ task was correlated with performance on
a counting task, although it was not clear whether this
reflected the visuospatial or the working memory de-
mands of the enumeration task.

Reduced activation of the frontal–parietal network is
associated with reduced performance on a visuospatial
working memory task (Tamm et al., 2003). Reduced
activation in the parietal–occipital regions of the cortex
was found on a functional imaging version of the

judgment of line orientation task (Kesler et al., 2004).
DTI data also implicate abnormalities within the
frontal–parietal network (Walter et al., 2009). There is
additional evidence for abnormalities within the tem-
poral lobe that may help to explain recent evidence of
ventral stream visuospatial deficits in Turner syndrome
(Kesler et al., 2003; Rae et al., 2004).

The data from these three distinct neurogenetic
syndromes indicate relative deficits in visuospatial
skills, particularly the skills associated with the dorsal
stream or ‘where’ visual system. The results from avail-
able neuroimaging studies implicate greater involve-
ment of posterior brain regions, but it is not clear how
these generally similar behavioral and neurobiological
findings result from such different genetic abnormali-
ties. Walter et al. (2009) observed that disruption of the
FMR1 gene associated with fragile X and disruption of
the LIMK1 gene associated with WS affect early den-
dritic morphology. This disruptionmay have a relatively
greater impact on the dorsal visual stream due to its
reliance on larger dendritic fields.

15.6 SUMMARY AND CONCLUSIONS

The ultimate product of typical visuospatial pro-
cessing is a rich and fine-grained understanding of the
visual world around us that provides the basis for
efficient behavioral and cognitive interactions with the
environment. This ability arises from the intricate coor-
dinated activity of multiple brain regions organized into
two generally construed neurofunctional brain systems
architecturally defined as the ventral and dorsal visual-
processing streams, and functionally distinguished for pat-
tern and object processing (i.e., ‘what’) and spatial or action
processing (i.e., ‘where’ or ‘how’), respectively.

The basic neural systems mediating both of these
aspects of spatial functioning appear to be specified in
a rudimentary fashion early in development. Infants
are able to track and retrieve hidden objects by the mid-
dle of the first year of life. Basic markers for control of
spatial attention can be documented by 4 months and
may be available earlier. Dissociable patterns of spatial
analytic deficit can be documented in children with
perinatal brain injury. All of these data are indicative
of the early emergence of basic neural systems that are
specified for processing certain types of information.
However, early specification of a neural system does
not imply full or optimal functioning early in develop-
ment. There is ample evidence for protracted change
extending throughout childhood, with some abilities
not reaching maturity until adolescence. Therefore, the
developmental perspective using both typical and atyp-
ical development is imperative to provide insights into
the functional organization of visuospatial processing,

(a) (b)

FIGURE 15.8 Example of neuroimaging evidence of a dorsal
stream deficit in a neurogenetic disorder. Ten females with fragile X
(mean age¼16.7 years) and ten typically developed females (age¼17.0)
were examined using diffusion tensor imaging (DTI). The figure shows
regions of reduced DTI fractional anisotropy (FA; colored in yellow), a
measure of white matter integrity, in fragile X syndrome compared to
the control participants. Specifically, abnormal FA was found in the
frontal–parietal and parietal sensory–motor pathways. The caudate nu-
cleus (colored in red) is shown for reference. Findings are shown in 3D
perspective viewed from (a) superior lateral perspective of the right
hemisphere and (b) inferior perspective viewed from under the frontal
lobe. Rendered T1 images are shown representing the orientation of the
viewing perspective. Adapted from Barnea-Goraly N, Eliez S, Hedeus M,
et al. (2003)White matter tract alterations in fragile X syndrome: Preliminary

evidence from diffusion tensor imaging. American Journal of Medical Ge-
netics Part B: Neuropsychiatric Genetics 118B(1): 81–88, with permission.
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and to understand the plasticity and cognitive–behavioral
consequences of early pathology.

Consideration of the dorsal and ventral processing
systems as independent is widely believed to be too sim-
plistic, as there is clear evidence for interaction or poten-
tial interaction between the systems at multiple points of
anatomy and function. Nevertheless, the major develop-
mental hypothesis regarding the trajectory posits that
the dorsal system-dependent visuospatial processing
matures after the ventral system pattern and object pro-
cessing abilities. As summarized, this hypothesis is not
entirely consistent with findings from infants, but is
generally supported by findings in typically developing
preschool to school-age children. This has profound
implications in developmental disorders. Specifically,
dorsal stream functions may be particularly vulnerable
to insult at multiple points during development
(Atkinson and Braddick, 2007). Findings from several
developmental disorders, including frank neurological
insult from perinatal stroke and spina bifida, and neuro-
genetic syndromes, including WS, fragile X syndrome,
and Turner syndrome, were summarized that clearly
demonstrate disproportionate deficits in dorsal-stream
visuospatial functions relative to ventral stream func-
tions. Together, the preponderance of evidence from
developmental disorders converges to suggest that
visuospatial dorsal-stream functions are specifically
vulnerable and less capable of compensation.

There is considerable speculation regarding the
neurofunctional basis for dorsal-stream vulnerability
in development (Atkinson and Braddick, 2011; Grinter
et al., 2010). From an anatomical perspective, evidence
points to the possibility of greater vulnerability to insult
in magnocellular pathways, the dominant visual cell
type in the dorsal stream, relative to the parvocelluar
pathway, the dominant visual cell type in the ventral
stream. Thus, there is good reason to suspect that dor-
sal-stream vulnerability results from deficits originating
from the earliest visual-processing stages and cascading
to advanced spatial processingwithin the parietal cortex.
From a neurocognitive systems perspective, there are
additional reasons to suspect greater vulnerability
within dorsal stream processing. As summarized, recent
models consider the primary role for dorsal stream func-
tion to be in the service of behavioral and cognitive ‘ac-
tion,’ and there is compelling evidence that typical
visuospatial functions depend on the tightly integrated
activity between the parietal and frontal cortex net-
works. Recent neuroimaging findings investigating
structural (DTI) and functional connectivity (Fair et al.,
2007, 2008, 2009) converge to suggest that the parietal–
frontal networks have a protracted development period
that does not reach maturity until adolescence. Thus,
disruption of typical visual development that impacts
parietal lobe-related visuospatial functions would be

compounded later in childhood when advanced visuo-
spatial abilities require the contributions from frontal
lobe-dependent processes in addition to the posterior
visuospatial abilities in the ventral occipital–temporal
and parietal networks.

As this chapter suggests, the present state of the field
requires a much greater emphasis on coordinated studies
of the development of dorsal and ventral stream visual-
processing networks. In the real world, there is no disso-
ciation between these important processing systems; they
work seamlessly and in concert to guide visual perception
and action. Across development, it is likely that change in
one system affects change in the other. The challenge is to
better define the emergence in developmental time of
each of these systems and to understand how their sepa-
rate activities become coordinated. Studies of functional
connectivity across development hold considerable
promise for defining the emergence and integration of
these systems at the neural level. At the behavioral level,
studies designed to directly compare and contrast the de-
velopmental trajectories can inform our understanding. It
is essential that studies link spatial perception and cogni-
tion to address the understudied problem of how spatial
action systems emerge.
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16.1 INTRODUCTION

The title of this chapter –Memory Development – creates
the impression that a single entity –memory – has a single
course of development. Instead, there are several different
types of memory, each with its own characteristics and
course of development. For example, one type ofmemory
is short-term, lasting only seconds or minutes before
fading away, whereas another type is long-term, lasting
as long as a lifetime. Some types of memory have a lim-
ited capacity, whereas others are, for all practical pur-
poses, limitless. Memory sometimes is context-specific
and other times highly flexible. In fact, it sometimes
seems that the only thing all memories have in common

is that they are about the past. Yet even this characteri-
zation is not universally true, in that remembering to do
something in the future also qualifies as ‘memory’ of the
prospective type.

One primary goal of this chapter is to characterize the
major forms ofmemory. This step is necessary in order to
accomplish the second goal, which is to describe the
course of development of different types ofmemory over
the first years of life. As will become apparent, different
types of memory have different courses of development.
Differences in the timing and course of development
shed light on some of the mechanisms of age-related
change, consideration of which is the third major goal
of the chapter.
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16.2 DIFFERENT FORMS OF MEMORY

The suggestion that memory is not a unitary construct
is an old one. Maine de Biran (1804/1929) is credited as
the first to suggest that there might be different forms of
memory (Schacter et al., 2000). The notion was furthered
at the beginning of the twentieth century with studies of
wounded veterans from World War I. Kleist (1934), a
German physician, examined veteranswho had received
head wounds from gun shots or shrapnel and the behav-
ioral patterns that seemed to result from them. He ob-
served that there were systematic relations between
the site of the wound (and resulting brain lesion) and
the type of mental impairment experienced by the vet-
eran. The notion that different parts of the brain subserve
different cognitive functions, including different types of
memory, received especially strong impetus from the fa-
mous case of H. M. who, at the age of 27, underwent ex-
perimental surgery to treat intractable seizures. To treat
the seizures, his surgeon removed large portions of the
temporal lobes on both sides of the brain (Scoville and
Milner, 1957). Subsequent to the surgery, H. M. suffered
impairment of some forms of memory, yet not all of his
memory capacities were disrupted. His case in particular
led to the notion that there are different types or forms of
memory. Whereas some distinctions within the domain
are readily accepted, others are sources of debate.

16.2.1 Short- and Long-Term Memory

Characterizingmemory along a temporal dimension is
relatively uncontroversial. Whereas some memories are
short-term, lasting only seconds, others last much longer,
on the order of days, months, and even years. Short-term
memory generally is recognized as capacity-limited. It is
commonly thought to hold 7 ‘units’ of information – such
asdigits inaphonenumber–plusorminus2(Miller,1956),
though estimates of capacity vary. In contrast, long-term
memory is virtually limitless in its capacity. There seem-
ingly is no upper limit on the number of items, pieces of
information,orpersonalexperiences thatonecanmaintain
in long-termmemorystores (moreon the temporaldimen-
sion and capacity limitations of memory below).

16.2.2 Declarative and Nondeclarative Memory

Within long-termmemory, many recognize a division
based on the contents of memory, its function, its rules of
operation, and the neural substrates that support it.
Although the precise distinctions captured by the differ-
ent labels given to the divisions are not identical, there is
substantial overlap in contemporary conceptualizations
of declarative or explicit memory versus nondeclarative,
procedural, or implicitmemory.Each isdiscussed in turn.

16.2.3 Declarative or Explicit Memory

Declarativeor explicitmemory isdevoted toprocessing
of names, dates, places, facts, events, and so forth. These
are entities that are thought of as being encoded symboli-
cally and that thus can be described with language. In
terms of function, declarative memory is specialized for
fast processing and learning. New information can be en-
tered into the declarativememory system on the basis of a
single trial or experience. In termsof rules ofoperation,de-
clarative is fallible: one forgets names, dates, places, and
so forth. Although there are compelling demonstrations
of long-term remembering of lessons learned in high
school and college (e.g., foreign language vocabulary:
Bahrick, 2000), a great deal of forgetting from declarative
memory occurs literally minutes, hours, and days after
an experience. Declarative memory also has a specific
neural substrate. Current conceptualizations suggest
that the formation,maintenance, and subsequent retrieval
ofdeclarative or explicitmemoriesdependonamulticom-
ponent network involving cortical structures (including
posterior–parietal, anterior–prefrontal, and limbic–
temporal association areas) as well as medial temporal
structures (including the hippocampus and entorhinal,
perirhinal, and parahippocampal cortices: e.g.,
Eichenbaum and Cohen, 2001; Murray and Mishkin,
1998; Zola and Squire, 2000). The medial temporal struc-
tures may be considered ‘primary’ in the sense that with-
out them, whether measured by recall or recognition,
declarative memory is impaired (Moscovitch, 2000).

Declarative memory is itself subdivided into the
categories of semantic and episodic memory (e.g.,
Schacter and Tulving, 1994), with a finer distinction be-
tween episodic and autobiographical memory. Semantic
memory supports general knowledge about the world
(Tulving, 1972, 1983). People are consulting semantic
memory when they retrieve the facts that the capital of
the United States is Washington, DC, that the United
States has 50 states, and that with over 660000 square
miles, Alaska is the largest state in terms of land mass.
For practical purposes, both the capacity of semantic
memory and the longevity of the information stored in
it seem infinite. Semantic memory also is not tied to a
particular time or place. That is, people know facts
and figures, names and dates, yet in most cases, they
do not knowwhen and where they learned this informa-
tion. People might be able to reconstruct how old they
were or what grade they were in when they learned
some tidbits of information, but unless there was some-
thing unique about the experience surrounding the ac-
quisition of this information, they carry it around
without address or reference to a specific episode.

In contrast to semantic memory, episodic memory
supports retention of information about unique events
(Tulving, 1972, 1983), such as a specific visit to
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Washington, DC, or the fact that Alaska was one of the
states on a list of state names studied in amemory exper-
iment. Some episodic memories, such as whether a spe-
cific state was included in a word list, may not stay with
one for very long and are not especially personally rele-
vant or significant. Yet other episodic memories are per-
sonally significant and even self-defining. These so-
called autobiographical memories are episodic memories
that are infused with a sense of personal involvement
or ownership (Bauer, 2007). They are the episodes on
which people reflect when they consider who they are
and how their previous experiences have shaped them.

16.2.4 Nondeclarative, Procedural,
or Implicit Memory

Nondeclarative, procedural, or implicit memory is de-
voted to perceptual and motor skills and procedures.
Skilled motor behavior, such as dancing or swinging a
tennis racket, is not a name, date, place, fact, or event
but a collection of finely tuned motor patterns, behav-
iors, and perceptual skills that one cannot verbally de-
scribe. Most types of nondeclarative memory function
to support gradual, incremental learning. That is, behav-
ior is modified through practice, experience, or multiple
trials. Perhaps as a result of its slow function, a rule of the
operation of nondeclarative memory is that the learning
is relatively infallible (see next paragraph). A typical ex-
ample is riding a bicycle – one may not have ridden a bi-
cycle in many years but when he or she rides one again,
he or she ‘just knows how.’ Indeed, breaking an old non-
declarative pattern can be quite difficult, as exemplified
by the tendency to, in amoment of panic, slam the pedals
backward (as one does on his or her old 1-speed bike) in-
stead of squeezing the hand brakes (as one should on his
or her adult, multi-speed bike). As might be expected,
given the diversity of behaviors supported by nonde-
clarative memory, different types of nondeclarative
memory depend on different neural structures. For ex-
ample, motor skill learning andmany types of condition-
ing seemingly are dependent on cerebellum and
subcortical structures such as the basal ganglia and
priming seems dependent on extrastriate cortex.

Just as declarative memory is subdivided, so too is
nondeclarative memory. The most common categories
of nondeclarative memory are (1) motor skill learning
and (2) priming, and (3) classical conditioning. The range
of motor skills that people acquire is limitless. What they
have in common is that although theremight be a declar-
ative component to them (to stop the bike, put on the
brakes), their fluid execution is not accomplished via
learning and frequent repetition of the declarative
‘rules,’ but motor practice. Hours and hours and hours
of practice lie behind the fluid swish of a tennis

champion’s racket or the dance steps of Ginger Rogers
and Fred Astaire. A tennis or dance instructor can tell
one how to hold the racket or how to position one’s foot
to produce certain steps, but it is not this knowledge on
which accomplished athletes depend. Closer to home,
people all know that to stop cars that they are driving,
they put their feet on the brakes. Yet few if any people
know how many pounds of pressure they must put on
the brake pedal to stop quickly versus more gradually.
The information is encoded in their muscles and joints;
it is not accessible to conscious access or description.

Another form of nondeclarative memory is priming,
which is facilitated processing of a stimulus following
prior exposure to the stimulus. Perceptual priming oc-
curs when subsequent processing of a stimulus is facili-
tated by prior perceptual exposure to it. Conceptual
priming occurs when there is overlap between related
concepts in memory. A person who had recently studied
a list that included the word ‘Alaska’ would be more
likely to include it in a list of states than an individual
who had not studied the item.With regard to the distinc-
tion between conscious (declarative) and unconscious
(nondeclarative) memory, an important point to remem-
ber about priming is that it can occur without conscious
awareness that the item had been studied earlier, or that
subsequent processing was facilitated by earlier proces-
sing. That is, facilitated processing occurs even in the ab-
sence of recognition or recall of the originally studied
item (see Lloyd and Newcombe, 2009 and Roediger
and McDermott, 1993, for discussions).

Finally, classical conditioning occurs when two stimuli
that naturally do not co-occur become associated with
one another through repeated pairing. Typically, one of
the stimuli – the unconditioned stimulus – evokes a high-
probability or even reflexive response termed theuncondi-
tioned response. For example, a puff of air to the eye
(unconditionedstimulus)producesablink (unconditioned
response). The other stimulus – the conditioned stimulus –
is behaviorally neutral, such as a tone. Classical condition-
ing occurswhen, over time andrepeatedpairing of the two
stimuli, the conditioned stimulus (the tone) takes on the
same significance as the unconditioned stimulus, such that
it alone is sufficient to produce the response: anticipatory
eye closure at the sound of the tone (see Woodruff-Pak
and Disterhoft, 2008, for a review). This simple form of
learning occurs across phyla (e.g., rodents, nonhuman pri-
mates, andhumans),making it oneof the clearest examples
of learning and memory without awareness.

16.2.5 Relations Between Different Forms
of Memory

An important point to keep inmindwith regard to the
distinction between declarative and nondeclarative
forms of memory is that, in most cases, one derives both
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declarative and nondeclarative memories from the same
experience. Learning to drive a car is a good example. In
driver’s education class, students learn that to go, they
step on the accelerator and to stop, they step on the
brake. Tests to obtain a license to drive probe the stu-
dent’s memory of appropriate following and stopping
distance and the steps involved in parallel parking, for
example. But one would never become an expert driver
based on this type of memory alone. To become a good
driver, one must practice executing the motor move-
ments. Although one may be consciously aware that ve-
hicle stopping distance is 15 feet per second, it is not this
knowledge that permits him or her to bring the vehicle to
a gentle stop at a stop sign. That skill is acquired through
practice, practice, and more practice at driving and
braking.

Another important point is that, in most cases, declar-
ative and nondeclarative memories not only are ac-
quired in parallel but also continue to coexist, even
after execution of the behavior no longer seems to re-
quire conscious awareness. Many skills, such as driving,
start out very demanding of attentional resources yet
eventually can be performed almost ‘automatically,’ that
is, without conscious attention paid to them. Such
changes tempt the conclusion that once these skills no
longer require conscious attention to execute, they no
longer are declarative. Yet such a conclusion is not valid:
If declarative memories were to become nondeclarative,
that would mean that they were no longer accessible to
consciousness or declaration. The fact that one can tell
that vehicle stopping distance is 15 feet per second
proves that memory of the procedure is accessible to
consciousness, even though one does not have to think
about feet per second in order to brake. In other words,
one still has the declarative memory, even though it is
not that memory on which he or she depends to execute
the behavior. In the intact organism, declarative and
nondeclarative memory coexist. Many behaviors are ex-
ecuted based on nondeclarative memory alone, but that
does not mean that one type of memory has ‘turned into’
another. Rather, at the time of learning, both types of
memory were acquired; skilled performance of the mo-
tor behavior may be supported by one (nondeclarative),
yet the other (declarative) continues to exist.

The observations that different forms of memory are
acquired in parallel and coexist, possibly throughout
the life of the memory, beg the question of why organ-
isms would have multiple types of memory. It is likely
that either these different forms of memory evolved in
order to deal with competing demands for different
kinds of information storage or nature took fair advan-
tage of structures that had evolved for other reasons,
in order to deal with the demands. Either way, onemem-
ory system seems specialized for rapid encoding of in-
formation that is subject to equally rapid forgetting

whereas the other seems specialized for acquisition of
information at a slower rate yet seemingly permits
more robust retention. Why could not a single system
accomplish both tasks? Although this question cannot
be answered definitively, computer simulations have
revealed that a system that can change rapidly to accept
new inputs has difficulty maintaining old inputs. Con-
versely, a system that is good at maintaining old inputs
has difficulty ‘learning’ new things (e.g., McClelland
et al., 1995). This analysis suggests that complementary
memory systems work in concert in order to avoid inter-
ference with existing knowledge yet still maintain
flexibility.

16.3 DEVELOPMENTAL CHANGES IN
NONDECLARATIVE AND DECLARATIVE

MEMORY

Discussion of developmental changes in all of the dif-
ferent forms of memory is well beyond the scope of this
chapter. Instead, exemplars of each major type of mem-
ory are discussed as follows: priming, as an exemplar of
nondeclarative memory, and episodic and autobio-
graphical memory, as exemplars of declarative memory.

16.3.1 Priming

In the modern cognitive science and neuroscience lit-
eratures, priming is perhaps the most thoroughly stud-
ied form of nondeclarative memory. As defined above,
priming involves facilitated processing of a stimulus as
a result of prior exposure to it. Perceptual priming occurs
when facilitated processing is based on the surface fea-
tures of the stimulus; conceptual priming occurs when
the facilitation is based on the meaning of the stimuli.
In both cases, the facilitation is observed independent
of explicit recognition of the stimuli as having been seen
before (thus leading to characterization of the effect as
nondeclarative).

Perceptual priming is apparent from an early age and
is thought to show only small developmental changes.
In a typical paradigm, subjects encounter pictures of
common objects early in an experimental session. Later
in the session they are shown degraded pictures that
are slowly made sharper and clearer. Some of the pic-
tures are of the objects studied earlier whereas others
are of new objects. Children as young as 3 are faster to
name the pictures (i.e., they name them at lower levels
of clarity) when they have seen them previously than
when they have not. Age-related differences in perfor-
mance on these types of tasks are not pronounced
(e.g., Hayes and Hennessey, 1996; Parkin and Streete,
1988), even when children are compared with adults
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(e.g., Drummey and Newcombe, 1995). For this reason,
perceptual priming is thought to be relatively develop-
mentally invariant (see Lloyd and Newcombe, 2009,
and Parkin, 1998 for reviews).

Age-related differences are apparent in conceptual
priming paradigms. In a representative conceptual prim-
ing paradigm, subjects are presentedwithwords early in
a session. Later they are challenged to listmembers of tar-
get categories. For example, in response to the instruction
to list as many states as they can, subjects are more likely
to nominate ‘Alaska’ if they saw the word earlier in the
session than if they did not. Effects of this nature – effects
that seemingly depend on activation of related concepts
inmemory – are more robust in older relative to younger
children (e.g., Perez et al., 1998). Data such as these have
beenused to argue that conceptual priming shows salient
improvements with age. Lloyd and Newcombe (2009)
sounded a cautionary note in their review of this litera-
ture, however. They noted the distinct possibility that
rather than differences in priming, these paradigms
may reflect age-related improvements in conceptual
knowledge. That is, the mechanism of priming may be
age-invariant, andwhat accounts for improvementswith
age is categoryknowledge. Testingof this possibility is an
area for future research.

16.3.2 Episodic and Autobiographical Memory

Episodic and autobiographical memory have a pro-
tracted course of development, beginning in the first
year of life and extending into early adulthood. As dis-
cussed above, episodic memory supports retention of in-
formation about unique events that can be located in a
particular place and time (Tulving, 1972, 1983). Autobio-
graphicalmemories are episodicmemories that are espe-
cially personally relevant. They are what is thought to
make up the life story or personal past.

16.3.3 Questioning the Existence of Episodic
Memory in Young Children

Until the middle 1980s, it was widely believed that
infants and young children were incapable of remember-
ing specific episodes and thus of forming autobiographi-
cal memories. As discussed in Bauer (2006b, 2007), the
pessimism as to children’s mnemonic abilities stemmed
from a number of sources. One salient source of the per-
spectivewas the literature on infantile or childhood amnesia.
Most adults remember few if any memories from the first
3–4 years of life, and from the ages of 3.5–7, they have a
smaller number of memories than would be expected
based on forgetting alone. As reviewed in Bauer (2007,
2008), the phenomenon is strikingly robust and consistent
across time, population, and method (e.g., free recall,

response to cue words, and questionnaire). Although a
variety of explanations for the amnesia have been ad-
vanced (seeBauer, 2007, 2008, for reviews), oneof themost
common was also the simplest: adults lacked memories
from early in life because children failed to create them.

The suggestion that children younger than age 3 years
did not form episodic memories was consistent with the
dominant theoretical perspective at the time. A central
tenant of Jean Piaget’s genetic epistemology (see Flavell,
1963, for an introduction to the perspective) was that
for the first 18–24 months of life, infants lacked symbolic
capacity and, thus, the ability to mentally represent ob-
jects and events (e.g., Piaget, 1952). Instead, they were
thought to live in a ‘here and now’ world that included
physically present entities, yet the entities had no past
and no future. In other words, infants were described
as living an ‘out of sight, out of mind’ existence. Piaget
hypothesized that by 18–24 months of age, children
had constructed the capacity for mental representation.
However, even then, they were thought to be without
the cognitive structures that would permit them to orga-
nize events along coherent dimensions that would make
the events memorable. Consistent with this suggestion,
in retelling fairy tales, children as old as 7 years made er-
rors in temporal sequencing (Piaget, 1926, 1969). Piaget
attributed their poor performance to the lack of revers-
ible thought. Without it, children could not organize in-
formation temporally and thus could not tell a story from
beginning, to middle, to end. Without this ability, they
could not be expected to retain coherent episodic
memories.

16.3.4 A New Perspective on Young Children’s
Memory Abilities

Theperspective on infants’ andyoung children’smne-
monic abilities began to change in the middle 1980s as a
result of recognition of the importance to memory of
meaningful and familiar stimuli and development of
a means of assessing event memory in pre- and early-
verbal children. In an influential series of studies, Man-
dler and her colleagues (e.g., Mandler and DeForest,
1979; Mandler and Johnson, 1977) demonstrated that
even young children are sensitive to the structure inher-
ent in story materials. When the stories were well-
organized, children had high levels of recall. They also
tended to ‘correct’ poorly organized stories, to conform
to the hierarchical structure (see Mandler, 1984, for a re-
view). At roughly the same time, Nelson and her collea-
geus (e.g., Nelson, 1986) demonstrated that when
children were asked to recall ‘what happens’ in the con-
text of everyday events and routines, such as going to
McDonald’s, their performancewas qualitatively similar
to that of older children and even adults. Moreover, it
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became apparent that children did not require multiple
experiences of events in order to remember them. For ex-
ample, Fivush (1984) interviewed kindergarten children
after only a single day of school. Although the children
had experienced the school-day routine just once, they
nevertheless provided well-organized reports of the
experience.

The change in perspective on memory ability ex-
tended to infants as well, with the development of non-
verbal means of assessing memories for specific
episodes, namely, elicited and deferred imitation. Eli-
cited and deferred imitation entail use of objects to dem-
onstrate an action or sequence of actions that, either
immediately (elicited imitation), after some delay (de-
ferred imitation), or both, infants are invited to imitate.
Piaget (1952) himself had identified deferred imitation
as one of the hallmarks of the development of symbolic
thought. Meltzoff (1985) and Bauer and her colleagues
(Bauer and Mandler, 1989 and Bauer and Shore, 1987)
brought the technique under experimental control.
Meltzoff (1988) demonstrated that infants as young as
9 months of age were able to defer imitation of an action
for 24 hours. Bauer and Shore (1987) published findings
that over a 6-week delay, infants 17–23 months of age re-
membered not only individual actions but temporally
ordered sequences of action. That is, even after 6 weeks,
theywere able to reproduce in the correct temporal order
the steps of putting a ball into a cup, covering it with an-
other cup, and shaking the cups to make a rattle.

Whereas originally, the argument that imitation-
based paradigms provide a means of testing declarative
memory was based in Piaget’s (1952) observations, there
are a number of characteristics that support the claim.
Because the argument has been developed in detail else-
where (e.g., Bauer, 2006b, 2007 and Carver and Bauer,
2001), only two components of it are presented. First,
once children acquire the requisite language, they talk
about events that they experienced as preverbal infants,
in the context of imitation tasks (e.g., Bauer et al., 2002b;
Cheatham and Bauer, 2005). This is strong evidence that
the format in which the memories are encoded is declar-
ative, as opposed to nondeclarative or implicit (formats
inaccessible to language). Second, the paradigm passes
the ‘amnesia test.’ Whereas intact adults accurately imi-
tate sequences after a delay, patients with amnesia due to
hippocampal lesions perform no better than naı̈ve con-
trols (McDonough et al., 1995). Adolescents and young
adults who sustained hippocampal damage early in life
also exhibit deficits in performance on the task (Adlam
et al., 2005). This suggests that the paradigm taps the
type of memory that gives rise to verbal report. For these
reasons, the task has come to be widely accepted as a
nonverbal analogue to verbal report (e.g., Bauer, 2002;
Mandler, 1990; Meltzoff, 1990; Nelson and Fivush,
2000; Rovee-Collier and Hayne, 2000; Schneider and

Bjorklund, 1998; Squire et al., 1993) and is widely used
to examine developments in memory for specific epi-
sodes in the first two years of life.

16.3.5 Memory for Specific Episodes in the First
Two Years of Life

Over the first two years of life, there are developmen-
tal changes in memory for specific episodes along a
number of dimensions. Perhaps the most salient change
is in the length of time over which memory is apparent.
Importantly, because like any complex behavior, the
length of time an episode is remembered is multiply-
determined, there is no ‘growth chart’ function that spec-
ifies that children of X age should remember for Y long.
Nonetheless, across numerous studies, there has
emerged evidence that with increasing age, infants toler-
ate lengthier retention intervals. For example, at 6
months of age, infants remember an average of one ac-
tion of a three-step sequence for 24 hours (Barr et al.,
1996; see also Collie and Hayne, 1999). Nine-month-olds
remember individual actions over delays from 24 hours
(Meltzoff, 1988) to 5 weeks (Carver and Bauer, 1999,
2001). By 10–11 months of age, infants remember over
delays as long as 3 months (Carver and Bauer, 2001
and Mandler and McDonough, 1995). Thirteen- to four-
teen-month-olds remember actions over delays of 4–6
months (Bauer et al., 2000 and Meltzoff, 1995). By 20
months of age, children remember the actions of event
sequences over asmany as 12months (Bauer et al., 2000).

Infants also recall the temporal order of actions in
multistep sequences, though retaining order informa-
tion presents a cognitive challenge to young infants, in
particular, as evidenced by low levels of ordered recall
and substantial within-age-group variability in the first
year. Although 67% of Barr et al.’s (1996) 6-month-olds
remembered individual actions over 24 hours, only
25% of them remembered actions in the correct temporal
order. Among 9-month-olds, approximately 50% of in-
fants exhibit ordered reproduction of sequences after a
5-week delay (Bauer et al., 2001, 2003; Carver and
Bauer, 1999). By 13 months of age, the substantial indi-
vidual variability in ordered recall has resolved: 78%
of 13-month-olds exhibit ordered recall after 1 month.
Nevertheless, throughout the second year of life, there
are age-related differences in children’s recall of the or-
der in which actions of multistep sequences unfolded.
The differences are especially apparent under conditions
of greater cognitive demand, such as when less support
for recall is provided, and after longer delays (Bauer
et al., 2000).

The first two years of life also are marked by changes
in the robustness ofmemory for specific episodes. For in-
stance, there are changes in the number of experiences
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that seem to be required in order for infants to remem-
ber. In Barr et al. (1996), at 6months, infants required six
exposures to events in order to remember them 24
hours later. If instead they saw the actions demon-
strated only three times, they showed no memory after
24 hours (i.e., performance of infants who had experi-
enced the puppet sequence did not differ from that of
naı̈ve control infants). By 9 months of age, the number
of times actions need to be demonstrated to support re-
call after 24 hours has reduced to three (e.g., Meltzoff,
1988). Indeed, 9-month-olds who see sequences mod-
eled as few as two times within a single session recall
individual actions of them 1 week later (Bauer et al.,
2001). However, over the same delay, ordered recall
was observed only among infants who had seen the se-
quences modeled a total of six times, distributed over
three exposure sessions. Three exposure sessions also
support ordered recall over the longer delay of 1month.
By the time infants are 14 months of age, a single expo-
sure session is all that is necessary to support recall of
multiple different single actions over 4 months
(Meltzoff, 1995). Ordered recall of multistep sequences
is apparent after as many as 6 months for infants who
received a single exposure to the events at the age of
20 months (Bauer and Leventon, in press).

Another index of the robustness of memory is the ex-
tent to which it is disrupted by interference. One form of
interference that has been studied in infancy is changes
in context between encoding and retrieval. Reports on
infants’ sensitivity to contextual changes are mixed.
There are some suggestions that recall is disrupted if be-
tween exposure and test, the appearance of the test ma-
terials is changed (e.g., Hayne et al., 1997, 2000; and
Herbert and Hayne, 2000). However, there also are re-
ports of robust generalization from encoding to test by
infants across awide age range. Infants have been shown
to generalize imitative responses across changes in (1)
the size, shape, color, and/or material composition of
the objects used in demonstration versus test (e.g.,
Bauer and Dow, 1994; Bauer and Fivush, 1992; Bauer
and Lukowski, 2010; and Lechuga et al., 2001), (2) the ap-
pearance of the room at the time of the demonstration of
modeled actions and at the time of the memory test (e.g.,
Barnat et al., 1996 and Klein and Meltzoff, 1999), (3) the
setting for the demonstration of the modeled actions and
the test of memory for them (e.g., Hanna and Meltzoff,
1993; Klein and Meltzoff, 1999), and (4) the individual
who demonstrated the actions and the individual who
tested for memory of the actions (e.g., Hanna and
Meltzoff, 1993). Evidence of flexible memory extends to
infants as young as 9–11 months of age (e.g., Baldwin
et al., 1993; Lukowski et al., 2009; McDonough and
Mandler, 1998). In summary, whereas there is evid-
ence that with age, infants’ memories as tested in
imitation-based paradigms become more generalizable

(e.g., Herbert and Hayne, 2000), there is substantial
evidence that from an early age, infants’ memories sur-
vive changes in context and stimuli.

16.3.6 Developments in the Preschool Years
and Beyond

Beginning in the third year of life, verbal assessments
become a viablemeans for testing episodicmemory. This
opens up new possibilities: children can be tested not
only for memory for controlled laboratory events but
for events from their lives outside the laboratory as well.
This combination of approaches has yielded a wealth of
data about children’s memories for the routine events
that make up their everyday lives, and about their mem-
ories for unique events. Some of the events are highly
personally significant and contribute to an emerging au-
tobiography or personal past. Major findings from each
of these categories are reviewed.

Early studies of young children’s memories for the
events of their own lives focused on everyday, routine
events. The children’s reports included actions common
to the activities, and almost invariably, the actions were
mentioned in the temporal order in which they typically
occurred. Representative of the findings was the answer
provided by a 3-year-old child to the question, “What
happens when you have a birthday party?”: “You cook
a cake and eat it” (K. Nelson and Gruendel, 1986, p. 27).
This early research revealed ‘minimalist,’ yet neverthe-
less accurate, reports by children as young as 3 years
of age (see also K.Nelson, 1986, 1997). Subsequent studies
revealed that with development, children’s reports in-
cludedmoreinformation.Forexample, inadditiontomen-
tion of cooking a cake and then eating it, 6- and 8-year-old
children told of putting up balloons, receiving and then
opening presents from party guests, eating birthday cake,
and playing games. Second, relative to younger children,
older children more frequently mentioned alternative
actions: “. . .and then youhave lunch orwhatever you have.”
Third, with age, children include in their reports more
optional activities, such as “Sometimes then they have
three games. . .then sometimes they open up the other pre-
sents. . ..” Finally,with increasing age, childrenmentioned
more conditional activities, such as “If you’re like at Foote
Park or something, then it’s time to go home. . ..” (Nelson
and Gruendel, 1986, p. 27). Whereas some of the differ-
ences in younger and older children’s reports might be
due to the greater number of experiences of events such
as birthday parties that older children have, relative to
younger children, experience alone does not account for
the developmental differences. In laboratory research in
whichchildrenofdifferentagesaregiventhesameamount
of experience with a novel event, older children produce
more elaborate reports relative to younger children (e.g.,
Fivush et al., 1992; Price and Goodman, 1990).
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Young children also formmemories of unique events.
In an early study, Fivush et al. (1987) found that all of the
children in a sample of 2.5–3-year-olds recalled at least
one event that had happened 6 or more months in the
past. The children reported the same amount of informa-
tion about events that had taken place more than
3 months ago as they did about events that had taken
place within 3 months. In Hamond and Fivush (1991),
3- and 4-year-old children recalled a trip to Disney
World they had taken either 6 months previously or 18
months previously. The amount they remembered did
not differ as a function of the delay. Moreover, the older
and younger children did not differ in the amount of in-
formation they reported about the event. Yet the age
groups did differ in how elaborate their reports were.
Whereas the younger children tended to provide the
minimum required response to a question, the older
children tended to provide more elaborate responses.

With development, there are changes in what chil-
dren include in their reports about events. For example,
young children seemingly focus on what is common or
routine across experiences whereas older children and
adults focus on what is unique or distinctive. This trend
is illustrated in Fivush and Hamond (1990). In response
to an interviewer’s invitation to talk about going camp-
ing, after providing the interviewer with the distinctive
information that the family had slept in a tent, a 2.5-year-
old child went on to report on the more typical features
of the camping experience. In total, 48% of the informa-
tion that the children reported was judged to be distinc-
tive, implying that 52% of it was not. By 4 years of age,
children report about three times more distinctive infor-
mation than typical information (Fivush and Hamond,
1990). One consequence of focus on what is common
across experience is that a unique event such as camping
gets ‘fused’ into the daily routine of eating and sleeping.
In the process, the features that distinguish events from
one another may fade into the background and be lost.
The result would be fewer memories of episodes that
are truly unique. Conversely, with increasing focus on
the more distinctive features of events, there is a result-
ing increase in the number of memories that are truly
unique.

With age, children not only include different types of
information in their narratives but also include more in-
formation. For example, in research by Fivush and
Haden (1997), from 3.5 to 6 years of age, the number
of propositions children included in the average narra-
tive increased more than twofold, from 10 to 23. Young
children’s narratives include basic information about
what actions occurred in the event; they feature intensi-
fiers, qualifiers, and internal evaluations, and the actions
in the narrative are joined by simple temporal and causal
connections (e.g., then, before, and after, and because, so, in
order to, respectively). What accounts for the increase in

narrative length over this age period is that with age,
children provide (1) more information about who was
involved and when and where the event occurred, (2)
more information about optional or variable actions
(e.g., “When it turned red light, we stopped”; Fivush
and Haden, 1997, p. 186), and (3) more elaborations
(Fivush and Haden, 1997). As a result, relative to youn-
ger children’s, older children’s stories are more com-
plete, easier to follow, and engaging.

The dramatic increases with age in the amount of in-
formation that children report tempt the conclusion that
there also are age-related increases in the amount of in-
formation that children remember about events. This is
not a ‘safe’ conclusion, however, in light of evidence that
perhaps especially for younger children, verbal reports
underestimate the richness of memories (e.g., Fivush
et al., 2004; see Bauer, 1993, in press and Mandler,
1990, for discussions). Indeed, because of the inevitable
confounding between increases in age and increases
in narrative skills, whereas it is clear that children
report more with age, it is not clear whether they also
remember more.

16.3.7 Autobiographical Memory

Over the course of the preschool years, autobiograph-
ical or personal memory becomes increasingly apparent.
Autobiographical memories are the memories of events
and experiences that make up one’s life story or personal
past. They are the stories that people tell about them-
selves that reveal who they are and how their experi-
ences have shaped their characters. As implied by this
description, autobiographical memories differ from
‘run-of-the-mill’ episodic memories in that autobio-
graphical memories are infused with a sense of personal
involvement or ownership in the event. They are mem-
ories of events that happened to one’s self, in which one
participated, and about which one had emotions,
thoughts, reactions, and reflections. It is this feature that
puts the ‘auto’ in ‘autobiographical.’

Throughout the preschool years, children’s memories
take on more and more autobiographical features (see
Bauer, 2007, for discussion). From a very young age, chil-
dren include references to themselves in their narratives:
“I fell down.” With age, they increasingly pepper their
narratives with the subjective perspective that indicates
the significance of the event for the child (Fivush, 2001).
For example, they go beyond comment on the objective
reality of ‘falling down’ to convey how they felt about the
fall: “I fell down and was so embarrassed because every-
body was watching!” It is this subjective perspective that
provides the explanation for why events are funny, or
sad, for instance, and thus of significance to one’s self.

There also are changes in the marking of events
as having taken place at a specific place and time.
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For instance, children increasingly include specific refer-
ences to time, such as “on my birthday,” “at Christmas,”
or “last summer” (Nelson and Fivush, 2004). Markings
such as these not only establish that an event happened
at a time different from the present but also begin to es-
tablish a time line along which an organized historical
record of when events occurred can be constructed.
Children also include in their narratives more orienting
information, including where events took place andwho
participated in them (e.g., Fivush and Haden, 1997).
These changes serve to distinguish events from one an-
other, thereby making them more distinctive. Children
also includemore descriptive detail in their reports, sug-
gestive of a sense of reliving the experience. For example,
they include more intensifiers (“Cause she was very
naughty”), qualifiers (“I didn’t like her video tape”), ele-
ments of suspense (“And you know what?”; examples
from Fivush and Haden, 1997), and even repetition of
the dialogue spoken in the event (“. . .I said, ‘I hope
my Nintendo my Super Nintendo is still here’.”, from
Ackil et al., 2003). The result is a much more elaborate
narrative that brings both the storyteller and the listener
to the brink of reliving the experience. It is tempting to
conclude that these changes account for the finding
among adults of a steadily increasing number of memo-
ries of events that took place from the ages of 3–7
years (Bauer, 2007).

Relative to those in the preschool years, developments
in autobiographical or personal memory in later child-
hood and adolescence have been relatively neglected.
Yet age-related changes in autobiographical reports con-
tinue throughout the elementary school years and be-
yond. An illustration of the types of changes that occur
during this period is the breadth or completeness of chil-
dren’s narratives. Like a good newspaper story, a ‘good’
autobiographical narrative includes a number of ele-
ments, including information about the who, what, where,
when, why, and how of the experience. The average 7-
year-old includes only half the number of these narrative
elements than the average 11-year-old (see Bauer et al.,
2007).

16.4 MECHANISMS OF DEVELOPMENTAL
CHANGE

Given that memory is not a single entity or unity con-
struct, it is not surprising that there is not a single answer
to the question of ‘what develops’ in the development of
memory. Rather, like all complex behaviors, memory is
multiply-determined. An adequate explanation of why
it develops as it does will entail multiple levels of anal-
ysis, ranging from the cellular and molecular events that
allow for the storage of information to the cultural influ-
ences that shape the expression of memory (see Bauer,

2007, for discussion). Because the focus of this volume
is on basic neural and cognitive processes, the author fo-
cuses on these two categories of explanation. The reader
is referred to other sources (e.g., Bauer, 2007, in press and
Nelson and Fivush, 2004) for elaboration of the roles of
other aspects of development, including conceptual
change and social influences on remembering.

16.4.1 Neural Structures and Processes

A thorough review of the neural substrates that sup-
port the different types of memory, and the courses of
development of each, is well beyond the scope of this
chapter (see Bauer, 2007, 2009 and Nelson et al., 2006
for reviews of subsets of this large literature). Yet a brief
review is essential to the goal of identifying possible
mechanisms of developmental change. Studies of pa-
tients with specific types of lesions and disease and an-
imal models thereof, as well as neuroimaging studies,
have made clear that registration of experience and for-
mation of memory traces to represent it involve multi-
stage processes that depend on networks of neural
structures. For example, encoding, storage, and later
retrieval of declarativememories depend on amulticom-
ponent network involving temporal (hippocampus, and
entorhinal, parahippocampal, and perirhinal cortices)
and cortical (including prefrontal and other association
areas) structures (e.g., Eichenbaum and Cohen, 2001;
Markowitsch, 2000; Zola and Squire, 2000). In the review
to follow, the author focuses primarily on this network in
large part because its course of development is better
worked out, relative to the networks supporting nonde-
clarative memory.

16.4.2 The Neural Substrate of Declarative
Memory

Formation of a declarative memory begins as the ele-
ments that constitute an experience register across pri-
mary sensory areas (e.g., visual and auditory). Inputs
from primary cortices are projected to unimodal associ-
ation areas where they are integrated into whole per-
cepts of what objects look, feel, and sound like.
Unimodal association areas in turn project to polymodal
prefrontal, posterior, and limbic association cortices
where inputs from the different sense modalities are in-
tegrated and maintained over brief delays (see, e.g.,
Petrides, 1995). Prefrontal structures not only are in-
volved in the initial processing or encoding of experiences
into long-term traces but also are implicated in the tem-
porary maintenance of material in short-term and work-
ing memory. As well, the neocortical regions involved in
the initial perception and registration of experience are
thought to be responsible for both perceptual and
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conceptual priming (e.g., Gabrieli, 1998; see Toth, 2000
for a review).

For maintenance of traces of experience over delays of
longer than a few seconds or minutes, the inputs to the
association areas must be stabilized or consolidated, a task
attributed tomedial–temporal structures, in concert with
cortical areas (McGaugh, 2000). Specifically, information
from association areas converges on perirhinal and para-
hippocampal structures from which it is projected to the
entorhinal cortex and in turn to the hippocampus.
Within the hippocampus, conjunctions and relations
among the elements of experience are linked into a single
event. Association areas share the burden of consolida-
tion by relating new memories to episodes already in
storage: information processed in the hippocampus is
projected back through the temporal cortices which in
turn project to the association areas that gave rise to
their inputs. Eventually, traces are stabilized such that
the hippocampus is no longer required to maintain
them; consolidated traces are stored in neocortex
(although, whether memories are ever wholly indepen-
dent of the hippocampus is debated: see, e.g.,
Moscovitch and Nadel, 1998 and Reed and Squire,
1998, for opposing views).

Finally, behavioral and neuroimaging data implicate
prefrontal cortex in the retrieval of memories from
long-term storage (e.g., Cabeza et al., 1997, 2004;
Maguire, 2001; Markowitsch, 1995). For example, dam-
age to prefrontal cortex disrupts retrieval of facts and ep-
isodes. Deficits are especially apparent (1) in free recall
versus recognition, (2) for temporal information versus
items, (3) for specific event features, and (4) for source
of information. Imaging studies have revealed high
levels of activation in prefrontal cortex during retrieval
of episodic memories from long-term stores (reviewed
in Gilboa, 2004). Activations in medial prefrontal cortex
are observed during retrieval of internally generated in-
formation, such as the thoughts and feelings that put the
auto in autobiographical memories (Cabeza et al., 2004).
Lateral posterior parietal and precuneus also are
implicated in retrieval of autobiographical memories.
The activations are greater when subjects report retriev-
ing more details about the memory (reviewed in
Gilboa, 2004).

16.4.3 Development of the Neural-Substrate-
Supporting Declarative Memory

Developments in the neural-substrate-supporting de-
clarative memory are summarized in a number of
sources (e.g., Bauer, 2007, 2009, in press; Nelson, 2000;
Nelson et al., 2006; Richman and Nelson, 2008). In terms
of brain development in general, there are changes in
both gray and white matter from infancy well into

adolescence (e.g., Caviness et al., 1996; Giedd et al.,
1999; Gogtay et al., 2004; and Sowell et al., 2004). Reflect-
ing changes in vasculature, glia, neurons, and neuronal
processes, gray matter increases until puberty. Beyond
puberty, as a result of pruning and other regressive
events (i.e., loss of neurons and axonal branches), the
thickness of the cortical mantle actually declines (e.g.,
Giedd et al., 1999; Gogtay et al., 2004; Sowell et al.,
2001; Van Petten, 2004). In contrast to curvilinear change
in gray matter volume, white matter volume increases
linearly with age (Giedd et al., 1999). Increases in white
matter are associated with greater connectivity between
brain regions and with myelination processes that con-
tinue into young adulthood (e.g., Johnson, 1997;
Klingberg, 2008; Schneider et al., 2004).

In terms of the temporal–cortical episodic-memory
network, there are a number of indicators that in the hu-
man, many components of the medial temporal lobe de-
velop early. For instance, as reviewed by Seress and
Abraham (2008), the cells that make up most of the hip-
pocampus are formed in the first half of gestation and
virtually all are in their adult locations by the end of
the prenatal period. The neurons in most of the hippo-
campus also begin to connect early in development: syn-
apses are present as early as 15 weeks gestational age.
The number and density of synapses both increase rap-
idly after birth and reach adult levels by approximately 6
postnatalmonths. Perhaps as a consequence, glucose uti-
lization in the temporal cortex reaches adult levels at the
same time (i.e., by about 6 months: Chugani, 1994;
Chugani and Phelps, 1986). Thus, there are numerous in-
dices of early maturity of major portions of the medial
temporal components of the network.

In contrast to early maturation of most of the
hippocampus, development of the dentate gyrus of the
hippocampus is protracted (Seress and Abraham,
2008). At birth, the dentate gyrus includes only about
70% of the adult number of cells. Thus, roughly 30% of
the cells are produced postnatally. Indeed, neurogenesis
in the dentate gyrus of the hippocampus continues
throughout childhood and adulthood (Tanapat et al.,
2001). It is not until 12–15 postnatal months that the mor-
phology of the structure appears adultlike. Maximum
density of synaptic connections in the dentate gyrus also
is delayed, relative to that in the other regions of the hip-
pocampus. In humans, synaptic density increases dra-
matically (to well above adult levels) beginning at 8–12
postnatal months and reaches its peak at 16–20 months.
After a period of relative stability, excess synapses are
pruned until adult levels are reached at about 4–5 years
of age (Eckenhoff and Rakic, 1991).

Although the functional significance of later develop-
ment of the dentate gyrus is not clear, there is reason
to speculate that it impacts behavior. As already
noted, upon experience of an event, information from
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distributed regions of cortex converges on the entorhinal
cortex. From there, it makes its way into the hippocam-
pus in one of two ways: via a ‘long route’ or a ‘short
route.’ The long route involves projections from entorhi-
nal cortex into the hippocampus, by way of the dentate
gyrus; the short route bypasses the dentate gyrus.
Whereas the short route may support some forms of
memory (Nelson, 1995, 1997a,b), based on data from ro-
dents, it seems that adultlike memory behavior depends
on passage of information through the dentate gyrus
(Czurkó et al., 1997; Nadel and Willner, 1989). This
implies thatmaturation of the dentate gyrus of the hippo-
campus may be a rate-limiting variable in the develop-
ment of episodic memory early in life (e.g., Bauer, 2007,
2009; Nelson, 1995, 1997a,b, 2000). Finally, hippocampal
volume continues to increase gradually throughout
childhood and into adolescence (e.g., Gogtay et al.,
2004; Pfluger et al., 1999; Utsunomiya et al., 1999). Myeli-
nation in the hippocampal region continues throughout
adolescence (Arnold and Trojanowski, 1996; Benes
et al., 1994; Schneider et al., 2004).

The association areas also undergo a protracted
course of development (Bachevalier, 2001). For example,
it is not until the seventh prenatal month that all six cor-
tical layers are apparent. The density of synapses in the
prefrontal cortex increases dramatically at 8 postnatal
months and peaks between 15 and 24 months. Pruning
to adult levels does not begin until late childhood; adult
levels are not reached until late adolescence or early
adulthood (Huttenlocher, 1979; Huttenlocher and
Dabholkar, 1997; see Bourgeois, 2001, for discussion).
In the years between, in some cortical layers, there are
changes in the size of cells and the lengths and branching
of dendrites (Benes, 2001). Although the maximum den-
sity of synapses may be reached as early as 15 postnatal
months, it is not until 24 months that synapses develop
adult morphology (Huttenlocher, 1979). There also are
changes in glucose utilization and blood flow over the
second half of the first year and into the second year:
blood flow and glucose utilization increase above
adult levels by 8–12 and 13–14 months of age, respec-
tively (Chugani et al., 1987). Other maturational changes
in prefrontal cortex, such as myelination, continue into
adolescence, and adult levels of some neurotransmitters
are not seen until the second and third decades of
life (Benes, 2001). It is not until adolescence that neuro-
transmitters such as acetylcholine reach adult levels
(discussed in Benes, 2001).

Although much of the attention to developmental
changes has focused on the medial–temporal and pre-
frontal regions, there also are age-related changes in
the lateral temporal and parietal cortices. Cortical
gray-matter changes occur earlier in the frontal and oc-
cipital poles, relative to the rest of the cortex, which ma-
tures in a parietal-to-frontal direction. The superior

temporal cortex is last to mature (though the temporal
polesmature early; Gogtay et al., 2004). The late develop-
ment of this portion of the cortex is potentially signifi-
cant for memory as it is one of the polymodal
association areas that plays a role in integration of infor-
mation across sense modalities.

16.4.4 Functional Consequences of Development
of the Temporal–Cortical Network

What are the consequences for behavior of the slow
course of development of the neural network that sup-
ports declarative memory? At a general level, one may
expect concomitant behavioral development: As the
neural substrate develops, so does behavior (and vice
versa, of course). But precisely how do changes in the
medial temporal and cortical structures, and their inter-
connections, produce changes in behavior? In other
words, how do they affect memory representations?
To address this question, one must consider the basic
processes involved in memory-trace formation, storage,
and retrieval and how the ‘recipe’ for amemorymight be
affected by changes in the underlying neural substrate.
In other words, one must consider how developmental
changes in the substrate for memory relate to changes
in the efficacy and efficiency with which information is
maintained over the short-term, encoded and stabilized
for long-term storage, in the reliability and ease with
which it is retrieved.

16.4.5 Basic Cognitive and Mnemonic Processes

With developmental changes in the temporal–cortical
network, one may expect changes in basic cognitive pro-
cesses and in behavior. The basic processes involved in
memory are encoding, consolidation, and retrieval of
memory traces. Although the processes are difficult to
cleanly separate from one another (e.g., when the encod-
ing ends and the consolidation begins is a challenging
question to address), they do build on one another and
thus are described in the nominal order inwhich they oc-
cur: short-term maintenance and encoding, consolida-
tion and storage, and retrieval.

16.4.6 Encoding

Association cortices are involved in the initial reg-
istration and temporary maintenance of experience.
Because prefrontal cortex in particular undergoes con-
siderable postnatal development, it is reasonable to ex-
pect that neurodevelopmental changes in it relate to
age-related changes in the speed and efficiency with
which information is encoded into long-term storage.
Consistent with this suggestion, in a longitudinal study,
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Bauer and her colleagues (Bauer et al., 2006) found dif-
ferences in the amplitudes of event-related potential
(ERP) responses to familiar stimuli between 9 and 10
months of age that correlated with age-related improve-
ments in recall after a 1-month delay. Behavioral data
also indicate developments in encoding throughout
the second year of life. For example, relative to
15-month-olds, 12-month-olds require more trials to
learn multistep events to a criterion (learning to a crite-
rion indicates that the material was fully encoded).
In turn, 15-month-olds are slower to achieve criterion,
relative to 18-month-olds (Howe and Courage, 1997).
Indeed, across development, older children learn more
rapidly than younger children (Howe and Brainerd,
1989). Changes in the temporary registration of informa-
tion are apparent throughout the preschool years and
school years (e.g., Cowan and Alloway, 2009). The net
resultof thesechanges is thatchildrenbecomeincreasingly
adept not only at maintaining information in temporary
registration but also in initiating the type of organizational
processing that promotes consolidation of it.

16.4.7 Consolidation and Storage

As reviewed earlier, medial temporal structures are
implicated in the processes by which new memories be-
come ‘fixed’ for long-term storage; cortical association
areas are the presumed repositories for long-term mem-
ories. In a fully mature, intact adult, the changes
in synaptic connectivity associated with memory-trace
consolidation continue for hours, weeks, and even
months, after an event. Memory traces are vulnerable
throughout this time, as evidenced by the fact that le-
sions inflicted during the period of consolidation result
in deficits in memory whereas lesions inflicted after a
trace has been consolidated do not (e.g., Kim and
Fanselow, 1992; Takehara et al., 2003). For the develop-
ing organism, the period of consolidation may be one
of greater vulnerability for a memory trace, relative to
the adult. Not only are some of the implicated neural
structures relatively undeveloped (i.e., the dentate gyrus
and prefrontal cortex) but also the connections between
them are still being sculpted and thus are less than fully
effective and efficient. As a consequence, even once chil-
dren have successfully encoded an event, they remain
vulnerable to forgetting. Younger children may be more
vulnerable to forgetting, relative to older children
(Bauer, 2004, 2006a).

To examine the role of consolidation and storage pro-
cesses in long-term memory in 9-month-old infants,
Bauer et al. (2003) combined ERPmeasures of immediate
recognition (as an index of encoding), ERP measures of
1-week delayed recognition (as an index of consolidation
and storage), and deferred imitation measures of recall

after 1 month. After the delay, 46% of the infants evi-
denced ordered recall of the sequences, and 54% did
not. At the immediate ERP test, regardless of whether
they subsequently recalled the events, the infants evi-
denced recognition: Their ERP responses were different
to the old and new stimuli. This strongly implies that the
infants had encoded the events. Nevertheless, 1 week
later, at the delayed-recognition test, the infants who
would go on to recall the events recognized the props,
whereas infants who would not evidence ordered recall
did not. Thus, in spite of having encoded the events, a
subset of 9-month-olds failed to recognize them after
1 week and subsequently failed to recall them after
1 month. Moreover, the size of the difference in
delayed-recognition response predicted recall perfor-
mance 1 month later. Thus, infants who had stronger
memory representations after a 1-week delay exhibited
higher levels of recall 1 month later (see also Carver
et al., 2000). These data strongly imply that at 9 months
of age, consolidation and/or storage processes are a
source of individual differences in mnemonic
performance.

In the second year of life, there are behavioral sugges-
tions of between-age group differences in consolidation
and/or storage processes as well as a replication of the
finding among 9-month-olds that intermediate-term
consolidation and/or storage failure relates to recall over
the long-term. In Bauer et al. (2002a), 16- and 20-month-
olds were exposed to multistep events and tested for re-
call immediately (as a measure of encoding) and after
24 hours. Over the delay, the younger children forgot
a substantial amount of the information they had
encoded: they produced only 65% of the target actions
and only 57% of the ordered pairs of actions that they
had learned just 24 hours earlier. For the older children,
the amount of forgetting over the delay was not statisti-
cally reliable. It is not until 48 hours that children 20
months of age exhibit significant forgetting (Bauer
et al., 1999). These observations suggest age-related dif-
ferences in the vulnerability of memory traces during the
initial period of consolidation.

The vulnerability of memory traces during the initial
period of consolidation is related to the robustness of re-
call after 1 month. This is apparent from another of the
experiments in Bauer et al. (2002a), this one involving
20-month-olds only. The childrenwere exposed tomulti-
step events and then tested for memory for some of the
events immediately, some of the events after 48 hours
(a delay after which, based on Bauer et al., 1999, some
forgetting was expected), and some of the events after
1 month. Although the children exhibited high levels
of initial encoding (as measured by immediate recall),
they nevertheless exhibited significant forgetting after
both 48 hours and 1 month. The robustness of memory
after 48 hours predicted 25% of the variance in recall
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1month later; variability in level of encoding did not pre-
dict significant variance. This effect is a conceptual rep-
lication of that observed with 9-month-olds in Bauer
et al. (2003) (see Bauer, 2005 and Howe and Courage,
1997, for additional evidence of a role for post-encoding
processes in long-term recall). The findings that infants
who are ‘good consolidators’ have high levels of long-
term recall are reminiscent of Bosshardt et al. (2005) with
adults: fMRI activations 1 day after learningwere predic-
tive of forgetting 1 month later.

Changes in the processes by which memory represen-
tations are consolidated and stored can be expected to
continue throughout the preschool years. However, al-
though neuroimaging techniques such as ERPs could
be brought to bear on the question, as they are in the in-
fancy period, such studies have not been conducted with
preschool-age children. Neither is there a plethora of be-
havioral studies toaddress thequestion.Amajor reason is
that few studies include the requisite type or number of
tests. Frequently, studies of long-term memory fail to in-
clude a measure of initial encoding (e.g., Liston and
Kagan, 2002), thus making it impossible to determine
the variance associated with encoding processes. They
also tend tomeasure recall only once, at the end of the re-
tention interval, thus making it impossible to determine
the variance associated with post-encoding processes
during the period of consolidation. An exception to this
approach is described in the next section.

16.4.8 Retrieval

Prefrontal cortex is implicated in retrieval of memo-
ries from long-term storage sites. Prefrontal cortex
undergoes a long period of postnatal development, mak-
ing it a likely candidate source of age-related differences
in long-term recall. Surprisingly, although retrieval
processes are a compelling candidate source of develop-
mental differences in long-term recall, there are few data
with which to evaluate their contribution. A major rea-
son is that most studies do not allow for assignment of
relative roles of the processes that take place before
retrieval, namely, encoding and consolidation. As
discussed in the section on encoding, older children
learn more rapidly than younger children. Yet age-
related differences in encoding effectiveness rarely are
taken into account. In fact, as just noted, inmany studies,
no measures of encoding or initial learning are obtained.
In addition, with standard testing procedures, it is diffi-
cult to know whether a memory representation has lost
its integrity and become unavailable (consolidation or
storage failure) or whether the memory trace remains in-
tact but has become inaccessible with the cues provided
(retrieval failure). Implication of retrieval processes as a
source of developmental change requires that encoding

be controlled and that memory be tested under condi-
tions of high support for retrieval.

In the infancy period, one of the studies that permits
assessment of the contributions of consolidation and/or
storage relative to retrieval processes is Bauer et al.
(2000) (see also Bauer et al., 2003, described earlier).
The study provided data on children of multiple ages
(13, 16, and 20 months) tested over delays of 1–12
months. Immediate recall of half of the events was
tested, thus providing a measure of encoding. Because
the children were given what amounted to multiple test
trials, without intervening study trials, there were mul-
tiple opportunities for retrieval. As discussed by Howe
and his colleagues (e.g., Howe and Brainerd, 1989;
Howe and O’Sullivan, 1997), for intact memory traces,
retrieval attempts strengthen the trace and route to re-
trieval of it, thereby increasing accessibility on each test
trial. Conversely, lack of improvement across test trials
implies that the trace was no longer available (although
see Howe and O’Sullivan, 1997, for multiple nuances of
this argument). Third, immediately after the recall tests,
relearning was tested. That is, after the second test trial,
the experimenter demonstrated each event once and
allowed the children to imitate. Since Ebbinghaus
(1885), relearning has been used to distinguish between
an intact but inaccessible memory trace and a trace that
has disintegrated. Specifically, if the number of trials re-
quired to relearn a stimulus was smaller than the num-
ber required to learn it initially, savings in relearning
were said to have occurred. Savings presumably accrue
because the products of relearning are integratedwith an
existing (though not necessarily accessible) memory
trace. Conversely, the absence of savings is attributed
to storage failure: there is no residual trace upon which
to build. In developmental studies, age-related differ-
ences in relearning would suggest that the residual
memory traces available to children of different ages
are differentially intact.

To eliminate encoding processes as a potential source
of developmental differences in long-term recall, in a
reanalysis of the data from Bauer et al. (2000), subsets
of 13- and 16-month-olds and subsets of 16- and
20-month-olds were matched for levels of encoding (as
measured by immediate recall; Bauer, 2005). The amount
of information the children forgot over the delays then
was examined. For both comparisons, even though they
were matched for levels of encoding, younger children
exhibited more forgetting relative to older children.
The age effect was apparent on both test trials.Moreover,
in both cases, for older children, levels of performance
after the single relearning trial were as high as those at
initial learning. In contrast, for younger children, perfor-
mance after the relearning trial was lower than at initial
learning. Together, the findings of age-related differen-
tial loss of information over time and of age effects in
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relearning strongly implicate storage processes, as op-
posed to retrieval processes, as the major source of
age-related differences in long-term recall.

The conclusions from the infancy literature are consis-
tent with the results of research with older children con-
ducted within the trace-integrity framework (Brainerd
et al., 1990) and conceptually related fuzzy-trace theory
(Brainerd and Reyna, 1990). In this tradition, to eliminate
encoding differences as a source of age-related effects,
participants are brought to a criterion level of learning
prior to imposition of a delay. To permit evaluation of
the contributions of storage processes versus retrieval
processes, participants are provided multiple test trials,
without intervening study trials. In one such study, 4-
and 6-year-old children learned and then recalled
eight-item picture lists (Howe, 1995). In this study, as
in virtually every other study conducted within this
tradition (reviewed in Howe and O’Sullivan, 1997), the
largest proportion of age-related variance in children’s
recall was accounted for by memory failure at the
level of consolidation and/or storage, as opposed to re-
trieval. Whereas consolidation and/or storage failure
rates decline throughout childhood, retrieval failure
rates remain at relatively constant levels (Howe and
O’Sullivan, 1997). Theapparent lackof change in retrieval
failure rates throughout childhood undermines the sug-
gestion that retrieval processes are a major source of de-
velopmental change during this period.

If not by affecting retrieval, by what means do devel-
opmental changes in prefrontal cortex influencememory
development in infancy and childhood? As discussed in
Bauer (2006a, 2007), rather than on retrieval processes, a
major effect of developments in prefrontal structures
may be on consolidation and/or storage processes. Con-
solidation is an interactive process between medial tem-
poral and cortical structures. As such, changes in cortical
structures may be as important to developments in con-
solidation processes as are changes in medial temporal
structures. Moreover, the ultimate storage sites for
long-term memories are the association cortices. Thus,
developmental changes in prefrontal cortex may play
their primary role in supporting more efficient consoli-
dation and more effective storage.

16.5 CONCLUSION

The title of this chapter –Memory Development – gives
the impression that its subject will be singular: a singular
system with a singular course of development. On the
contrary, there are many different forms of memory,
each with its own characteristics and developmental
course. Although some broad generalizations apply,
most of what one can be said to know about memory
is relevant within a limited frame and for a subset of

the types of memory. Continued progress in under-
standing memory and its development requires that ap-
propriate distinctions be maintained.

Historically, most types of memory were thought to
be relatively late to develop. This expectation was per-
haps nowhere more apparent than in reference to epi-
sodic and autobiographical memory. Research in the
last decades of the twentieth century made clear that
the assumption was unwarranted. When they are tested
with structured stimuli and personally relevant events
and materials, even young children show evidence of
mnemonic competence. Thus, in sharp contrast to ex-
pectations of developmental discontinuities in event
memory, there is ample evidence that the capacity to re-
member past events develops early. The research also
made clear, however, that development is a protracted
event, beginning in infancy and continuing into late ad-
olescence. A full accounting of the development of
‘memory’ thus requires a long-term perspective.

Finally, it is a truism to say that complex behaviors are
multiply determined. In the field of the development of
memory, this dictummust be embracedwholeheartedly.
Within the same space of time as the mnemonic capabil-
ities of even young children were chronicled, progress in
explaining the timing and course of development was
made at a variety of different levels. Although much re-
mains to be discovered, understanding of the cellular
and molecular events that permit the storage and later
retrieval of information is now within reach. Similarly,
people are on the verge of understanding how basic
memory processes determine the life course of amemory
at different points in developmental time. People may
look forward to the day whenmultiple levels of explana-
tion come together into a comprehensive account of the
processes and determinants of the capacities called
memory.

SEE ALSO

Cognitive Development: Structural Brain Develop-
ment: Birth ThroughAdolescence; DevelopingAttention
and Self Regulation in Infancy and Childhood; A Neuro-
science perspective on empathy and its development;
Executive Function: Development, Individual Differ-
ences and Clinical Insights.
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17.1 INTRODUCTION

The acquisition of spoken language is one of the most
remarkable and uniquely human accomplishments. At
birth, newborns are capable of producing only cries
and other vegetative sounds, have no control over their
oral-vocal tract, and understand no meaningful speech.
Within 3 years, without overt instruction, children have
mastered the complex speech sound system of their lan-
guage and acquired a rich and varied vocabulary. They
have sufficient grammatical knowledge to allow them to

talk about a wide range of topics, referring to events,
people, and abstract ideas that are not immediately pre-
sent in their environment and may exist only in their
imaginations, thus going well beyond the communica-
tive abilities of any other species. Human languages
are highly complex, hierarchically organized abstract
systems, composed of a phonological rule system speci-
fying how speech sounds are combined, lexicon, syntax,
morphology, and pragmatic and discourse rules. These
systems depend on the development of a range of
domain-specific and domain-general cognitive and
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neural mechanisms that interact and become integrated
into organized functional networks over the course of
the first few years of life. This chapter summarizes what
is currently known about the early development of
speech and language skills in typically developing chil-
dren, beginning with the prenatal period and then ad-
dresses how these developmental processes may go
awry in children with language disorders.

17.1.1 What Is Language?

Spoken languages are composed of sounds; pho-
nemes are the minimal linguistic units of a language
and include vowels and consonants. The rapidly chang-
ing acoustic properties of phonemes are free to vary
across speakers, time, and context, which makes the
problem of speech perception particularly challenging.
On the production side, speech sounds involve highly
complex and intricately timed sequences of movements
from the lower to the upper respiratory tract, through
the larynx and oral and nasal cavities, and involving
the lips, tongue, teeth, and glottis to produce phonemes.
Within each language, there are constraints, or rules,
which specify the permissible sequences of phonemes,
referred to as phonotactic constraints. In addition,
speech involves prosodic features that characterize the
stress patterns of words and sentences that may be influ-
enced by lexical, grammatical, or pragmatic factors.

Phonemes are combined to create the minimal unit of
a language that carries meaning (semantic function), re-
ferred to as morphemes. Words (or lexical items) make
up the vast majority of a language’s morphemes. Most
languages also include a smaller set of morphemes
called ‘bound morphemes’ because they are affixed to
other morphemes but still carry meaning such as tense,
mood, number, and gender. Examples in English include
past tense (-ed), the negative un-, or the plural -s. In turn,
words and morphemes are combined to create sen-
tences. The rules governing the order and hierarchical
organization of sentence structure make up the syntax
of a language. Together, the phonology, morphology, se-
mantics, and syntax form the structural components of
language. The functional uses of language, or pragmat-
ics, include a variety of speech acts (e.g., directive, ques-
tion) as well as the social rules governing the use of
language in a range of discourse contexts (e.g., conversa-
tion, narrative).

The neural bases of language perception and produc-
tion are relatively well known (e.g., Hickock, 2009).
Large networks of cortical and subcortical regions are
involved, spanning basic sensory and motor systems
to higher-order, relatively specialized cortical areas. In
the majority of adults, in whom most in vivo studies
have been carried out, these specialized areas, devoted

primarily to linguistic processing, are functionally orga-
nized asymmetrically in the left hemisphere of the brain;
the two most significant areas include Broca’s area in the
inferior frontal cortex and Wernicke’s area in the tempo-
ral lobe. These regions are connected via white matter fi-
ber bundles, including the primary dorsal pathway, the
arcuate fasciculus, as well as secondary dorsal and ventral
pathways (Friederici, 2009). Although less is known
about the development of these neural systems because
of limitations to the use of neuroimaging methods in in-
fants and young children, there is now an emerging
body of research focusing primarily on perceptual and
language processing using electrophysiological methods,
which are the most easily adapted for use with infants
(Kuhl, 2010).

17.2 SPEECH PERCEPTION

Speech perception and language comprehension rely
on complex neural networks that, in most adults, heavily
involve the perisylvian region of the left hemisphere.
Research has explored the early behavioral responses
and neural correlates of exposure to language in neo-
nates and infants to investigate the development of the
language networks.

17.2.1 Prenatal Responses to Speech
and Language

The auditory system is almost fully developed by the
third trimester of pregnancy, so the developing fetus can
process auditory and speech stimuli, although the rapid
temporal features of phonemic stimuli are, for the most
part, filtered out by the mother’s body and uterine envi-
ronment. Near-term fetuses show amore sustained heart
rate deceleration to sentences than to music but do not
differ in their response to sentences and chimeras of
these sentences with all phonetic information removed
(Granier-Deferre et al., 2010). Most prenatal exposure
to phonemic stimuli is provided by the mother’s voice,
the vibrations of which are transmitted directly to the
fetus.

Infants learn about many aspects of language during
the last weeks of the prenatal period, including the iden-
tity of their mother’s voice, stress patterns of the lan-
guage, as well as specific segments of language (such
as repeated passages from storybooks) to which they
have been exposed. Beginning around 32 weeks’ gesta-
tion, fetuses exhibit heart rate deceleration in response
to recordings of their mother’s voice (Kisilevsky and
Hains, 2011), and near-term infants show differential
patterns of heart rate response to recordings of the
mother’s voice and a stranger’s voice (Kisilevsky et al.,
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2003). At birth, infants distinguish and prefer their own
mother’s voice over the voice of a female stranger
(DeCasper and Fifer, 1980), speech passages they were
exposed to prenatally over novel passages (DeCasper
and Spence, 1986), and their native language over other
rhythmically dissimilar languages (Byers-Heinlein et al.,
2010; Mehler et al., 1988; Nazzi et al., 1998).

17.2.2 Newborn Speech Perception

From birth onward, infants display a strong prefer-
ence for listening to speech over other auditory stimuli.
Neonates exhibit more nonnutritive, high-amplitude
sucking when rewarded with linguistic stimuli than
withwhite noise (Butterfield and Siperstein, 1970), tones,
or scrambled speech sounds (Vouloumanos andWerker,
2007). Even very young infants possess sophisticated
speech perception abilities, which is similar to adults
in a variety of ways.

Adults perceive phonetic information categorically.
For instance, the speech sounds /da/ and /ta/ differ
with respect to the phonetic feature of voice onset time
(VOT), and when presented with syllables with VOTs
varying continuously, adults perceive only two sounds:
/da/ or /ta/. Furthermore, adults are easily able to ex-
tract phonetic information despite the fact that the acous-
tic properties of speech vary drastically depending on
the individual speaker’s voice. Behavioral studies have
found that 2-month-old infants detect phonetic changes
regardless of whether this change is accompanied by a
change in pitch (Kuhl and Miller, 1982) or speaker
(Jusczyk et al., 1992). In newborns, electrophysiological
studies have shown that the neonatal brain responds
as quickly to a change in phonemic category whether
or not this is accompanied by a change of speaker
(Dehaene-Lambertz and Pena, 2001). Neonates extract
linguistically relevant phonemic information from the
extraneous acoustic information related to specific
voices and thus normalize across speakers. Notably,
however, this is not due to an inability of infants to
discern the different voices as neonates have been shown
to discriminate at least between male and female voices
(Floccia et al., 2000). In addition to normalizing across
speakers, very young infants, like adults, perceive
speech sounds categorically rather than continuously.
Infants will dishabituate more to a change in syllable
when this change crosses adult categorical boundaries
than when the change occurs within a given phonetic
category (Eimas et al., 1971). Newborns are sensitive
to linguistic or auditory ‘gestalts,’ such as syllable repe-
tition. Specifically, they show increased response over
the temporal and left frontal areas to grammars contain-
ing a consecutive repetition (ABB sequences, e.g.,
‘mubaba’), suggesting the possibility of automatic

perceptual detection of auditory repetition (Gervain
et al., 2008).

17.2.3 Development of Speech Perception

After birth, infants continue to learn about the lan-
guage that they are exposed to, and by 4 months, infants
discriminate their own language even from other very
similar languages, such as Spanish and Catalan (Bosch
and Sebastián-Gallés, 2001). Infants also undergo a dras-
tic transition where their perception of speech becomes
shaped by exposure to a specific language. Each lan-
guage contrastively uses only subsets of the available
universal phonetic categories, and adults cannot easily
discriminate between phonetic categories not used in
their native language.

Infants are prepared to perceive any language they
might encounter but gradually restrict this ability to their
own language over the first year of life through a process
of perceptual narrowing. Infants stop discriminating
consonant contrasts not used in their native language
by around 10 months of age (Werker and Tees, 1984).
Measuring electrophysiological response to a phonetic
change after a repeated syllable has shown that this
perceptual narrowing involves decreased response
when the change involves nonnative phonemes
(Cheour et al., 1998; Rivera-Gaxiola et al., 2005) coupled
with increased response when the change involves
native-language phonemes (Rivera-Gaxiola et al.,
2005), suggesting a process of neural commitment to
native-language phonemes (Kuhl, 2004). A similar study
using near-infrared spectroscopy, which is more sensi-
tive than electrophysiology to spatial localization of
neural processing, found that increased response to
native phoneme changes did not stabilize until around
10 months of age, and a left-lateralized response to
native-language phonemes emerged around 13 months
of age (Minagawa-Kawai et al., 2007).

Using magnetoencephalography, Imada and col-
leagues found that a wide range of sounds, including
speech, elicited responses in left hemisphere superior
temporal areas in infants from birth through 12 months
of age (Imada et al., 2006). In contrast, inferior frontal
areas of the left hemisphere were not responsive to
speech until after age 6 months; this response was corre-
lated with temporal region responses to speech by 12
months of age, suggesting the basic neural network for
processing language is in place by the end of the first
year. It may be that there are structural predispositions
for these functional networks to develop in the left hemi-
sphere (Dubois et al., 2009).

In sum, it is evident that the infant brain possesses
some degree of functional organization of the language
networks present in human adults. The superior
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temporal region, in particular, responds to language at
birth, although this response is not specific to speech.
To some extent, left-lateralized responses may be driven
by acoustic characteristics of the auditory stimulus in
addition to truly linguistic properties. Although there
are some inconsistencies in the current infant literature,
which may be the result of different experimental para-
digms and stimuli as well as imaging modality, by the
end of the first year, the neural and cognitive bases for
speech perception appear to be firmly in place in perisyl-
vian regions of the left hemisphere.

17.3 SPEECH PRODUCTION

In contrast to the perception of speech, at birth, infants
are not able to produce any speech-like sounds. This ca-
pacity develops over the course of the first year of life
and continues as the child’s developing phonological
system is acquired alongside other aspects of language
development.

17.3.1 Infant Speech Production

The developmental progression in speech production
follows universal pathways. During the first 2 months
of life, infants produce a range of reflexive vocalizations
that appear to be automatic responses to their physical
state. These include crying, fussing, and vegetative
sounds. The range of sounds produced by very young in-
fants is constrained by the size of their oral cavity and the
position of the larynx (Lieberman et al., 1972). Between 2
and 4 months, there are still significant limitations to the
infant’s ability to articulate, but the vocal repertoire
expands to include pleasure-related cooing sounds. These
sounds, which may include some vowels or consonants,
are produced in the back of the mouth with articulation
limited to movements of the jaw (Kent, 1999).

Beginning at around 4 months, as developmental
changes take place in the morphology of the vocal tract,
infants engage in more vocal play that includes both
nonspeech and speech sounds such as rudimentary
vowels and consonants. At 6 months, babbling begins,
with the infant producing well-formed consonant–
vowel (CV) syllables that now extend to those involving
movements of the lips and tongue. Canonical babbling
(repeated sequences of CV syllables) is viewed as the
most significant milestone in speech production (Oller,
2000). During the latter half of the first year, the infant’s
sound combinations become increasingly more variable
and frequent, though there appears to be a relatively
small set of consonants produced across infants acquir-
ing many different languages (Locke, 1983). As infants
move closer to the onset of meaningful speech, their

babbles increase in length and incorporate varied stress
and intonation patterns, often referred to as ‘jargon’ or
conversational babble.

The development of speech motor control plays an
important role in speech sound production. A computa-
tional model of this process was introduced by Guenther
(1995). According to this self-organizing model, the ini-
tiation of speech is the product of the perception of
intended target sounds. Thus, auditory feedback from
both adult and self-produced speech is critical in devel-
oping the mapping between target sounds and develop-
mental changes in the vocal tract. On this view, there is a
close link between the development of speech percep-
tion and production, which is consistent with the finding
that although deaf infants produce early vocalizations,
they rarely engage in canonical babbling and their sound
production lessens over time (Stoel-Gammon, 1998).

17.3.2 Relationship Between Speech and
Motor Developments

During the first year of life, infants not only develop the
ability to articulate complex speech sounds, they also
make significant advances in other aspects of motor de-
velopment. While there are parallels between speech
and motor developments, the relationship between them
is both complex and quite specific. Gross motor mile-
stones are not closely tied to developmental stages in
babbling; however, it has been found that rhythmic arm
banging, with or without objects, consistently emerges
just prior to the onset of canonical babbling (Iverson
and Thelen, 1999). Iverson (2010) argues that these repet-
itive hand movements provide opportunities for practic-
ing skills required for canonical babbling as they both
involve rhythmically organized motor stereotypies.

Babbling begins as a behavior tied closely to the
speech motor system, offering the opportunity to prac-
tice complex articulatory movements in the context of
proprioceptive and auditory feedback. Over time, bab-
bling rapidly becomes integrated with other develop-
mental changes and events in the environment to
emerge as an early linguistic skill (Iverson, 2010). The
close neural links between brain regions involved in
language and motor behavior provide support for the
view that there are reciprocal influences between these
systems over the course of development, with the onset
of intentional communication in infants evident in man-
ual and other body gestures (Iverson et al., 2007).

17.3.3 Phonological Development

It is generally agreed that there is essential continuity
between prelinguistic babbling and the earliest stages of
phonological development evidenced in the child’s first
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words (Stoel-Gammon, 1998). The majority of sounds
produced in the earliest words of children are the same
as those preferred in their babbles. Initially, children’s
words are composed of simple CV syllable structures,
using a relatively small inventory of sounds. Gradually,
over time and with growth in vocabulary, there is an
expansion in the range of sounds produced by children.
Although there is no universal order in the acquisition of
phonological features, certain regularities have been
found in the phonological sounds that are used across
children, reflecting developmental changes in the vocal
tract (Stoel-Gammon and Sosa, 2007). Mastery over
vowels occurs before that over consonants. The main
consonant classes that are used earlier in development
include stops (e.g., b, d), nasals (e.g., m, n), and glides
(e.g., w). Later developing consonants include fricatives
(e.g., v) and liquids (e.g., l, r).

As children begin producing more elaborate syllable
structures and a wider range of sounds in words, they
begin making speech sound errors. The most striking
feature of these errors is that while there are individual
differences in the particular kinds of errors made, the
errors are not random, but instead fall into common pat-
terns, reflecting developmental changes in the child’s
representation of the speech sound system (Grunwell,
1981; Ingram, 1976). In children with more severe artic-
ulation difficulties, words may be produced that involve
combinations of different error patterns, but in most
children, speech sound errors do not persist beyond
the preschool years.

Young children will often omit syllables or specific
sounds as they attempt to reproduce more complex
adult words (Menn and Stoel-Gammon, 2009). Typically,
unstressed syllables will be omitted; those occurring at
the beginning of words (e.g., mato for tomato) or in the
unstressed medial position (e.g., e’phant for elephant),
and consonant clusters often lead to omissions (e.g.,
top for stop). Another class of error patterns is to change
sounds at the level of individual articulatory features.
For example, voiced consonants may be changed to
unvoiced consonants (e.g., bot for pot). Place changes also
may be found in some children, with back consonants
becoming more frontal (e.g., dame for game). These kinds
of errors demonstrate the significance of features in
children’s phonological representations. A third class
of errors illustrates how the child’s representation of
the target word may influence the kinds of sound substi-
tutions that are made. Assimilation errors entail the
change in one sound in the target word to make it more
similar to another sound in that word. Such errors may
involve assimilation in different feature classes such as
voicing (e.g., doad for toad) or place (gog for dog).

Several theoretical frameworks have been proposed
to account for the acquisition of phonology, but the most
promising current formal model is optimality theory

(Archangeli and Langendoen, 1997). On this model, rep-
resentations of phonological inputs are evaluated
against a set of finite and universal constraints to deter-
mine an optimal output phonological form. Here, the
notion of constraints replaces earlier theories that
defined absolute, serially applied abstract rules. Within
optimality theory, constraints are not absolute but
operate in parallel in a language-specific order. Optimal-
ity theory has been shown to be highly successful in
capturing children’s phonological error patterns as
well as variation found between, and within, individual
children acquiring different languages (Barlow and
Geirut, 1999).

17.4 SOCIAL–COGNITIVE
FOUNDATIONS OF LANGUAGE

Language is a cultural system, acquired within the
context of specific environments and embedded in the
emergence of developments in the child’s cognitive,
emotional, and social capacities. Thus, language is the
vehicle that satisfies the child’s motivation to engage
and communicate with social partners. In the absence
of any social partners, for example, in children raised
in complete isolation, language is not acquired (cf.
Curtiss, 1977).

17.4.1 Social Engagement

From birth, the social niche for language is clearly
established in the infant’s preference for human voices
and faces. Over the first few months of life, rapid
changes take place. Mothers and their infants begin to
interact in finely tunedwayswith one another. They syn-
chronize their eye gaze, movements, and facial expres-
sions of affect in patterns that resemble turn-taking
patterns in conversations (Snow, 1977). By the age of 4
months, there is a marked increase in vocal turn-taking
during these rich interactions between infants and their
caretakers (Ratner and Bruner, 1978). Thus, engagement
with other people provides the context that lays the
groundwork for infants’ motivation to communicate.
Interestingly, the neural foundations for these social
capacities are available very early in the first year of life
(Grossmann and Farroni, 2009).

17.4.2 Infant-Directed Talk

In their interactions with infants, adults in most cul-
tures speak in a special register, including a higher pitch,
more variable intonation patterns, and shorter utter-
ances that focus on objects and people in the immediate
environment (Fernald, 1989). This register, now referred
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to as ‘infant-directed talk’ (IDT), is strongly preferred by
infants (e.g., Werker and McLeod, 1989). Its properties
capture infants’ attention and facilitate the analysis of
the phonological properties and statistical regularities of
their native language (Burnham et al., 2002; Thiessen
et al., 2005). Together, these features serve to facilitate
the acquisition of the formal features of language as well
as the child’s ability to learn the meanings of words
toward the end of the first year (Waxman, 2003).

IDT also incorporates rich emotional content captured
in the prosodic contours that convey different emotional
states. Younger infants are very sensitive to this compo-
nent of IDT and respond to IDT statements of approval
and praise with higher rates of smiling and attention
even when they hear adults speaking in a different
language (Fernald, 1989). Together, the features of IDT
ensure that infants attend to the speech and language
in their environment and facilitate the processing of its
essential features and characteristics.

17.4.3 Intentional Communication

Toward the end of the first year of life, vocalizations
as well as other nonvocal behaviors become genuinely
integrated into social interaction as infants’ developing
social–cognitive capacities lead to the onset of inten-
tional communication (Carpenter et al., 1998). At this
point, infants become capable of coordinating their at-
tention to objects or events with other people through
eye gaze patterns (joint attention), gestures, and vocali-
zations. This developmental achievement is generally
viewed as a critical step in language acquisition, with
the onset of communicative intent. Infants at this stage
are able to communicate a variety of meanings, includ-
ing protodeclaratives, which involve pointing or other ges-
tures to draw another person’s attention to objects of
interest, and protoimperatives, gestures or vocalizations
to express requests for objects or actions. The signifi-
cance of these communicative attempts is that they
indicate the infant’s capacity to understand the inten-
tions of others (the beginning of a theory of mind), at
least in a rudimentary or implicit form (Tomasello, 1999).

Infants’ preverbal communications go beyond point-
ing to encompass other conventional gestures such as
nodding or shaking their head to signify acceptance or
rejection, waving as a salutation, or invented gestures
that may incorporate symbolic features of an object or
event, such as wiggling a finger to refer to a dog
(Carter, 1979). Gestural communication is an important
predictor of spoken language development in children
and is another example of the close developmental links
between the motor and linguistic systems (Rowe and
Goldin-Meadow, 2009).

17.4.4 Pragmatic Development

As children begin to speak, their utterances express
the same functions as their early preverbal gestural
forms. By the time children are three, new functions
emerge, including the use of language to describe objects
or events, or to assert an opinion, for example, and they
employ a range of conversational devices. At this
point, children are able to express each of these functions
using a variety of linguistic forms. The development of
functional and communicative aspects of language is
closely tied to developments in theory of mind and
related social–cognitive achievements (Bartsch and
Wellman, 1995).

There is a more protracted period of development for
expressing functions using more indirect forms, such as
indirect requests. Although 2-year-olds use terms such
as want or need as a way of asking for something (e.g.,
I need new ball), genuine indirect requests do not emerge
until around the age of three (e.g.,Where is the truck?). By
three years of age, children can use polite forms to make
their request (e.g., Would you give me a cookie?), but hints
or oblique indirect requests are not used until the early
school years (Bryant, 2009).

Research has focused on children’s developing
awareness of the effect of their speech on a listener by
taking into account the listener’s knowledge. For exam-
ple, 4-year-olds change the way they speak depending
on their audience; thus, they use simpler language if they
are talking to 2-year-olds compared to their language
addressed to older children or adults. These modifica-
tions in children’s discourse show some awareness of
the distinct needs of a very young conversational partner
(Shatz and Gelman, 1973).

Communicative competence entails knowing how to
engage in conversations in appropriate and informative
ways. Ultimately, this depends on appreciating both lit-
eral and nonliteral uses of language (e.g., metaphor,
irony, and white lies), but these developments continue
well into middle childhood (Siegal and Surian, 2007).
Children also must master a range of different forms
of discourse from conversation, to personal narratives
to storytelling. The use of language in various contexts
provides the interactive, communicative framework
within which children acquire knowledge of the linguis-
tic structures available in their native language so that
they can express more fully the ideas that are generated
by their developing cognitive and social systems.

17.5 LEXICAL DEVELOPMENT

By the end of the first year, infants already understand
a number of words and phrases and soon begin to pro-
duce words. This is a critical milestone that is often used
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as an objective proxy for the onset of language. Long be-
fore this milestone is reached, infants have acquired the
skill of segmenting words within streams of continuous
speechwhere there are often no clear boundaries, using a
variety of cues, including sequential statistical informa-
tion (Saffran et al., 1996) and consistent stress patterns
(Jusczyk et al., 1999).

17.5.1 Stages of Lexical Development

Lexical development can be divided into three broad
periods. The first covers the acquisition of the initial 50
words or so, during which children are learning what
words do. At this stage, some words appear to be tied
to particular contexts and serve primarily social or prag-
matic purposes. Word learning during this initial phase
is relatively slow and uneven (Nelson, 1981). The child’s
vocabulary at this stage, especially in Western middle-
class children, is dominated by names for objects, includ-
ing animals, people, toys, and familiar household things.
Other early words include social terms (e.g., hi, bye),
modifiers (e.g., more, wet), and relational terms that ex-
press success, failure, recurrence, direction, and so forth
(Bates et al., 1994).

By the middle of the second year, there is a significant
increase in the rate at which children acquire newwords.
This new period is usually referred to as the vocabulary
spurt and may be punctuated by requests from children
for adults to label things in the world around them.
Words are learned very quickly, often after only a single
exposure that may take place without any explicit in-
struction (Tomasello, 2003). This process of rapid word
learning is referred to as fast mapping (Houston-Price
et al., 2005).

By the time children reach their third birthday, they
begin to develop a more organized lexicon, in which
the meaning relations among groups of words are dis-
covered. For example, at this time, children begin to
learn words from a semantic domain, such as kinship,
and they are able to organize the words according to
their similarities and differences in dimensions of mean-
ings (Nagy and Scott, 2000). For nouns labeling concrete
objects, children begin to organize taxonomies, now also
learning words at the superordinate and subordinate
levels and understanding the hierarchical relations
among terms such as dachshund, dog, and animal. Se-
mantic developments at this stage will often lead to reor-
ganizational processes as these kinds of relationships
among words are realized by the child (Bowerman,
1978). The rate of word learning continues to be very
rapid with estimates suggesting that children acquire
about 15–20 newwords a day during the preschool years
and beyond (Bloom, 2000).

17.5.2 Developmental Processes

How do children accomplish the challenge of acquir-
ing arbitrary symbols and their associated sound forms
(words) to communicate concepts so rapidly? Research
has identified several factors that facilitate the task of
word learning in young children. At the most transpar-
ent level, the input to children provides one critical con-
straint on the words they acquire. The number and
frequency of specific words in parents’ speech to chil-
dren correlates significantly with the frequency of those
words in the children’s vocabulary (Huttenlocher et al.,
1991), and these variables correlate with socioeconomic
status, reflecting the fact that more highly educated
mothers speak far more to their children than mothers
with little education (Hoff, 2006). The social context of
word learning also helps young children who, because
of their ability to infer intentions, can map word mean-
ings by observing where their mother is looking or what
she is pointing at when she labels objects (Baldwin and
Meyer, 2007).

The child’s developing conceptual knowledge influ-
ences the meanings they map onto words (Bloom,
2000). The relationship between language and concep-
tual development, or more generally between language
and thought, is highly complexwith each system placing
constraints on the other, and with both being dependent
on the social environment for their elaboration in devel-
opment. Other general cognitive processes, including at-
tention and memory, are also clearly important in word
learning (Samuelson and Smith, 2000).

Children bring to the task of word learning several
constraints that guide their hypotheses about the possi-
ble meanings of words. Markman (1989) has proposed
that young children rely on three primary constraints in-
cluding the mutual exclusivity constraint, which leads the
child to assume that each object only has a single name
and that a name can only refer to one category of objects;
the whole-object constraint, which states that new words
refer to whole objects rather than parts of objects; and
the taxonomic constraint, which states that words refer
to categories of objects (not specific exemplars). While
some view these kinds of constraints as principles that
are specific to lexical development, others view them
as more general biases that may be an aspect of broader
pragmatic or cognitive processes (Diesendruck, 2007).

Lexical development takes place in parallel with other
aspects of language, particularly the acquisition of syn-
tactic knowledge. Children use syntactic information
to facilitate word learning, especially when other cues
are not available, as is often the case for learning the
meanings of related verbs such as look and see. In cases
such as this, children can use information about the
number and kind of arguments that occur with particu-
lar verbs to work out their meanings (Naigles and
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Swensen, 2007). Thus, transitive verbs take object argu-
ments while intransitive verbs do not. Syntactic informa-
tion is also useful for figuring out the distinction
between mass nouns (e.g., spaghetti) from count nouns
(e.g., a potato), or between common nouns and proper
names, and very young children have been shown to
use this information when they hear new words in am-
biguous contexts (Hall and Waxman, 2004).

Children depend on a wide range of cognitive, social,
and linguistic mechanisms to learn the meanings of new
words, and the input provided by their conversational
partners helps to guide and constrain the learning pro-
cess. Several integrative theoretical models have been
proposed to account for how children might attend to
different types of cues at different developmental stages
and weigh the information carried by competing cues to
lexical meaning (Bloom, 2000; Hollich et al., 2000). Such
models have the potential to account for individual
differences in, for example, children learning different
languages or raised in different kinds of learning envi-
ronments. A number of computational models of early
word learning have been developed (e.g., Frank et al.,
2009), though thus far, none has incorporated the full
range of processes or constraints that are central to these
integrative developmental models.

17.5.3 Neural Bases of Word Learning

By 5 months of age, infants’ neural response shows
sensitivity to the word stress patterns used in their lan-
guage and will show a mismatch event related potential
(ERP) response to deviations from this stress pattern
(Weber et al., 2004). By 10 months, infants show distinct
patterns of brain activity in response to familiar two-
syllable words embedded in continuous speech, even
when they have previously heard the word only in iso-
lation (Kooijman et al., 2005).

As infants become more verbal, experience with lan-
guage influences the organization of their neural re-
sponse, resulting in distinct patterns of brain activity
in response to words that an infant understands by 11
months (Thierry et al., 2003). Between 13 and 17 months,
infants exhibit a broadly distributed bilateral response to
words in general and a stronger N200 response to words
that are understood than to words that are not (Mills
et al., 1997). By 20 months, this pattern of response is lo-
calized to temporal and parietal electrode sites over the
left hemisphere (Mills et al., 1993). The lateralized and
focal response to known versus unknown words is
linked more closely to linguistic ability rather than sim-
ply developmental maturation of the brain or brain con-
nectivity. Thus, 13- to 17-month-old infants with more
advanced receptive language skills showed amore local-
ized neural response, whereas infants with low receptive

language showed a less mature broader response pat-
tern. One study with 20-month-old infants used a train-
ing paradigm to teach new words to label pictures of
objects. After the training, there was an increased
N200 response to the trained words over anterior elec-
trode sites. This change in N200 response was indepen-
dent of expressive vocabulary size, highlighting the
influence of experience with a particular word and its
meaning, not simply the infants’ maturational level or
overall language ability (Mills et al., 2005). Still, develop-
mental maturation of language areas may influence the
latency of response to newwords as it decreaseswith age
independent of language level (Mills et al., 1997).

In infants, semantic knowledge of word meaning is
captured by a later negative response similar to the adult
N400, which processes the integration of word meaning
in context and involves the middle and superior tempo-
ral gyri (Kutas and Federmeier, 2011). In 19-month-old
infants, the N400 response is elicited when shown pic-
tures of objects paired with incongruent verbal labels
(Friedrich and Friederici, 2004). Response to incongruent
picture–word pairings is present early in the waveform
over lateral frontal electrode sites, but is largest later in
the waveform over both posterior and frontal sites. This
later N400 was stronger, earlier, and more similar to that
of adults in infants withmore advanced receptive vocab-
ularies. At 19months, robust N400 responses are also eli-
cited in priming contexts in the majority of infants. At 12
months, infants with advanced productive vocabularies
also show an N400 response to priming, though at this
early age, it is slightly delayed in onset and smaller in
duration than in older children or adults (Friedrich
and Friederici, 2010). The early functioning of N400 neu-
ral mechanisms highlights their significance for word
learning, though the precise nature of this relationship
is not yet known.

17.6 SYNTACTIC DEVELOPMENT

By the time they are 2 years old, toddlers begin com-
biningwords to form two or threeword phrases or prim-
itive sentences. From the earliest stages, children
demonstrate their sensitivity to some of the basic rule-
governed properties of their target language, for exam-
ple, word order rules in English, though the precise na-
ture of the knowledge this represents is still hotly
debated.

17.6.1 Stages of Syntactic Development

Children must segment the sound stream they hear
into morphemes, phrases, and sentences (Morgan,
1986) and discover word classes (nouns, verbs,
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determiners, etc.) because grammatical rules operate on
these more abstract categories to create hierarchically or-
ganized sentences. They must also figure out if their tar-
get language encodes tense, person, number, etc., and if
so, whether these are marked by grammatical mor-
phemes or other linguistic means. Different theories
have been proposed for how children acquire this
knowledge, ranging from distributional statistical (e.g.,
Mintz et al., 2002), to functional (Tomasello, 2002), to se-
mantic bootstrapping (Pinker, 1984), to linguistic nativist
approaches (Chomsky, 1995).

Across different languages, children begin by build-
ing phrasal units (e.g., noun phrase), move on to simple
sentence structures and different sentence modalities
(e.g., statements, questions), and finally master complex
sentences such as coordinations and embeddings. As
children’s grammatical development proceeds, the
length of their utterances increases, reflecting both the
acquisition of linguistic knowledge (Brown, 1973) and
growth in general cognitive capacities, particularly ver-
bal working memory.

17.6.2 Early Sentences

As early as 18months of age, the hierarchical nature of
phrasal structures (e.g., the red barn) is available to chil-
dren (Lidz et al., 2003). At this stage, English-speaking
children adhere closely to using word order in their pro-
ductive speech but omit most grammatical morphemes
that mark, for example, tense or number. In contrast,
children acquiring inflectionally rich languages such as
Italian or Hebrew use themorphemesmarking these fea-
tures even in their very early productions (Caselli et al.,
1999; Levy, 1988).

Children’s early ‘sentences’ express a universal set of
meanings: they talk about objects and people present in
the environment, their locations, attributes, and interre-
lationships (Brown, 1973). Often their sentences will
omit the subject, and while children acquiring languages
where subjects are obligatory do so less than children ac-
quiring languages in which so-called null subjects can be
grammatical (Valian, 1990), these omissions reflect the
limited cognitive capacity of young children and the fact
that sentence subjects may be inferred from the context
and are therefore pragmatically not necessary (O’Grady
et al., 1989).

17.6.3 Grammatical Morphology

In contrast to many other languages, English has a rel-
atively impoverished set of affixes and lexical terms that
comprise its grammatical morphology to mark tense,
number, person, etc. The course of development is thus
a gradual process that is quite protracted, though across

children, there is a similar order in which different mor-
phemes are acquired reflecting their linguistic complex-
ity. The developmental process is more rapid in
languages such as Italian, though within each language,
there is still a constrained order in which different mor-
phemes are mastered (Brown, 1973).

In English, there are both regular and irregular forms
tomark, for example, tense (e.g.,walk–walked; run–ran) or
number (e.g., boy–boys; mouse–mice). As children acquire
these morphemes, they go through a stage of making er-
rors, particularly by providing regular affixes to irregu-
lar verbs or nouns (e.g., runned; mouses). Pinker and his
colleagues (Pinker, 1999; Ullman, 2001) argue that the ac-
quisition and use of these different forms reflect two dis-
tinct mechanisms: a rule-learning system for regular
forms and a lexical-memory system for irregular forms.
In contrast, some computational models have been de-
veloped that can acquire the different forms based on
a unitary mechanism that operates on the distributional
properties of lexical items in the input (McClelland and
Patterson, 2002).

17.6.4 Later Grammatical Development

Children’s early utterances may be used to express a
range of functions including statements, questions, and
negations; however, they rely on single words or intona-
tion to do so. By the preschool years, children acquire
auxiliary verbs (do, be), and their negations and ques-
tions include the requisite verb morphology and inver-
sion needed for questions (de Villiers et al., 1990).
Sentences are now combined to create longer and more
complex coordinated structures using ‘and’ and later, ‘if,’
‘because,’ and other coordinating conjunctions. Rarer
complex linguistic constructions, for example, relative
clauses, or the passive form are not mastered until the
early school-age years. The order and speed of syntactic
development reflect both the frequency of forms in the
input and the complexity of the abstract rules that under-
lie them (Tager-Flusberg and Zukowski, 2009).

17.6.5 Neural Bases of Grammatical
Development

In comparison to research on the neural bases of speech
perception andword learning, few studies have been con-
ducted on early grammatical development, perhaps
reflecting the relative difficulty of obtaining reliable data
from preschoolers who are less tolerant of electrode caps
or sitting still. In adults, the most widely studied ERP
components are an early left anterior negativity (ELAN),
which is related to automatic sentence parsing based on
word-category information or morphological violations
and is thought to be generated in the left inferior frontal
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gyrus and anterior superior temporal gyrus (STG;
Friederici et al., 2000). Later, and more controlled, syntac-
tic processing occurs with a later positivity, the P600, dur-
ingwhich syntax is integratedwith other information and
sentence reanalysis occurs in the context of syntactic
anomalies or ambiguities (Kaan and Swaab, 2003).

By around 30 months, the ERP responses of toddlers
to syntactic violations show a large, late positivity simi-
lar to the P600 (Bernal et al., 2010; Silva Pereyra et al.,
2005) and, in some cases, display an earlier left-
lateralized negativity similar to the adult ELAN
(Bernal, et al., 2010). This similarity in waveform topog-
raphy and morphology suggests that toddlers have al-
ready developed or constructed a relatively adult-like
system for processing the syntax of simple sentences, in-
cluding to some extent a system of automatic processing.
Passive sentences, on the other hand, involve higher pro-
cessing demands than do active sentences and do not
evoke adult-like automatic components until late child-
hood or adolescence (Hahne et al., 2004).

Nevertheless, the neural response to syntactic viola-
tions is immature in children in that it is not yet function-
ally specified the way it is in adults. For example,
functional magnetic resonance imaging (MRI) studies in
adults show that distinct areas of the inferior frontal gyrus
and STG are activated in response to syntactic violations
versus semantic violations, particularly as processing de-
mands increase.At theageof fiveor six, children still show
substantial overlap in their fMRI activation to syntactic
and semantic violations, particularly in the STG (Brauer
and Friederici, 2007). These findings provide some sup-
port for the view that the acquisition of syntactic structure
may be closely linked to semantics in young children.

17.7 LANGUAGE DISORDERS

The vast majority of children follow the developmen-
tal pathway to language described in the previous sec-
tions. But for some children, the onset of language is
quite delayed; thereafter, the rate of development may
be slowed, and the normal synchrony between the struc-
tural and pragmatic components of language may not
hold. Children whose language is significantly delayed
may never reach the same endpoints as typically devel-
oping children; this is especially true for those who also
have intellectual disability, for example, children with
known genetic syndromes including Down syndrome
or fragile X syndrome (Tager-Flusberg, 2007). Limits in
the acquisition of language beyond the early school
years, specifically in the domains of syntax and mor-
phology, have been taken as evidence for a critical period
(e.g., Lenneberg, 1967).

Two complex neurodevelopmental disorders are de-
fined, in part, on the basis of primary impairments in

language and communication: specific language impair-
ment (SLI) and autism spectrum disorder (ASD). SLI is
diagnosed on the basis of delays and slowed rate of de-
velopment of language in the absence of hearing impair-
ment, frank neurological damage, social deprivation, or
other neurodevelopmental disorders. ASD is diagnosed
on the basis of impairments in communication, social
reciprocity, and restricted or repetitive behaviors and in-
terests. The majority of children with ASD also have co-
morbid impairments in structural aspects of language,
and there is a growing interest in the overlap between
ASD and SLI in their language phenotypes as well as ge-
netic risk factors (e.g., Abrahams and Geschwind, 2008;
Tager-Flusberg, 2004; Tager-Flusberg et al., 2008). A
selective review of what is currently known about the
developmental course and neurocognitive bases of lan-
guage impairment in young children with these disor-
ders, both of which are marked by significant
heterogeneity in the severity and characterization of core
and associated symptoms, is presented here.

17.7.1 Speech Perception

SLI and ASD are not diagnosed until the preschool
years; however, in recent years, research has focused
on infants at risk for these disorders, defined usually
on the basis of family risk (e.g., presence of older sibling
or other first-degree relative with the disorder), in order
to capture the earliest emergence of deviations from pat-
terns of normal development. Studies of 2-month-old in-
fants at risk for SLI show significant differences in ERP
responses for discriminating between long versus short
syllable lengths (Friederici, 2006), and by 4–5 months,
they show a reduced ERP response for discriminating
the stress pattern of two-syllable words (Weber et al.,
2004), suggesting that deficits in processing speech dura-
tion very early in life may be a marker for later language
impairment. At 6months of age, infants at risk for SLI are
less able to discriminate tones presented in rapid succes-
sion, and the amplitude of the N250 mismatch ERP re-
sponse is smaller and delayed in onset when listening
to tones with brief interstimulus intervals (Benasich
et al., 2006). These ERP measures predicted to language
outcomes at the age of two. Taken together, these studies
suggest that differences, which may affect auditory as
well as speech perception, are present very early in life
for infants at risk for SLI. Similar studies have not yet
been carried out with infants at risk for ASD.

17.7.2 Speech Production

Retrospective reports highlight delays in the onset of
babbling in children with SLI and ASD (Norbury et al.,
2008; Tager-Flusberg et al., 2005). Children with ASD
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who have more severe deficits in acquiring spoken lan-
guage also have a history of deficits in a range of other
oral-motor skills (Gernsbacher et al., 2008). Prospective
studies of infants at risk for ASD have confirmed that
babbling is delayed in this group: between 6 and 12
months, infants at risk have fewer speech vocalizations
and produce fewer consonants and less canonical babble
(Paul et al., 2010). In addition, there is not as close a con-
nection between the onset of babbling and rhythmic arm
banging in high-risk infants as in typical infants (Iverson
and Wozniak, 2007).

When children with SLI begin speaking, they are at
higher risk for articulation disorders: though these are
distinct syndromes, there is some overlap between SLI
and speech sound disorders (Sices et al., 2007).Most chil-
dren with ASD do not have impaired articulation
(Kjelgaard and Tager-Flusberg, 2001), and their order
of acquiring consonants follows the normal pattern
(McCleery et al., 2006). Nevertheless, there is a group
of children with more severe ASD (and often comorbid
intellectual disability) who remain without spoken lan-
guage and minimal vocal and speech repertoires despite
years of intervention. It is not known what mechanisms
are impaired in these children.

17.7.3 Social–Cognitive Foundations
of Language

Relatively little research has focused on the early social
development of children with SLI. Given that these chil-
dren do not have primary social impairments, communi-
cative and pragmatic aspects of language are less likely to
be affected. There is some evidence that children with SLI
may use more nonverbal communicative signals, particu-
larly gestures, to compensate for their limited expressive
language skills (Iverson and Braddock, 2011).

In contrast, given their primary impairments in social
reciprocity, children with ASD have been extensively
studied for the social–cognitive foundations of language.
Infants at risk for ASD who later receive a diagnosis
show significant declines in social engagement (eye con-
tact, social smiling) beginning around 12 months
(Ozonoff et al., 2010); they also produce significantly
fewer gestures and do not respond to their name
(Landa et al., 2007; Nadig et al., 2007). Early indicators
of social cognition, including joint attention, imitation,
and gestural communication, are all strongly correlated
with language development in toddlers with ASD
(Luyster et al., 2008), highlighting the ties between these
domains.

Unlike typically developing children, most pre-
schoolers with ASD show no preference for IDT, even
their ownmothers’ IDT, over nonspeech analogs or other
environmental sounds (Klin, 1991; Kuhl et al., 2005).

A stronger preference for nonspeech sounds was associ-
ated with a lack of ERP response to differentiating
speech sounds in a mismatch negativity paradigm and
withmore severe impairments in language development
(Kuhl et al., 2005).

When they do begin speaking, childrenwith ASDuse a
restricted range of functions, failing to use language in
prosocial ways, such as directing attention to an object
of interest, or exchanging thoughts and experiences
(Wetherby et al., 2007). They have poor conversational
skills, which is associated with deficits in theory of mind
(Hale and Tager-Flusberg, 2005), and other discourse gen-
res, including narration and storytelling, are also impaired
when compared to children at the same language level
(e.g., Diehl et al., 2006; Losh and Capps, 2003). Even chil-
dren with ASD who have intact structural language skills
continue to struggle with interpreting nonliteral uses of
language, such as lies or metaphors, and show subtle def-
icits in integrating verbal and nonverbal (prosody, ges-
ture, and eye gaze) modalities when communicating in
face-to-face interactions (Tager-Flusberg et al., 2011).

17.7.4 Lexical Development

Children with SLI and ASD do acquire words, though
usually at a slower rate. Among children with SLI, vo-
cabulary size has been linked to the ability to accurately
repeat multisyllabic nonsense words (e.g., Ellis Weismer
et al., 2000). Nonword repetition provides a sensitive
measure of phonological working memory, which is
an important component of learning to map novel sound
sequences to meaning. Children with ASD and comor-
bid language impairment also show impairments in non-
word repetition (Kjelgaard and Tager-Flusberg, 2001).

Researchers have investigated whether children with
language disorders are able to use the full range of pro-
cesses and constraints to guide their acquisition of new
words. Young children with SLI are less able to acquire
new words using fast mapping (Rice et al., 1994) and are
especially vulnerable when using syntactic cues (Rice
et al., 2000). Studies of children with ASD have shown
that they are able to use themutual exclusivity constraint
(e.g., Preissler and Carey, 2005), but they are less
sensitive to social cues for word learning such as
direction of eye gaze that signals a speaker’s intention
(Parish-Morris et al., 2007).

Toddlers who were later significantly delayed in lan-
guage milestones showing signs of SLI did not exhibit
the expected N400 ERP response for lexical-semantic
processing in a picture–word matching paradigm at
either 14 or 19 months (Friedrich and Friederici,
2005). Even older children with SLI only show a P600
response (but no N400) in response to semantic viola-
tions in sentence contexts. These differences in neural
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response suggest weaker lexical-semantic representa-
tions (Friederici, 2006).

17.7.5 Syntactic Development

There is general agreement that language disorders
involve more serious impairments in syntax and mor-
phology, compared to phonological or lexical develop-
ment (e.g., Tager-Flusberg, 2007; Tomblin and Zhang,
1999). Children with SLI begin combining words to form
simple utterances at least 2 years later than typical chil-
dren, though they show the same general developmental
trajectory in the growth of sentences over time (Rice,
2007). Children with ASD are also delayed, though there
is far greater heterogeneity in both the onset of word
combinations and rate of development in this population
(Tager-Flusberg et al., 1990).

Rice (2007) has argued that SLI is characterized by pri-
mary deficits in the acquisition of particular aspects of
grammar: those related to the morphology and syntax
of tense, agreement, and case marking. For example,
childrenwith SLI go through amore protracted develop-
mental period of omitting past or present tense mor-
phemes (Rice et al., 1998). Children with ASD who
have impairments in structural language also omit tense
morphemes (Roberts et al., 2004), underscoring the par-
allels between these disorders. While Rice and her col-
leagues argue that these tense-marking deficits can be
explained on the basis of disruptions in the acquisition
of linguistic knowledge, others argue that they reflect
domain-general processing limitations (e.g., Leonard
et al., 1997).

A number of studies have investigated neural re-
sponses to different aspects of syntax in children with
SLI. An early study found that lexicalized grammatical
morphemes (functionwords), but not content words, eli-
cited amore bilateral or even right-lateralized negativity,
in contrast to the LAN evoked in typical children
(Neville et al., 1993). Van der Leley (2005) investigated
ELAN responses in SLI children with severe grammati-
cal deficits. In this subgroup of childrenwith SLI, syntac-
tic violations did not elicit any ELAN response. Similar
studies have not been conducted on children with
ASD. While these preliminary findings are interesting,
there are still only limited investigations of the mecha-
nisms that underlie impairments in syntactic develop-
ment in children with language disorders.

17.7.6 Neural Bases of Language Disorders

As noted earlier, inmost individuals, regions that com-
prise the language network are asymmetric and larger in
the left hemisphere. Functionally, the left hemisphere as-
sumes a primary role in processing phonological,

semantic, and grammatical aspects of language. Develop-
mental studies have found that while the left hemisphere
assumes language processing functions by the end of the
first year, there is continuing developmental growth in
the structure and asymmetry of language-related cortices
into late adolescence (e.g., Sowell et al., 2004).

In children with SLI, both structural and functional
differences have been found in studies using MRI. In
general, these children have reduced volumes in the pri-
mary cortical language areas and reduced asymmetry in
the frontal areas, and they are functionally less left later-
alized (Tager-Flusberg et al., 2008). In ASD, similar atyp-
ical structural patterns have been found, although
findings across different studies vary, depending on
the methods used, and the age and characteristics of
the participants. The majority of studies, which almost
always include only boys with ASD, report reduced vol-
umes of the pars triangularis in Broca’s area and poste-
rior language regions (e.g., McAlonan et al., 2005; but see
also, Knaus et al., 2009). Interestingly, a recent study sug-
gested that reduced volumes in these regions may be as-
sociated with later onset of language (McAlonan et al.,
2008). Reduction in left hemisphere asymmetry of frontal
language regions has also been found in several studies
and is associated with greater impairment in language
abilities (de Fossé et al., 2004). Almost all functional stud-
ies have been conducted with older children or adults.
The most consistent findings are reduced left hemi-
sphere asymmetry of language processing, especially
in frontal areas, and reduced correlations in activation
patterns across language regions (see Tager-Flusberg
et al., 2008). One study found atypical activation to
speech in toddlers with ASD (Redcay and Courchesne,
2008). In contrast to the control children, who activated
the left hemisphere language network, toddlers with
ASD primarily activated corresponding regions in the
right hemisphere, suggesting that these atypical patterns
begin early in development. It is not known, however,
the extent to which these differences in functional orga-
nization of language in ASD are related to fundamental
differences in neuroanatomy that are present at birth, to
developing language skills, or to compensatory mecha-
nisms. Nevertheless, the consistent pattern across a
range of neuroimaging studies is that children with
SLI or ASD are less likely than nondisordered children
to depend on language areas in the left hemisphere for
processing language.

17.8 CONCLUSIONS

The development of language is a remarkable accom-
plishment that depends on critical interactions between
infants and their environment. Already at birth, atten-
tion and motivation bias newborns toward social
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stimuli, especially human language, and their brains
seem tuned to selectively respond to linguistic stimuli.
Over the first year of life, experience with language em-
bedded in supportive social contexts leads to greater
neural specialization and behavioral changes, and by
their first birthday, most infants are alreadywell on their
way to acquiring the phonology, lexicon, and grammar
of their target language. The course of development in-
volves complex interactions between language-specific
and other general cognitive, social, and physiological
mechanisms, and the normal pathway depends on ex-
quisite timing and synchrony across multiple domains.
Future research will unravel further the neurocognitive
systems that contribute to successful language acquisi-
tion, and as progress is made in discovering the genetic
bases of language-related neurodevelopmental disor-
ders, we will begin to understand how genes help to
build a brain that is capable of learning how to speak
and understand an abstract symbolic system in just a
few short years (see Rubenstein and Rakic, 2013).
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18.1 INTRODUCTION

Faces are ubiquitous in our environment and convey
information that is used extensively in all social interac-
tions. For example, human adults can easily classify
faces on the bases of their gender, race, and identity
and thus recognize quickly whether they have come

across a friend or a foe (Bruce and Young, 1986). More-
over, faces also convey information that can assist an
observer in gaining insight into the internal state of an-
other person; for example, slight changes in facial fea-
tures are related to different emotional states, from
happiness to sadness, from anger to fear, from surprise
to disgust (Ekman, 1993). Even though for most adult
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observers, gathering information from a face is a rela-
tively seamless process, this skill undergoes a lengthy
developmental trajectory that has its origins in infancy
and continues well into adolescence. Throughout devel-
opment, both the behaviors that accompany face proces-
sing and the neural underpinning of these behaviors
undergo substantial modification. The bias brought to
this chapter is that we cannot fully understand the ma-
ture face-processing system unlesswemake a parallel ef-
fort to understand the development of this system. The
goal of this chapter is to provide an extensive overview
of the research on face processing from infancy to adult-
hood. In each of the sections, the results of both behav-
ioral and neurophysiological research that examines
different aspects of face processing, including facial
identity, facial categorization (e.g., of gender, race),
and the discrimination and recognition of facial expres-
sions are reviewed. The various sections that follow are
organized chronologically with the exception of the first
section. In the first section, face processing in adults is
discussed in order to provide the reader with a frame-
work on which to understand the results of the develop-
mental work, which is presented in chronological order
from infancy through adolescence. The last section of
this chapter discusses impairments in face development
that result from either traumatic brain injury or neuro-
logical syndromes.

18.2 FACE PROCESSING IN ADULTS

Despite the chronological organization of themajority
of this chapter, the discussion of face processing in
adults is dealt with first. This will provide the reader
with an illustration of the mature face-processing sys-
tem, including its neural architecture, which in turn will
serve as a template against which to compare the devel-
opment of this system. In this first section, primarily ex-
perimental evidence is reviewed, but themethodological
tasks most commonly used to measure face processing
are also discussed, as they apply to both the study of
adults and the study of developmental populations.

18.2.1 How Adults Process Faces

Most people can recognize hundreds of individual
faces by the time they reach adulthood, and their ability
to memorize facial identities remains more or less intact
throughout their lifespan. Moreover, face recognition is
surprisingly robust. For example, it has been shown that
recognition performance is relatively impervious to
physical transformations including blurring (Harmon,
1973; Yip and Sinha, 2002), changes in lighting condi-
tions (Braje, 2003; Braje et al., 1998), and changes in

viewing angle (Hill et al., 1997; O’Toole et al., 1998).
The resilience to these transformations is something that
any observer has experienced as these variations make
the recognition of identity more challenging but never-
theless successful. One of the reasons behind the robust-
ness of face processing is that faces are not identified by
focusing on specific features in isolation; rather, human
observers rely on both specific facial features and on the
relations among them and perform what has been
termed ‘holistic processing’ (Tanaka and Farah, 1993;
Young et al., 1987). More recently, several authors have
suggested that there are three different types of holistic
processing that all come into play during face processing
but that can be specifically tested using different exper-
imental manipulations (Gauthier and Tarr, 2002; Maurer
et al., 2002). Aside from differences in terminology, both
Gauthier and Tarr (2002) and Maurer and colleagues
(2002) suggest that when viewing faces, observers pro-
cess (1) the specific special arrangement of features in
a face (i.e., two eyes above nose and mouth), (2) the spe-
cific spatial relations among features in a face (i.e., dis-
tance between the eyes, length of the forehead, etc.),
and (3) a face gestalt in which all facial features are inte-
grated into a representation. Healthy adults are also very
proficient at detecting facial expressions, regardless of
whether they are familiar or unfamiliar with a specific
face. There are several well-established behavioral dem-
onstrations of these specific types of processing strate-
gies. The sensitivity to facelike configurations is such
that adults excel at detecting the presence of faces even
in very degraded situations such as in extremely blurred
images or even when they are presented with highly
schematic faces (Diamond and Carey, 1986). Adults
are also very good at detecting variations in the spacing
of features within a face, such that they can recognize dif-
ferent identities even when they vary only in spacing
among facial features (Le Grand et al., 2001). This sensi-
tivity to the ‘configural’ properties of a face has also been
shown by using the ‘face inversion’ paradigm (Yin,
1969), which has revealed that the ability to recognize
faces is greatly hindered by picture plane inversions
and even more so when the distinctions between the ex-
perimental stimuli are created by spacing manipulations
(Goffaux and Rossion, 2007). Lastly, the bias to produce
‘holistic’ face representations has been shown using the
‘face composite’ paradigm (Young et al., 1987). In this
paradigm, subjects are presented with a face created
by combining tops and bottoms of different individuals,
and they are asked to pay attention to only one of the two
specific parts; what has been shown is that when the two
parts are presented in alignment with one another, sub-
jects makemore errors because they get distracted by the
irrelevant face part. These experimental effects have
been extensively replicated in the adult literature and
are considered the hallmarks of expert face processing.
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18.2.2 Models of Face Processing

Going beyond face recognition, adults are also very
quick at determiningmany other different types of infor-
mation from faces, including gender, race, direction of
gaze, and emotional expressions. In order to understand
fully the nuances of face processing, it is worth discuss-
ing in brief theoretical models that have been proposed
in the literature. The most influential model of face per-
ception remains Bruce and Young’s dual-route model
(1986) formulated to provide a theoretical framework
that can explain how perceivers extrapolate and process
different types of information from faces, such as iden-
tity, emotional expression, and facial speech. The core as-
sumption of this model is that independentmodules and
processing streams support these different tasks and
they work in parallel with no cross talk of information
between them. Face processing begins with ‘structural
encoding,’ which produces a number of descriptions of
a face, some of which are dependent on the specific in-
stance of the face that is presented (view-centered), while
others can bemore general and contain knowledge about
the global structure of that face in a more invariant man-
ner (expression-independent), meaning that they are not
related to a specific expression or viewing condition. The
segregation of the processing streams takes place after
the initial structural encoding phase.

Regardless of whether the face is novel or familiar, ex-
pression and facial speech-processing modules receive
only the information contained in the view-centered de-
scriptions, while expression-independent descriptions
are connected to a processing module that works exclu-
sively for identity recognition. A module separate from
the recognition module, which receives both the view-
centered and the expression-independent information,
processes the physical structure of a novel face. This
module is also responsible for extracting information
about the physical configurations that can be used to
judge gender, race, age, etc. To summarize, after a com-
mon initial visual analysis, the information is sent to one
or more of the four different modules depending on the
objective of the task at hand. In turn, the outputs of each
of the modules are sent to a common ‘cognitive system.’
This system is responsible for directing attention and de-
cision processes, but most importantly it contains mem-
ory information about all the semantic knowledge that
can be associated with a face. Bruce and Young (1986)
divide the stored semantic information on the basis of
which processing module provides the physical analysis
needed to retrieve it. They suggest four different types of
codes: expression codes, facial speech codes, visually de-
rived semantic codes, and identity-derived semantic
codes. Expression codes contain the labels for facial ex-
pressions. Facial speech codes contain representations
for mouth movements connected to speech. Visually

derived semantic codes contain the information relative
to judgments that can be based on the physical structure
alone and are independent of identity, emotional expres-
sion, and facial speech, such as gender, race, age, and
some social attributions. Identity-derived semantic codes
contain all the information one has acquired about a spe-
cific person that one knows.

Another class of face-processing models is repre-
sented by the prototype-based or face space model
(Valentine, 1991, 1999). This type of model has been for-
mulated with the goal of providing a unitary account of
various phenomena of face processing including recog-
nition and identification of race and gender. The basic as-
sumption that these models make is that any face can be
represented within a multidimensional space. The num-
ber of variables needed to discriminate between faces de-
termines the dimensions of the space. The center of the
space is assumed to represent the average value of a pop-
ulation on that specific dimension. What makes a face
more or less recognizable among other faces is the dis-
tance between the target face and neighboring faces in
the space. The creation of average faces gives rise to pro-
totypes, which are presumably stored in memory. It has
been suggested that observers have prototypes not only
for identity but also for gender, race, and possibly even
age because despite sharing the basic shape and features,
individuals classified in these categories differ on the ba-
sis of specific featural and configural information
(O’Toole et al., 1997).

18.2.3 Neural Substrates of Face Processing

The neural substrates of adult face processing have
been extensively studied over the last decade. The ad-
vent of functional magnetic resonance imaging (fMRI)
has opened the way to look at the neural networks
recruited by face processing. One of the most significant
findings of this literature is the identification of a por-
tion of the cortex located within the medial fusiform
gyrus that is found to be primarily responsive to faces,
compared to most common objects; this functional
area has been termed the fusiform face area or FFA
(Figure 18.1; Kanwisher et al., 1997).

Subsequent to Kanwisher’s important contribution
regarding the role of the fusiform gyrus in face proces-
sing, other researchers have identified a rich network
of areas that are recruited by a variety of face-processing
tasks (Haxby et al., 2000; Ishai et al., 2005; Tsao et al.,
2008). For example, the findings from a variety of neuro-
imaging studies have been integrated by Haxby and col-
leagues (Haxby et al., 2002) into a model of the brain
network of face perception. Their proposal is strongly
influenced by Bruce and Young’s (1986) dual-route
model, as they suggest that the recognition of identity
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and the processing of social information from a face are
dependent on different variables that give rise to inde-
pendent cognitive representations, which in turn pro-
duce distinct neural representations (Haxby et al.,
2002). In line with Bruce and Young’s model (1986), they
suggest that while face identification is based on those
features that remain invariant over time, other tasks,
such as eye gaze perception, expression identification,
and lip movement recognition, are derived from the
analysis of the changeable features of a face. After an ini-
tial visual analysis carried out in the inferior occipital
gyri, the two classes of features mentioned above are di-
rected to either the superior temporal sulcus (STS)
(changeable features) or to the lateral fusiform gyrus (in-
variant features). These two areas are in agreement with
studies that have reported the STS to be activated by dif-
ferent types of biological movement including those of
the eyes and mouth, while the fusiform gyrus has been
consistently found to be activated when subjects are
asked to judge facial identity, but less so when subjects
are asked to detect eye gaze direction. From the STS, in-
formation is segregated further such that eye gaze pro-
cessing is directed to the intraparietal sulcus, lip
reading information is directed to auditory cortex, and
emotion-related information is directed to the amygdala,
insula, and other limbic system structures. The identifi-
cation of the neural substrates for these three different
processes is inspired by considering each process a
face-specific instance of a more generic cognitive pro-
cess. That is, these specific tasks recruit areas that per-
form the more general operations and become part of
this network only when face stimuli are the input of
the system. The direction of gaze can be used to direct
the subject’s attention toward what another individual
might be looking at and as such can be considered a
special case of attentional mechanisms. Emotional ex-
pressions provide information about the emotion that
an individual might be experiencing and as such are

processed by the same areas that are involved in the
experiencing of emotions. Lip movements are the face-
specific component of the multimodal speech signal
and as such are processed by areas involved in speech
perception. The information that reaches the fusiform
gyrus is used for judgments of identity and other types of
classifications that are independent of dynamic changes
in facial structure (possibly gender, race, age, etc.) and as
such is suggested to be relayed to areas that contain task-
relevant stored knowledge, such as biographical or se-
mantic information. In support of this idea, studies have
shown that the recognition of a face is associatedwith ac-
tivity in the anterior temporal cortex (Gobbini and
Haxby, 2007; Leveroni et al., 2000), suggesting that these
areas might contain semantic knowledge that is associ-
ated with known faces.

Beyond the individuation of anatomical substrates in-
volved in face processing, many researchers have been
interested in identifying functional signatures using
methods such as event-related potentials (ERPs) in order
to shed light on the time course of different aspects of
face processing. A review of the findings using this
methodology is also important in the context of develop-
ment because ERPs are the most widely used technique
to study the brain’s response to faces in infants, toddlers,
and children. Studies using ERP have identified a series
of electrical potentials that respond to different aspects
of face processing. The most widely studied of these
components is the N170, a negative deflection in the on-
going electroencephalography (EEG) that occurs on av-
erage around 170 ms after the presentation of a face
and is measured over posterior scalp electrodes, which
is suggested to reflect the activity of the occipitotemporal
face-selective neurons and is specifically responsive to
the structural encoding of faces (Bentin et al., 1996;
Carmel and Bentin, 2002; Eimer, 2000; Rossion et al.,
1999). Moreover, the N170 has also been associated with
configural processing as it shows both amplitude and
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FIGURE 18.1 The fusiform face area in
adult subjects.
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latency modulations in response to inverted faces, when
compared to upright faces (Bentin et al., 1999; Jacques
and Rossion, 2007). The recognition of facial identity
has been suggested to take place later in the processing
stream and has been associated with other components
such as the N250 (Rossion et al., 1999; Rossion and
Gauthier, 2002), the N400, and the P600 (Eimer, 2000).

18.2.4 Conclusions

In summary, with a few exceptions, adults are very
good at recognizing and processing the information pre-
sent in faces. However, it should be evident from the
data reviewed in this section that these abilities are de-
pendent on complex processing strategies and rely on
the interactions of a rich network of brain regions. More-
over, adult expertise is also dependent on the constant
interactionswith faces thatwe all experience in everyday
life. The next sections in this chapter will examine how
face expertise arises throughout development, with the
hope to provide the reader with an understanding on
both the behavioral and neural specialization for face
processing.

18.3 FACE PROCESSING IN THE FIRST
YEAR OF LIFE

18.3.1 How Infants Learn to See Faces

Despite a very immature visual system, infants de-
velop the ability to process facial identities and facial ex-
pressions surprisingly quickly over the first year of life
(Figure 18.2) (see Chapter 14).

Their experience with faces begins at birth, and one of
the most striking findings of the literature looking at
face processing in infants is that since birth they show
a preference to pay attention to faces and facelike stim-
uli, compared to other visual objects (Johnson and
Morton, 1991; Maurer, 1983; Mondloch, et al., 1999;
Valenza et al., 1996). The ontogeny of their face prefer-
ence is still under debate. On one hand, it has been hy-
pothesized that infants are ‘innately’ attracted to
stimuli that resemble faces (e.g., an oval with three dots
in it) and that from birth there is a subcortical brain
system, possibly including the superior colliculus and
the pulvinar, that causes infants to orient toward facelike
patterns (Johnson, 2005). This mechanism is supposed
to be replaced at around 2 months of age by a cortical
mechanism (Conlearn) that is already somewhat specia-
lized for faces (Johnson, 2005). On the other hand, it
has been hypothesized that faces happen to be optimal
stimuli for a developing visual system in terms of
their physical characteristics (Banks and Salapatek,
1976; Kleiner, 1987). Following this initial orienting
toward faces, it is through exposure and active experi-
ence that the infant brain starts to develop what
become face-sensitive processes and neural structures
(Nelson, 2001).

Over the first months of life, infants rapidly learn to
perform several types of facial discriminations. Several
studies have shown that infants as young as 4 days
old show signs of discriminating their mother’s face
from that of a stranger, although this ability is not yet ro-
bust enough to withstand, for example, the presence of a
headscarf (Pascalis et al., 1995). However, infants rapidly
progress in their ability to recognize their mother’s faces
such that at 3 months of age, they are able to do so even
across variations in viewpoint (Pascalis et al., 1998). It
is around 3 months that infants also show the ability
to discriminate between male and female faces (Quinn
et al., 2002) and also between faces of different races
(Bar-Haim et al., 2006; Kelly et al., 2005; Quinn et al.,
2008).

Related to the development of the ability to discrimi-
nate between faces of different identities, different
gender, and different races is a phenomenon called
perceptual narrowing (see Nelson, 2001 for discussion).
While at 3 months infants seem to be learning to differ-
entiate between different categories of faces, it has been
suggested that by 9 months they develop the ability to
distinguish between exemplars within a category but
only if they have experience with that specific category.
Perceptual narrowing refers to the fact that between
3 and 9 months, on average around 6 months, infants
are able to discriminate between individual exemplars of
many different visual categories. However, by 9months,
this flexibility appears lost in most categories, except for
the ones with which the infant has the most experience.

At birth

3 weeks

6 weeks

3 months

FIGURE 18.2 Development of the infant visual system within the
first year of life.
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In behavioral studies, it has been shown that 9-month-
olds do not successfully differentiate between different
individuals of a race other than their own (Kelly et al.,
2007). Moreover, by 9 months of age, infants are not dis-
criminating among a pair of monkey faces, something
that 6-month-olds are capable of doing, while success-
fully differentiating between human faces (Pascalis
et al., 2002, 2005).

During the first year of life, infants also experience
changes in the strategies they use when they process
faces. One of the hallmarks of face processing in adults
is their reliance on the configural properties of a face,
which is at the root of their expertise with faces. Infants
do not seem to show the ability to use configural cues at
birth, but some investigators have suggested that this
ability emerges within the first year of life, even though
it may not be reaching adultlike levels until later in de-
velopment. Recent studies have shown that by 7 months
of age, infants are sensitive to prototypical face configu-
rations (Thompson et al., 2001), such that they can dis-
criminate between faces that contain atypical distances
between their features andmore prototypical exemplars.
A recent study has suggested that infants as young as
5 months are able to discriminate between faces that dif-
fer only in spacing between the eyes and spacing be-
tween the nose and mouth while maintaining identical
features (Bhatt et al., 2005).

18.3.2 How Infants Process Facial Expressions

Within the first year of life, infants are also able to
discriminate some facial expressions (Barrera and
Maurer, 1981; de Haan et al., 1998; Nelson and Dolgin,
1985; Nelson and Salapatek, 1986; Nelson et al., 1979;
Young-Browne et al., 1977), and within their first
12 months, they undergo a series of developmental
changes. Starting as early as 36 h after birth, infants show
evidence of being able to discriminate among happy,
sad, and surprised faces (Field et al., 1982). Experimental
evidence from infants in their first 6 months of life shows
that they continue to be able to discriminate at least some
facial expressions from one another, with some variabil-
ity depending on the intensity of the exemplars used on
their specific characteristics. Overall, it seems that happy
faces are successfully differentiated from other expres-
sions and neutral faces (Farroni et al., 2007; LaBarbera
et al., 1976; Young-Browne et al., 1977), while negative
expressions are more difficult to differentiate for young
infants (LaBarbera et al., 1976; Nelson and Dolgin, 1985;
Young-Browne et al., 1977). It has been hypothesized
that during the first fewmonths of life, infants may learn
to discriminate the expressions that they are most often
exposed to, which are usually positive, and are not yet
capable of discriminating among ones that they do not

see often. It is between 7 and 12 months that, perhaps,
emotion processing experiences the most dramatic
changes and infants start showing the ability to discrim-
inate expression with which they do not have much ex-
perience. For example, it is around 7 months that infants
first show the ability to consistently discriminate fearful
faces (Nelson andDolgin, 1985) and start showing longer
fixations toward this expression (Leppänen et al., 2007;
Peltola et al., 2009). Another important shift that takes
place starting at around 7 months is the perception of
facial expression in a categorical manner, which is a sig-
nature of emotion processing present in adults. Thus, it
is around this age that infants demonstrate the ability to
(a) generalize their discrimination of facial expressions
across multiple exemplars (e.g., Nelson et al., 1979)
and (b) discriminate qualitatively between two facial
expressions even though the stimuli used are created
using a quantitative morph continuum. This effect has
been using faces that are morphed in a continuous
way between happiness to sadness (Leppänen et al.,
2009) and fear and happiness (Kotsoni et al., 2001).

18.3.3 Neural Substrates of Face Processing
in Infants

The study of the neural substrates of face processing
in infants has received much attention in recent years.
One of the questions that is still debated is whether faces
are processed by specialized neural structures since birth
(Johnson, 2005; Johnson and Morton, 1991) or whether
the neural structures that are found to be face-selective
in the adult brain become specialized for face processing
through active experience over the course of develop-
ment (Gauthier andNelson, 2001; Nelson, 2001). Because
of obvious methodological difficulties, there are very
few studies that have used functional brain imaging
methods to test whether infants show face-selective
brain activations. To our knowledge, the only investiga-
tion of this type used PET scanning in six 2-month-old
infants, who at birth had experienced hypoxic–ischemic
encephalopathy (Tzourio-Mazoyer et al., 2002). In this
study, infants were presentedwith faces of adult females
and schematic dot patterns. The infants’ brain showed a
surprisingly rich network of clusters of activation in re-
sponse to faces akin to what is found in the adult brain in
the inferior occipital cortex, but it also showed activation
for faces in parietal and frontal regions (Tzourio-
Mazoyer et al., 2002). These results are important as they
confirm the presence of a neural system sensitive to faces
as early as 2 months of age. However, there are two is-
sues to consider with this study. First of all, the infants
tested were not neurologically normal. Second, the com-
parison stimulus used was far less attractive and com-
plex compared to faces, and as such it is difficult to
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determine whether any complex object would have eli-
cited similar patterns of activation.

18.3.4 Neural Signatures of Face Processing
in Infants

The most widely used method to assess infants’ brain
responses to faces is ERPs, and the adaptability of this
methodology to infant studies has given rise to an exten-
sive literature that has investigated the functional signa-
tures of face processing in infants. ERP components that
are sensitive to faces have been shown to emerge as early
as 3 months of age (Halit et al., 2004). There are two com-
ponents that are considered to be the antecedents of the
adult N170: the N290 and the P400. The N290 shows an
adultlike effect of inversion starting around 6 months of
age (Halit et al., 2004), but as pointed out by deHaan and
colleagues (de Haan et al., 2003), the selectivity for faces
of this component has yet to be tested in infants. The
P400 shows an adultlike latency difference between faces
and objects and by 12 months also shows an effect of
inversion (Halit et al., 2004). Similar to the adult litera-
ture, these two components have been linked to the
structural analysis of faces, while another set of compo-
nents has been linked to the recognition of familiar faces:
the Nc and the positive slow wave. The Nc appears to
show a difference between the mother’s face and a
stranger’s face starting at 6 months of age as long as
the two faces are different enough from one another
(Figure 18.3; de Haan and Nelson, 1997).

ERP components elicited in response to faces have also
been shown to bemodulated by the presence of emotional
expressions. Among face-sensitive components, the Nc
component appears to be sensitive to several facial ex-
pressions in infants. In one of the first studies using
ERP to look at facial expression processing, Nelson and
de Haan (1996) showed that fearful faces elicited an in-
creased amplitude of the Nc component, compared to
happy faces. Leppänen and colleagues (Leppänen et al.,
2009) also found differential sensitivity to happy and
sad faces in the Nc component in 7-month-olds, but no
differences were found in the N290 and P400. Grossman
and colleagues found amplitudemodulations in this com-
ponent in response to angry and happy faces in 7-month-
olds (Grossmann et al., 2007). Interestingly, it is only
around 12months that infants start showingmodulations
of emotional expressions on more posterior components
(Grossmann et al., 2007).

18.3.5 Conclusions

During the first year of life, face processing undergoes
rapid development both behaviorally and neurally. In
the first 12 months of life, infants start to show many
of the face-processing skills that will gain strength
throughout development and will reach full maturity
in adolescence and adulthood.Moreover, their neural re-
sponses to faces also start to show signs of face special-
ization, although it is apparent that much anatomical
and functional maturation will take place with
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FIGURE 18.3 Functional signatures of face processing as measured using ERPs in the first year of life and adulthood.
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development in order to reach adultlike neural signa-
tures of face processing. Even though issues regarding
the ontogeny of face processing have yet to be resolved
in the literature, it is clear that experience with faces
since birth is very important for infants in order to lay
the groundwork to develop expert face processing.

18.4 FACE PROCESSING IN TODDLERS
AND PRESCHOOLERS

18.4.1 How Young Children Process Faces

Even though infants make incredible strides in the first
year of life, their face-processing abilities are far from fully
developed by the time they turn one. As discussed below,
a great deal of development takes place after a child’s first
birthday. However, while infants’ face-processing abili-
ties are studied extensively, there are fewer investiga-
tions available of toddlers and preschoolers, with very
few studies documenting the performance of 2- and
3-year-olds and relatively more data available for 4- and
5-year-olds.

There are few studies that have quantified the behav-
ioral performance of toddlers and preschoolers in facial
recognition and facial expression recognition. Bruce and
colleagues (Bruce et al., 2000) have carried out an exten-
sive behavioral investigation of how children as young
as 4 and 5 perform on a variety of measures of face pro-
cessing including the processing of facial identity, the
processing of direction of gaze, and the processing of fa-
cial expressions. In this investigation, young children’s
performance was above chance across all tasks but still
significantly below the proficiency attained by adults.
Preschoolers also had trouble matching facial expression
and direction of gaze with a specific target face, while
they were easily able to discriminate along these dimen-
sions (Bruce et al., 2000).

The results of Bruce and colleagues’ investigation of
face processing in young children suggest that they have
yet to reach adultlike face-processing proficiency. There
are two main hypotheses as to how these children differ
from adults. On one hand, these differences have been
hypothesized to be due to the fact that toddlers and pre-
schoolers have yet to develop the face-specific proces-
sing strategies found in adults, namely, configural and
holistic processing, and rely more heavily on feature-
based strategies (see Mondloch et al., 2003a,b for a re-
view). This hypothesis has been supported by studies
showing that preschoolers experience difficulty in recog-
nition when faces are ‘disguised’ (i.e., presented with a
hat) between the original presentation and the subse-
quent ones, suggesting that perhaps they are not encod-
ing faces using their configural properties but rather rely
on specific isolated features (Carey and Diamond, 1977;
Freire and Lee, 2001). Further support for this hypothesis

has come from studies using artificial face sets that are
created such that different faces can vary exclusively ei-
ther in terms of individual facial features, in terms of the
spacing between facial features, or in terms of the facial
contours (Mondloch et al., 2002). These studies have
shown that toddlers and preschoolers fail to discrimi-
nate different identities when they have to rely exclu-
sively on configural information but perform above
chance when they can use featural and contour informa-
tion (Mondloch et al., 2002, 2003a,b, 2006).

Alternatively, some researchers have proposed that
the differences found in performance between young
children, older children, and adults are produced by
the protracted development of generic cognitive func-
tions that can support the employment of more complex
processing strategies (i.e., configural and holistic proces-
sing) more effectively (see McKone and Boyer, 2006 for a
review). That is, it has been suggested that toddlers and
preschoolers show a quantitative shift in their processing
strategies and not a qualitative one. In support of this hy-
pothesis, several researchers have used tasks such as the
classic inversion effect task (Yin, 1969) and the composite
effect task (Young et al., 1987) and measured young chil-
dren’s performance using faces and nonface objects such
as cars or shoes. These investigators have found positive
evidence of a difference in performance between upright
and inverted faces in children as young as 3 (Macchi
Cassia et al., 2006; Picozzi et al., 2009; Sangrigoli and de
Schonen, 2004) and of holistic processing in children as
young as 3½ years of age (de Heering et al., 2007; Macchi
Cassia et al., 2009; Pellicano and Rhodes, 2003), even
though across all these studies, overall performance in
young children was usually worse compared to older
children and adults.

Even though these two hypotheses point to diverging
developmental trajectories, it may also be the case that
their findings are not diametrically opposed. First of
all, there are marked methodological differences among
these studies, and different types of stimulus manipula-
tions are used to measure configural and holistic proces-
sing, which could in part lead to diverging behavioral
effects. Moreover, the tasks used vary in the relative dif-
ficulty of the different manipulations, and as such it is
difficult to compare their findings objectively. Perhaps,
results from electrophysiological investigations, which
will be discussed below in this section, may shed more
light on this controversy (Box 18.1).

18.4.2 How Young Children Process Facial
Expressions

The ability to recognize facial expression has also not
reached adultlike levels of performance in toddlers and
preschoolers. Interestingly, there appear to be different
developmental trajectories for different facial expressions
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with happiness being themost readily recognized expres-
sion followed by sadness, anger, and fear (see Herba and
Phillips, 2004 for a review). Moreover, it has also been
shown that preschoolers need more intense expressions
in order to successfully recognize emotions, compared to
older children (Gao and Maurer, 2009). These findings
may initially seem at oddswith those described in the pre-
vioussectionsuggesting that infants arealreadycapableof
discriminating basic facial expression. However, it is im-
portant to point out that the nature of the tasks used be-
tween infants and toddlers can be very different and, as
such, it is difficult to compare directly the results across
age groups (McClure, 2000), and as a consequence re-
searchers have wondered whether the different tasks are
measuring similar processing abilities. Moreover, given
that the neural substrates supporting emotion recognition
are far from fully mature at these ages, it is not surprising
that young children show behavioral differences in emo-
tion processing compared to older children and adults.

18.4.3 Functional Signatures of Face Processing
in Young Children

If infants present a challenge for the study of the neu-
ral underpinnings of face processing, toddlers and pre-
schoolers may be even more difficult to test. Thus,
there are relatively few studies investigating how the

brain of young children responds to faces, and for the
most part, these studies employed ERPs. Nevertheless,
these investigations can be particularly informative to
help us understand the ability of young children to dis-
criminate among different faces and different facial ex-
pressions, as the behavioral investigations alone have
produced somewhat conflicting evidence. Overall, one
would not expect major changes in the types of compo-
nents elicited by faces, such as the P1 and the N170, and
the nature of the changes is expected to be primarily in
terms of latency (i.e., decreased latencies), morphology
(i.e., more defined waveforms), and topography (i.e.,
hemispheric specialization) of these components, as tod-
dlers’ and preschoolers’ brains undergo structural
changes such as increased myelination, increased func-
tional specialization, and changes in the underlying neu-
ral generators (deHaan et al., 2003; Gauthier andNelson,
2001). There are, however, other changes that are taking
place in these components that are more specific to the
stimuli used, as the specific faces used acquire different
significance with age. For example, Carver and col-
leagues (Carver et al., 2003) found that relative ampli-
tude differences in the Nc and P400 components in the
mother’s face and a stranger’s face switched between
2–3-year-olds and 4–5-year-olds with the younger chil-
dren showing increased amplitude to the mother’s face
and the older children showing the opposite pattern.

BOX 18.1

Electrophysiological and neuroimaging
methods used in face processing

There are two primary techniques that are most widely

used in the study of face perception: related potentials

(ERP) and functional magnetic resonance imaging (fMRI).

Traditionally, ERP has been used to study face processing

in developmental populations, while both techniques have

been used with adults. However, in recent years, fMRI has

been used successfully with children as young as 7 years

of age.

Event-related potentials measure the synchronous

activity of large populations of neurons in response to a spe-

cific event. In a typical ERP experiment, stimuli of various

typeswill be repeatedmany times, in order to be able to com-

pute an average response by collapsing across repeated pre-

sentations of the same stimulus or category of stimuli. ERPs

are collected using arrays of electrodes. In recent years, the

number of recording electrodes has grown from 32 to 64,

128, and even 256, available in caps or nets that can be

used with infants, children, and adults. Researchers use

several characteristics of the ERP signal in a diagnostic

manner: latency of a specific waveform, amplitude of a spe-

cificwaveform, and the location of potentials across the scalp

at specific time points (scalp topography).

fMRI measures the hemodynamic response in the

brain related to the presentation of specific experimental

stimuli. It has been shown that when nerve cells are active,

they increase their oxygen consumption. In response to the

increased need for oxygen, there is an increase in blood flow

in local capillaries. As a consequence, therewill be an imbal-

ance in the relative concentration of oxyhemoglobin and

deoxyhemoglobin. Because the magnetic properties of

blood vary depending on the level of oxygenation, pulse se-

quences can be used to detect these imbalances and

measure the blood oxygen level-dependent (BOLD) con-

trast. In turn, the BOLD response can be used as an indirect

measure of localized brain activity. Studies of face proces-

sing using fMRI will present subjects with faces and other

types of objects and then measure the BOLD response

to the different stimuli across the entire brain, in order to

understand whether there are specific regions that modu-

late their response on the basis of the stimuli that they see.
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Overall, while the morphology and topography of face-
sensitive ERP components is changing toward adultlike
brain signatures, their development is far from over
within this age group (Taylor et al., 1999, 2004), possibly
suggesting that even though young children show some
evidence of adultlike face processing, they are still un-
dergoing maturational changes both behaviorally and
neurally.

Components reflecting differences in responding to
emotional faces also show developmental changes, and
these studies can further the understanding of how
young children perceive facial expressions. Despite the
fact that from a behavioral perspective, toddlers and
preschoolers have difficulty recognizing fear in a face,
Dawson and colleagues have shown that fearful faces
elicit faster and larger P200 and N300 components, com-
pared to neutral faces (Dawson et al., 2004). Batty and
Taylor (2006) found that facial expressions also affected
early components such as the P1. Toddlers and pre-
schoolers had faster P1 latencies across all six emotions
compared to neutral faces and more specifically showed
the fastest latencies for positive emotions and, in partic-
ular, for happiness (Batty and Taylor 2006).

18.4.4 Conclusions

Taken together, the results of behavioral investiga-
tions and ERP studies looking at various aspects of
face processing and face-processing strategies have led
the majority of investigators to believe that toddlers
and preschoolers are still on a developmental trajectory
toward adultlike face processing. Nevertheless, it is im-
portant to point out that in very few years of life, young
children demonstrate an uncanny proficiency in extract-
ing information from faces.

18.5 FACE PROCESSING IN SCHOOL-AGE
CHILDREN AND ADOLESCENTS

18.5.1 How Children and Adolescents
Process Faces

The behavioral performance of school-age children
andadolescents is relativelywell documented, compared
to that of toddlers andpreschoolers. Themajority of stud-
ies performed with these age groups have used experi-
mental paradigms that are commonly used with adults
(i.e., recognitionmemory paradigms, inversion face task,
composite face task, etc.) in order to examine when and
how children achieve adultlike levels of performance in
face recognition and also when they show evidence of
using configural and holistic processing strategies.

It is primarily within this age group that the scientific
debate over children experiencing quantitative or

qualitative changes in face-processing strategies is con-
tested. This debate ensues because experimental results
are heterogeneous. On the one hand, there are several
studies pointing to the fact that school-age children,
and in some cases even adolescents, differ in the type
of information they use within a face (see Mondloch
et al., 2003a,b for a review). For example, it has been
demonstrated that children up to the age of 15 are not
yet able to rely on the internal facial features of a face
without contour information in order to successfully
identify unfamiliar faces but rather perform better when
they are provided only with the external contour infor-
mation, compared to the internal features alone
(Campbell and Tuck, 1995; Campbell et al., 1999; Want
et al., 2003), which is opposite to the pattern that is ob-
served in adults. Using a set of faces created in the lab-
oratory that can differ only in terms of the external
contour, or internal features, or the spacing among the
internal features, Mondloch and colleagues found that,
unlike adults, 6-, 8-, and 10-year-olds produced the most
errors when discriminating faces differing in feature
spacing (Mondloch et al., 2002). Moreover, Mondloch
and colleagues have shown that 6-, 8-, and 10-year-olds
failed to show an increased cost of face inversion in the
feature-spacing set, compared to the other two stimuli
manipulations, which is also different from how adult
subjects perform (Mondloch et al., 2002).

Although thesestudiesandothers (FreireandLee, 2001;
Mondloch et al., 2006) suggest that children are less sensi-
tive than adults to configural information, other re-
searchers have produced results providing support for
the hypothesis that children apply adultlike processing
strategies from a young age. Children as young as 4 have
demonstrated evidence of holistic processing as demon-
strated using the composite face task (Mondloch et al.,
2007; Pellicano and Rhodes, 2003), and Tanaka and col-
leagues (Tanaka et al., 1998) have found an adultlike
whole-part advantage in 6-year-olds. Moreover, children
as young as 6 have performed in a manner similar to that
of adults on an inversion effect task, producing compara-
ble differences between performance on upright and
inverted faces (Mondloch et al., 2002).

In order to examine the controversy mentioned in the
previous paragraphs regarding the nature of the devel-
opment of face-processing strategies, there are some
methodological considerations to be made. First, one
possible explanation for the divergent results is the
methodological differences employed across studies.
For example, in some cases, memory-encoding para-
digms are used, which require children to learn a specific
set of faces prior to the testing phase, while in other cases
the children are presented with simultaneous matching
paradigms, in which there is very little memory load.
Second, depending on the specific nuances of each
study, the children are sometimes compared to the
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adults in terms of their quantitative performance, while
in other cases their behavioral trends are compared to
those found in adults. Thus, this makes it difficult to ex-
amine directly all these results and draw unified conclu-
sions. In order to aid the resolution of this debate, it may
be useful to consider it in the context of neurophysiolog-
ical findings, which will be discussed below in this
section.

Identity recognition, however, appears to be a process
that does not reach full maturation until adolescence. In
an extensive study looking at performance both on face
and emotion recognition, Bruce and colleagues (Bruce
et al., 2000) showed that performance on face recognition
and emotion recognition increased steadily from 5 years
of age until about 11 years of age. Moreover, they sho-
wed that when the experimental faces used were highly
dissimilar, 11-years-olds performed as well as adoles-
cents, but this was not the case when more similar faces
were used, suggesting that more challenging face recog-
nition follows a slow progression. Similarly, using a rec-
ognition memory paradigm, Golarai and colleagues
have shown that adultlike levels of recognition memory
performance for faces are not reached until at least
14 years of age (Golarai et al., 2007), while these authors
did not find any age effects in the recognition memory
performance for common objects. Moreover, school-
age children tend to make more errors than adults when
asked to recognize faces across viewpoints, lighting con-
ditions, and changes in facial expression (Bruce et al.,
2000; Mondloch et al., 2002, 2003a,b). While in the major-
ity of studies it has been found that children perform
worse than adolescents in recognition memory tasks, it
is important to acknowledge that this may not be specific
to faces, but it may be an issue of task difficulty.Why this
issue is not easily solved is because, to our knowledge,
there are no extensive studies comparing face processing
to the processing of other complex visual objects.

18.5.2 How Children and Adolescents Process
Facial Expressions

The recognition of emotional facial expression is also
still undergoing development from childhood through
adolescence, and the specific pattern of improvement
appears dependent on the types of emotional faces used,
on the intensity of the facial expression, and on the spe-
cific expression itself (Durand et al., 2007; Gao and
Maurer, 2009; Herba et al., 2006; Kolb et al., 1992;
Thomas et al., 2007; Vicari et al., 2000). Overall, behav-
ioral studies of emotion recognition with children and
adolescents show that children as young as 5 recognize
happy faces accurately (Gao and Maurer, 2009; Vicari
et al., 2000) but also show that sad and fearful faces
remain more difficult to recognize especially if the face

stimuli used depict less intense emotion (Gao and
Maurer, 2009; Thomas et al., 2007; Vicari et al., 2000).
The speed of processing of facial expression also un-
dergoes a maturation change between the ages of 7
and 10 (De Sonneville et al., 2002). There are nevertheless
some differences in studies, in terms of the specific age
ranges and their performance, and these differences
are likely due to the different methodologies employed
and the types of stimuli used.However, a protracted pat-
tern of development for the recognition of facial expres-
sion makes sense even in the context of the development
of the neural regions recruited when children and ado-
lescents look at emotional faces.

The behavioral studies of development provide
somewhat heterogeneous evidence, but by and large,
they suggest that by 10–11 years of age, children perform
in amanner comparable to adults across a variety of tasks
that involve facial recognition, the use of face-specific
processing strategies (i.e., configural processing, holistic
processing), and recognition of emotional expressions.
Given the heterogeneity of behavioral findings, it is par-
ticularly important to study the neural substrates of face
processing in different age groups in order to understand
whether by the time performance has reached adultlike
levels, the underlying neural substrates and processes
have also stabilized towhat is found in adults or whether
brain and behavior follow two different trajectories.

18.5.3 Neural Substrates of Processing
in Children and Adolescents

In contrast to the relatively few studies examining the
neural bases of face processing in toddlers and pre-
schoolers, this topic has been more heavily addressed
in older children. Of particular interest are recent inves-
tigations using fMRI to look not only at the functional
signatures of face processing but also at the specificity
of the neural substrates recruited. The question of inter-
est in this literature is whether neural selectivity for faces
has emerged by the time children are of school-age, that
is, whether there are already measurable clusters of neu-
rons that respond more strongly to faces than to most
other objects. Several recent studies have been particu-
larly focused on whether category selectivity for faces
is present in the brains of children as young as 7 years
of age (Aylward et al., 2005; Golarai et al., 2007, 2010;
Passarotti et al., 2003; Scherf et al., 2007). Overall, these
studies suggest that category selectivity in the right fusi-
form gyrus emerges around 7 years of age. More specif-
ically, Golarai et al. (2007) have shown that the volume of
these regions in the adult brain is larger compared to that
in both children and adolescents and that it gets progres-
sively larger between children and adolescents. More
evidence of slowmaturation is provided also by a recent

34118.5 FACE PROCESSING IN SCHOOL-AGE CHILDREN AND ADOLESCENTS

II. COGNITIVE DEVELOPMENT



study comparing the neural activations in response to
upright and inverted faces in fMRI. Pasarrotti and col-
leagues (Passarotti et al., 2007) found that children ages
8–11 did not show showed increased activation for
inverted faces, compared to upright faces, while older
children ages 13–15 showed a trend in the opposite di-
rection, which is what is commonly reported in adult
studies.

Further evidence of protracted neural face selectivity
is also provided by studies using ERP. Investigations
using this technique have demonstrated that in children
and adolescents, there are still differences in the latency
and topography of face-selective neural signatures, com-
pared to adult data. Adultlike characteristics of the
latency of N170, for example, are not reached until ado-
lescence (Taylor et al., 1999). Moreover, children do not
show an adultlike latency difference between upright
and inverted faces in the N170 until about 11 years of
age (Itier and Taylor, 2004; Taylor et al., 2004), and the
differences in amplitude with the inverted faces eliciting
larger amplitudes, compared to upright faces, are ob-
served only in adolescents (Taylor et al., 2004). More-
over, adultlike topography with higher amplitudes in
the right hemisphere compared to the left for the N170
does not appear to emerge until adolescence (Taylor
et al., 1999).

Although the neural responses to emotional faces are
not widely studiedwithin this age group, the few studies
available on the topic have shown differences between
adults and school-age children, and adolescents have
also been reported in the context of emotional face pro-
cessing. Passarotti and colleagues (Passarotti et al., 2009)
tested adolescents with happy and sad faces in fMRI and
found that while there were no differences in the areas
that were recruited when adolescents and adults looked
at emotional faces, there were differences that emerged
in the relative activations in different brain regions, such
that the adolescents activated paralimbic regions more
strongly than the adults, but the adults activated pre-
frontal regions more strongly than the adolescent sub-
jects. Similarly, Guyer and colleagues found more
activation of the amygdala in response to fearful faces
in adolescents, compared to adults, who in turn showed
stronger functional connectivity between the amygdala
and the hippocampus.

Differences in facial expression processing across chil-
dren, adolescents, and adults are also observed using
ERPs. Batty and Taylor (2006) have shown that from
the age of 5 to the age of 15, there are changes in the sen-
sitivity of the P1 and theN170 to facial expressions.More
specifically, while children show latency modulations in
the P1, older children show latency modulations only in
the N170. Amplitude changes also vary across compo-
nents within this age group, showing the same patterns

as the latencies. Overall, what does not seem to be chang-
ing across development is the fact that positive emotions
are processed with shorter latencies compared to nega-
tive emotions (Batty and Taylor, 2003, 2006).

18.5.4 Conclusions

Taken together, both the majority of behavioral find-
ings and the results of neurophysiological investigations
seem to suggest that face processing is still undergoing
maturational changes through childhood and adoles-
cence. Thus, even though children and adolescents al-
ready show some of the hallmarks of adultlike face
processing, experimental evidence points to the fact that
throughout childhood and adolescence, there are quan-
titative changes that take place in how these observers
process faces.

18.6 IMPAIRMENTS IN FACE
PROCESSING

While most of us rarely forget a face we have seen
before, or have trouble identifying facial expressions,
there is a subset of children and adults that experience
great difficulties with these seemingly effortless opera-
tions. Dysfunctions in different aspects of face proces-
sing can arise from structural abnormalities within the
brain and visual organs such as brain lesions and cata-
racts. Difficulties in processing faces can also be found
in populations with neurological disorders such as au-
tism spectrum disorder (see Chapter 34) and Williams
syndrome (WS).

18.6.1 Prosopagnosia

In the literature, the majority of cases describing face-
processing impairments are linked to brain injury to the
occipital and temporal cortices, occurring either in the
right hemisphere or bilaterally. The impairment that re-
sults from this kind of injury and produces primarily a
deficit in recognizing familiar people has been termed
prosopagnosia (Bodamer, 1947). Prosopagnosics not
only show great difficulty in recognizing and learning
new faces but also display atypical face-processing strat-
egies (Barton, 2003). More specifically, they appear to be
overly dependent on specific facial features, to be insen-
sitive to the configural properties of faces, and to be
unable to use holistic processing as reliably as healthy
controls (Barton, 2003; Bukach et al., 2006, 2008;
Wilkinson et al., 2009). However, prosopagnosics do
not typically show difficulty identifying facial expres-
sions (Young, 1992).

342 18. THE NEURAL ARCHITECTURE AND DEVELOPMENTAL COURSE OF FACE PROCESSING

II. COGNITIVE DEVELOPMENT



While prosopagnosia usually occurs in adults, there
are documented cases of prosopagnosia in children fol-
lowing brain injury (Dutton, 2003; Dutton et al., 2006;
Young and Ellis, 1989). Similarly to the adults, these chil-
dren have great difficulty in recognizing individuals by
their face, and they also show differences with config-
ural/holistic processing compared to age-matched con-
trols. However, as brain injury in children is rarely
localized to the occipitotemporal cortex, these patients
manifest neurological and perceptual problems beyond
face perception (Dutton et al., 2006). Moreover, in con-
trast with adult prosopagnosics, children with this type
of brain damage also tend to have difficulty recognizing
facial expressions (Dutton, 2003).

Prosopagnosia can be also diagnosed in people who
have not suffered any brain trauma (Behrmann et al.,
2005a; Duchaine and Nakayama, 2006; Kress and
Daum, 2003). Recent case studies documenting this
type of prosopagnosia have termed it ‘congenital,’ to
distinguish it from the form that follows brain injury
(‘acquired’ prosopagnosia). Congenital prosopagnosics
self-report difficulties in recognizing familiar faces that
date to childhood and usually have learned to rely on
cues other than facial information to recognize people;
thus, they appear less impaired than acquired prosopag-
nosics. In recent years, this population has received
much attention, and several studies have been aimed
to categorize the nature of these patients’ deficits. These
patients can reliably detect a face among nonface objects
and perform judgments of gender and age on faces suc-
cessfully. However, they have difficulty in both match-
ing and recognition tasks when they are under time
pressure and/or the stimuli used are impoverished
(i.e., face ovals with no hair; Behrmann et al., 2005b).
Similar to acquired prosopagnosia, congenital prosopag-
nosics show a different manner of processing of face
stimuli, demonstrating a heavier reliance on featural
strategy in place of configural and holistic processing
(Behrmann et al., 2005b). So far in the literature, this syn-
drome has primarily been studied in adults. However, a
few cases of this syndrome have also been reported in
children, and even the adult studies suggest an early on-
set of these problems (Ariel and Sadeh, 1996; Grueter
et al., 2007).

The neural bases of congenital prosopagnosia are yet
to be fully understood. Studies using ERPs have shown a
reduced brain response to faces in congenital prosopag-
nosics as measured by the amplitude of face-sensitive
components (Bentin et al., 1999). Studies using fMRI
have produced discordant results, such that in few in-
stances congenital prosopagnosics did not show brain
activation in the right fusiform gyrus in response to faces
(Hadjikhani and de Gelder, 2002), while others report
typical right fusiform gyrus activation in response to

faces (Avidan et al., 2005; Hasson et al., 2003). Brain ac-
tivations alone have not been a diagnostic measure with
these patients, as the relationship between these neural
responses and their impairment is not clear. Thus, it
has been suggested that congenital prosopagnosia could
be caused by anatomical abnormalities in the temporal
lobes, the same structures that when damaged produce
acquired prosopagnosia. For example, Behrmann and
colleagues have measured a reduction in the volume of
the anterior fusiform gyrus in congenital prosopagnosics,
compared to control subjects (Behrmann et al., 2007).
Recent data using diffusion tensor imaging (DTI) have
suggested that the recognition impairments may be due
to the thinning of white matter fiber tracts connecting
the ventral temporal cortex to the anterior temporal and
prefrontal cortices (Thomas et al., 2009).

18.6.2 Congenital Cataract Patients

Given how rapidly face processing develops in the
first year of life, researchers have wondered whether
congenital visual impairments such as cataracts, which
are present at birth but are usually surgically repaired
within the first 2–6 months of life, have an impact on
the ability to process faces later in life. Le Grand and col-
leagues have conducted a series of studies with children
and young adults, aged 9–29, who were congenitally
blind at birth because of bilateral cataracts but gained
vision between 2 and 6 months of age following correc-
tive surgery. These studies have shown that, despite
the extensive experience with faces that these subjects
have acquired since their cataracts were removed, they
are not able to achieve the same level of performance
as age-matched controls on tasks that tap complex
face-processing strategies. More specifically, these pa-
tients had difficulty recognizing different faces that var-
ied in terms of the distance between internal features (Le
Grand et al., 2001), and they also failed to show the tra-
ditional ‘composite effect’ (Le Grand et al., 2004), which
is used as an indirect measure of holistic processing
(Maurer et al., 2002). Moreover, they experience particu-
lar difficulty with recognition when faces change orien-
tation or facial expression across multiple presentations
(Geldart et al., 2002). However, these patients are able to
recognize faces fairly well in the real world, which is
likely due to the fact that they can identify specific faces
using the distinctive shape of the internal features and
contour information (Mondloch et al., 2003a,b).
No studies to date have looked at the functional re-
sponses that these patients’ brains show when they are
viewing faces. However, the dissociation found in this
population between featural and configural/holistic
processing abilities suggests that their neural network
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supporting face processing may have developed
differently compared to healthy adults (Mondloch
et al., 2003a,b).

18.6.3 Autism and WS

18.6.3.1 How Subjects with Autism Process Faces

Atypical face processing has also been reported in cer-
tain populations of individuals diagnosed with autism
spectrum disorder (ASD) andWS. ASD is a neurological
disorder that is diagnosed early in childhood, usually
around the age of 3, and characterized by impairments
in social interactions and language development; it is
usually accompanied by repetitive behaviors and re-
stricted interests (DSM-IV). In recent years, great interest
has been devoted to understanding the nature of face-
processing difficulties experienced by children and
adults diagnosedwith ASD because face-processing def-
icits are suggested to be strongly related to the social im-
pairments experienced by these individuals. Moreover,
some investigators have suggested that face-processing
deficits may be one of the earliest indicators for the pres-
ence of autism (Dawson et al., 2005; Schultz, 2005; Schultz
et al., 2000). The impairments found in ASD individuals
since childhood span many different face-processing
tasks with studies reporting deficits in recognizing facial
identity (Boucher and Lewis, 1992; Boucher et al., 1998;
Klin et al., 1999), less reliance on holistic and configura-
tional processing (Behrmann et al., 2006; Gauthier et al.,
2009; Joseph and Tanaka, 2003; Schultz et al., 2000;
Teunisse and de Gelder, 2003) and reduced visual atten-
tion to internal facial features (Chawarska and Shic, 2009;
Klin et al., 2002).

18.6.3.2 How Subjects with ASD Process Facial
Expressions

Because of the social nature of ASD impairments,
much attention has also been devoted to studying
whether these patients have difficulties recognizing facial
expressions. Overall, themajority of studies conducted on
this topic would argue that ASD individuals have diffi-
culty, beginning in childhood, recognizing, identifying,
and classifying facial expressions (Braverman et al.,
1989; Celani et al., 1999; Gross, 2004; Hobson, 1986). In
several studies, it has been reported that these patients
experience particular difficulties in recognizing negative
emotions (Humphreys et al., 2007; Pelphrey et al., 2002)
possibly because of ineffective use of information from
the eye region of a face (Baron-Cohen et al., 1997, 2001;
Gross, 2004). Moreover, recent studies using facial
morphs that vary parametrically in the strength of visible
facial expressions have shown that most ASD individuals
have difficulty identifying and categorizing more subtle
facial expressions (Rump et al., 2009; Teunisse and de
Gelder, 2001).

18.6.3.3 Neural Substrates of Face Processing in
ASD

The behavioral differences found between ASD indi-
viduals and typically developing controls have been con-
nected to a variety of differences found in brain responses
to faces between these two subject groups. Studies using
ERPs have shown that both children and adults withASD
show shorter latencies for objects compared to faces for
the N170 component (Webb et al., 2006). Moreover, the
scalp topography of face-sensitive ERP components is dif-
ferent between these two subject groups, suggesting a
smaller degree of hemispheric lateralization for face pro-
cessing in ASD subjects (Dawson et al., 2005). Atypical
ERP responses have also been demonstrated when ASD
individuals are shown emotional faces (Dawson et al.,
2004). Differences between ASD individuals and healthy
controls have also been found using fMRI, with several
studies showing hypoactivity not only in brain regions
associated with processing of facial identity, such as the
right fusiform gyrus (Dawson et al., 2002; Grelotti et al.,
2002; Pierce et al., 2001; Schultz et al., 2000), but also in
brain regions associated with the processing of facial ex-
pressions and gaze, such as the STS (Dalton et al., 2005;
Pelphrey et al., 2005) and the amygdala (Adolphs et al.,
2001; Hadjikhani et al., 2007; Schultz, 2005).

While the majority of studies of face processing in
ASD individuals point to atypical development of this
skill, this population shows a great deal of variability
both in terms of behavioral patterns and neural re-
sponses. This heterogeneity of results has produced sev-
eral debates in the literature regarding the true origins of
these deficits. Nevertheless, atypical face processing,
both at the behavioral and neural levels, remains one
of the hallmarks of ASD.

18.6.3.4 Face Processing in WS

Another neurological disorder that has received at-
tention in association with face processing is WS. WS
is a rare genetic disorder characterized by a series of
physical deformities, language and motor delays, and
atypical cognitive functions in a variety of domains, in-
cluding atypical social functioning (see Bellugi et al.,
2000 for a review). Unlike ASD individuals, children
and adults diagnosed with WS show face recognition
abilities comparable to healthy controls (Bellugi et al.,
1994; Tager-Flusberg, and Joseph, 2003). However, it
has been suggested that they do not process faces con-
figurally and holistically but rather rely more heavily
on featural processing (Deruelle et al., 1999); but not
all researchers agree on this interpretation (Karmiloff-
Smith et al., 2004; Tager-Flusberg et al., 2006). Patients
with WS are akin to ASD patients in that they also show
deficits in emotion recognition from facial expressions
(Tager-Flusberg et al., 2003).

344 18. THE NEURAL ARCHITECTURE AND DEVELOPMENTAL COURSE OF FACE PROCESSING

II. COGNITIVE DEVELOPMENT



These two subject populations also show divergences
and similarities in the context of neural responses to
faces, which map the dissociations found at the behav-
ioral level. Studies using fMRI in adults diagnosed with
WS have found activation in the right fusiform gyrus in
response to faces that is comparable to that of healthy
controls (Meyer-Lindenberg et al., 2004; Schultz et al.,
2000). However, WS patients show hypoactivation in
brain regions recruited when processing facial expres-
sions, specifically the amygdala and the orbitofrontal
cortex (Meyer-Lindenberg et al., 2005).

18.7 CONCLUSIONS

The goal of this chapter was to provide the reader
with a comprehensive overview of the literature con-
cerning face processing and its development from birth
to adulthood.

Faces are very important stimuli for humans, as they
convey a multitude of information about the people that
we encounter in the world. While some debate remains
regarding the initial mechanisms that orient infants to-
ward faces, it is most likely that the development of face
processing relies on both experience-independent early
specificity and an experience-dependent sensitive pe-
riod (Sugita, 2008). That is, while the initial orienting
toward faces may be driven by a genetically specified
primitive architecture (Johnson, 2005), the development
of the ability to extract information from a face is heavily
dependent on experience, and it is through exposure and
interactions with specific types of faces that we learn to
become ‘face experts,’ which is a lengthy process that
requires the first 10–15 years of life (Nelson, 2001).

Despite the many things that are known in the face-
processing literature, it is the authors’ wish to conclude
this review with some of the questions that are still un-
answered. First of all, while it has been demonstrated
that experience with faces is very important for one to
become an ‘expert,’ relatively little is known about the
specific nature of this experience. Secondly, it is unclear
whether the effect of experience is dependent on a
sensitive period. Although the data produced by inves-
tigationswith cataract patients and congenital prosopag-
nosics would suggest that any derailment from typical
development affects face processing, more work will
be necessary to establish the precise nature of a sensitive
period and its relations to different aspects of face pro-
cessing. Lastly, we would like to highlight a real conun-
drum of face processing, which is its apparent lack of
plasticity. It has been demonstrated that once a portion
of the face-processing system becomes compromised,
the ability to recognize faces appears gone for good. This
is a very troublesome observation for this literature be-
cause it is difficult to reconcile how an operation of such

evolutionary importance that relies on a large network of
neural substrates can show so little ability to reorganize
itself following an insult, especially given the fact that
our brains are overall quite plastic. In our view, this re-
mains an essential issue to resolve in the coming years.
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19.1 INTRODUCTION

Within adult social psychology, the study of social
cognition encompasses a range of phenomena including
moral reasoning, attitude formation, stereotyping, and
related topics. This definition includes the processes un-
derlying the perception,memory, and judgment of social
stimuli; the effects of social, cultural, or affective factors
on the processing of information; and even the behav-
ioral and interpersonal consequences of those cognitive
processes. Social psychology has provided an arsenal
of measurement techniques and theoretical models to
inform efforts within social neuroscience to study the
mature human brain. However, neuroscience has tradi-
tionally defined social cognition more narrowly as the
ability to perceive the intentions, actions, and psycholog-
ical dispositions of others (Brothers, 1990). Within devel-
opmental psychology, the study of social cognition and
its development has focused most intensely upon ‘the-
ory of mind,’ or a person’s awareness that other individ-
uals maintain thoughts, beliefs, and desires that are
different from his or her own, and that the actions of
others can be best explained with reference to their

individual mental states (Frith and Frith, 1999;
Premack and Woodruff, 1978). Developmental psychol-
ogists have characterized the stages of development in
theory of mind abilities but have yet to provide a mech-
anistic account of ‘how’ theory of mind develops in chil-
dren. Such questions necessitate studies that bridge the
gap between cognitive accounts of theory of mind and
the underlying brain mechanisms and, thus, require
measurement at both the behavioral and neural system
levels. One definition that cuts across disciplines and
levels of analysis dictates that social cognition refers
to the fundamental abilities to perceive, categorize, re-
member, analyze, reason with, and behave toward
conspecifics (Adolphs, 2001; Pelphrey et al., 2004a). Cur-
rently, very little is known about the neural correlates
of social cognition in children or about the changes in
brain structure, function, and connectivity that underlie
normative development in this domain. Providing an
understanding of brain development in relation to
changes in social cognition is important to the field, as
it will allow for the construction of normative ‘growth
charts’ for the function of circuits supporting various as-
pects of social cognition. Additionally, this knowledge
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may aid researchers in their search for genetic and envi-
ronmental factors (and gene�environment interactions)
related to suboptimal social cognitive development as
observed in autism and related neurodevelopmental
disorders.

This chapter focuses on the development of a critical
aspect of social cognition – social perception. Social per-
ception is the initial stage of evaluating intentions and
psychological dispositions of others by analysis of gaze
direction, body movement, and other types of biological
motion (Allison et al., 2000). It is closely linked to action
understanding: the ability to appreciate other people’s
actions in terms of the mental states that drive behavior.
It has been argued that social perception is an onto-
genetic and phylogenetic prequel to more sophisticated
social cognition abilities, particularly theory of mind
(e.g., Baron-Cohen et al., 1995; Frith and Frith, 1999;
Pelphrey and Morris, 2006; Premack and Woodruff,
1978; Saxe et al., 2004a). A task analysis supports this
argument and reveals that successful social perception
involves a set of three distinct but interrelated social cog-
nition abilities: (1) individuating and recognizing other
people, (2) perceiving their emotional states, and (3)
analyzing their intentions and motivations. Successful
social perception, in turn, facilitates a fourth and more
sophisticated aspect of social cognition: (4) representing
another person’s perceptions and beliefs, a core compo-
nent of theory of mind. In this chapter, the five neuro-
anatomically and functionally dissociable neural circuits
that underlie these aspects of social perception are
elaborated on andwhat is known about the functional de-
velopment of each circuit in infants, children, and adoles-
cents discussed. The focus is on functional magnetic
resonance imaging (fMRI) and developmental studies
of social perception involving other neuroimaging tech-
niques, for example, electrophysiology are not included.
This focus was selected because of the interest in identify-
ing the exact neural systems involved in distinct and dis-
sociable (at the neural systems level) aspects of social
perception. It must be noted, however, that fMRI is
limited in that it is not yet practical to study awake, behav-
ing infants and toddlers with this method. In contrast,
electrophysiology can be readily applied to infants and
toddlers. However, in even the best, most controlled
conditions with adults, it is a challenge to make precise
statements about the neuroanatomical origins of scalp-
recorded electrical signals. See, for example, the ongoing
debate concerning the origins of the N170 in response
to faces (Halgren et al., 2000; Itier and Taylor, 2004).
This inferential problem is compounded when one
wishes to study the development of a brain system with
electrophysiology because then one has to identify a de-
velopmental precursor to the well-characterized adult
signals and then make inferences about the underlying
neural generator. Following the review of the available

literature, a model of social cognitive development has
been put forward that aims to explain how an early devel-
oping social perception network can give rise to more so-
phisticated aspects of social cognition, including theory of
mind.

19.2 NEUROANATOMICAL SUBSTRATES
OF SOCIAL PERCEPTION

19.2.1 Ventral Occipital Temporal Cortex and
the Recognition of Other People

Several areas located in the ventral occipitotemporal
cortex (VOTC) support the basic representation and rec-
ognition of other people. These include the lateral fusi-
form gyrus (FFG), which contains the ‘fusiform face
area’ (FFA), and the ‘extrastriate body area.’ The former
has a clear role in face perception and recognition (e.g.,
Kanwisher et al., 1997; Puce et al., 1996), while the latter
has been implicated in the visual perception of human
bodies (e.g., Downing et al., 2001). These brain regions
provide the basic representation of their specific visual
category that supports both bottom-up visual processing
of social information and top-down imagery of those
categories.

In adults, there are well-defined expectations of how
brain activity related to visual object processing should
be organized (Dehaene and Cohen, 2007; Martin,
2007). Faces and letter strings are two visual categories
that have been studied extensively and elicit distinct re-
sponses in VOTC. Faces evoke selective activity in the
mid-FFG relative to other objects (Allison et al., 1994;
Kanwisher, 2000; Kanwisher et al., 1997). In contrast,
the lateral mid-fusiform/inferior temporal gyrus shows
a bias for processing words, letters, and letter strings
over digits and other objects (Allison et al., 1994; Baker
et al., 2001; Cohen and Dehaene, 2004; Dehaene et al.,
2002; Hashimoto and Sakai, 2004; Polk and Farah,
1998; Polk et al., 2002). Both categories are hypothesized
to recruit specialized neural processes that best suit the
features that define the category (Kanwisher, 2000;
Polk and Farah, 1998). The developmental origins of
their specializations, however, are presumably quite
different.

To date, the most is known about the development
of the face-sensitive area of the FFG. Current evidence in-
dicates that face-selective neural processing is already
present in the FFG by 6 years of age and becomes
increasingly robust throughout adolescence (Aylward
et al., 2005; Golarai et al., 2007; Grill-Spector et al.,
2008; Libertus et al., 2009; Scherf et al., 2007; Tzourio-
Mazoyer et al., 2002). Interestingly, the gradual refine-
ment of face-related neural processing over development
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parallels thewell-known changes in children’s face recog-
nition abilities (Carey and Diamond, 1994).

In order to differentiate the developmental origins of
category-specific areas in VOTC, our group recently
used fMRI to examine the organization of the ventral vi-
sual pathway for basic processing of symbols, faces, and
nonface objects in 4-year-old children (Cantlon et al.,
2011). We tested 4-year-old children’s and adults’ re-
sponses to faces, letters, numbers, and shoes in VOTC.
As illustrated in Figure 19.1, children and adults exhib-
ited a common pattern of face selectivity in the right
mid-FFG at a locus consistent with previously reported
face-selective sites in adults. This indicates that certain
features of adult brain organization have already taken
formed by 4 years of age (Cantlon et al., 2006; Grill-
Spector et al., 2008; Mahon et al., 2009; Polk et al.,
2007). This biased activity to faces in the right mid-
FFG in overlapping regions previously reported as face
selective in older children and adults (Grill-Spector et al.,
2008) represents an early developing visual specializa-
tion for social information in VOTC.

Some evidence indicates that face selectivity in the
FFG is related to face recognition memory in children
(Golarai et al., 2007), where children who perform better
on face recognition tasks exhibit a greater spatial extent
of face-related activity. However, it is unknownwhether
the refinement of face-related processing hinges on ‘in-
creases’ in the FF response to faces, ‘decreases’ in the re-
sponses to nonfaces, or ‘both.’ This question is critical for
understanding the nature of the developmental process
underlying category selectivity in the brain. In fact, a
long-standing debate in the developmental literature
concerns the question of whether neural development
is driven by building up or pruning back representations
in the brain (Bourgeois and Rakic, 2003; Changeux, 1985;
Changeux and Danchin, 1976; Changeux and Dehaene,

1989; Dehaene-Lambertz and Dehaene, 1997; Purves
et al., 1996; Quartz, 1999; Quartz and Sejnowski, 1997).

Faces have an evolutionary significance and sponta-
neously attract children’s attention from birth, with re-
search indicating that infants who are just days old
prefer to look at images of faces instead of nonfaces,
and familiar rather than novel faces (Johnson et al., 1991;
Nelson, 2001). In the constructivist view, experience-
dependent input specifies the connectivity and func-
tions of cortical regions and thereby gradually builds
up specialized cortical functions (Quartz, 1999). Selec-
tionism, in contrast, postulates that redundant and irrel-
evant neuronal connections exist from birth and are
gradually eliminated on the basis of experience-evoked
activity in order to define specialized cortical functions
(Changeux and Danchin, 1976). In principle, these two
developmental processes can be distinguished in the
category-selective brain responses of young children.
For instance, in the case of face representation, a con-
structivist pattern of activity would predict an increase
in face-related activity with increasing face recognition
ability, whereas a selectionist pattern would predict a
decrease in nonface activity with increasing face recog-
nition ability. Naturally, both patterns are nonexclusive
and may jointly occur, either simultaneously or at
different ages.

In order to test these two theories, the relationship be-
tween children’s developing category knowledge and
their category-related brain activity was examined in
the aforementioned study (Cantlon et al., 2011). The chil-
dren were tested on a series of identification and naming
tests with the same stimuli presented in the fMRI ses-
sion. As illustrated in Figure 19.2, children’s accuracy
on the face-matching task was not correlated with an
increase in the neural response to faces in the right
mid-fusiform face-selective region of interest (ROI), as
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might be expected. Instead, accuracy on the face-match-
ing task correlated with a decrease in the response to
shoes in the face-selective ROI. This finding suggests that
as children in this age range become more proficient at
recognizing faces, the mid-fusiform face-selective region
reduces its response to other visual classes (as opposed
to increasing its response to faces). These data suggest
that brain regions that will eventually become selective
for a particular category already produce a relatively
strong response to their preferred category in early
childhood, but they gradually decrease their responses
to nonpreferred categories as knowledge is acquired.
While adult category-selective brain regions show simi-
lar types of category biases in early childhood, there are
undoubtedly developmental changes in the structure
and function of those regions. For example, Golarai
et al. (2007) reported that the spatial extent of activation
in face-selective fusiform regions expands with in-
creased memory for faces between 7 years of age and
adulthood. The degree to which face-selective cortex ex-
pands over the course of early childhood (i.e., 0–7 years)
remains in question. Our own findings suggest that one
catalyst of those functional changes could be a decreas-
ing representation of nonpreferred (i.e., nonface) entities
in face-selective regions.

Many questions remain about exactly how the devel-
opment of face specialization unfolds. One aspect of this
process, evident in our fMRI results, is that neural re-
sponses in category-selective regions to nonpreferred

categories need to be pruned away. This is supported
by the notion that learning proceeds by ‘selection,’ ‘attri-
tion,’ or a ‘use it or lose it’ principle, which has long been
proposed at the theoretical level (Bourgeois and Rakic,
2003; Changeux, 1985; Changeux and Danchin, 1976;
Changeux and Dehaene, 1989; Dehaene-Lambertz and
Dehaene, 1997; Purves et al., 1996) and has received
empirical support in domains such as bird song acquisi-
tion or speech perception, both of which exhibit per-
ceptual narrowing over development (Kuhl et al., 1992;
Werker and Lalonde, 1988). Our data suggest a similar
selectionist principle in the development of face-selective
VOTC in human children.

It should be noted that our data are not inconsistent
with a moderate form of the constructivist view (Sirois
et al., 2008), which posits a selection process via lateral
inhibition following category learning (for evidence of
this phenomenon in adults, see Allison et al., 2002;
Pelphrey et al., 2003). Under that hypothesis, however,
one might expect preferred and nonpreferred category-
related responses in VOTC to become increasingly anti-
correlated over development. Although this pattern did
not emerge in our data, longitudinal fMRI data on chil-
dren’s category-related visual responses at different
points in their acquisition of category knowledge will
help to further adjudicate among these hypotheses. Such
data could reveal developmental periods during which
representations are being constructed (with increasing
responses to preferred categories) as well as periods dur-
ing which a selection mechanism is engaged (with de-
creasing responses to the nonpreferred category). The
degree to which selection or construction is observed
at a given point in early childhood likely will depend
on children’s experience with the specific categories ex-
amined. At a single point in development, some catego-
ries could exhibit a pattern of increasing responses to
preferred stimuli, while other categories exhibit decreas-
ing responses to nonpreferred stimuli. Such a proposal is
consistent with our data and with previously reported
studies of VOTC activation in older children (Golarai
et al., 2007; Grill-Spector et al., 2008; Libertus et al.,
2009; Scherf et al., 2007).

A tentative biological mechanism for the reduction in
high-level visual activity to nonpreferred categories over
development may be the known reduction in synaptic
density between 2 and 11 years of age (Chugani et al.,
1987; Giedd et al., 1999; Huttenlocher and Dabholkar,
1997; Huttenlocher et al., 1982; Shaw et al. 2008). Synap-
tic density in visual areas steadily increases between
birth and 1–2 years of age, reaches levels that are approx-
imately 50–60% greater than adult levels, and then grad-
ually decreases over the next several years. Some
evidence indicates that vascular density parallels synap-
tic density in primary visual areas and thus blood supply
might be related, at least in sensory areas, to neural
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plasticity and synapse formation/elimination (Duvernoy
et al., 1981; Logothetis and Wandell, 2004).

19.2.2 Limbic Circuitry and the Perception
and Experience of Emotions

The limbic system is composed of a set of brain struc-
tures that support a variety of functions, including emo-
tion. The amygdala is one such structure, and several
fMRI studies have focused on its response to emotional
(especially fearful) faces. Baird et al. (1999) first identi-
fied amygdala activation to fearful faces in adolescents
aged 12–17 years. Thomas et al. (2001) later reported that
adults demonstrated greater amygdala activation to
fearful facial expressions compared to other expressions,
whereas 11-year-old children showed greater amygdala
activation to neutral faces compared to other expres-
sions. One explanation offered by the authors is that
the neutral faceswere seen asmore ambiguous than fear-
ful facial expressions, resulting in increases in amygdala
activation. In a cross-sectional study, Killgore et al.
(2001) reported sex differences in amygdala responses
in children and adolescents. They found that the left
amygdala responded to fearful facial expressions in all
children, although its activity decreased over the adoles-
cent period in females but not in males. In a follow-up
study, Killgore and Yurgelun-Todd (2004) compared
children, adolescents, and adults during the perception
of fearful faces. They reported that males and females
differed in the right hemisphere – left hemisphere asym-
metry of activation of the amygdala and prefrontal
cortex (PFC) and this interacted with age. For boys,
activation within the dorsolateral PFC was bilateral in
childhood, right lateralized in adolescence, and bilateral
in adulthood, whereas females showed a monotonic re-
lationship with age, such that older females showed
more bilateral activation than younger ones, but with
significant bilateral activation at all ages. In contrast,
amygdala activation was similar for both sexes, with
bilateral activation in childhood, right-lateralized activa-
tion in adolescence, and bilateral activation in adulthood.

Lobaugh et al. (2006) reported that fear, disgust, and
sadness recruit distinct neural systems both in 10-year-
old children and adults. Two recent cross-sectional stud-
ies reported that adolescents display more amygdala
activity in response to affective faces than either children
or adults (Guyer et al., 2008; Hare et al., 2008). Further,
adolescents also show less response to emotions in
ventromedial PFC (vmPFC), a region whose functional
connectivity with the amygdala is associated with habit-
uation to emotional stimuli (Etkin et al., 2006; Hare et al.,
2008). This suggests that teenagers may be more emo-
tionally reactive and also less capable of relying on
PFC for affect regulation (see also Grosbras et al., 2007;
Lévesque et al., 2004).

In a recent fMRI study, we examined the development
of the neural circuitry supporting emotion regulation in
school-age children (Pitskel et al., 2011). We focused on
the circuitry supporting cognitive reappraisal, a particu-
lar approach to emotion regulation frequently utilized in
behavioral psychotherapies. Despite awealth of research
on cognitive reappraisal in adults, little is known about
the developmental trajectory of brain mechanisms sub-
serving this form of emotion regulation in children.
We asked children and adolescents to increase and de-
crease their emotional response to disgusting images
(e.g., a picture of a person with mucus hanging from
her nose) by either pretending it was real and right
there in front of them (for the increase condition) or by
pretending it was just make believe (for the decrease
condition). Distinct patterns of brain activationwere iden-
tified during successful up- and downregulation of emo-
tion, as well as an inverse correlation between activity
in vmPFC and limbic structures, particularly the amyg-
dala, during downregulation, indicative of the regulatory
role for vmPFC. Further, as illustrated in Figure 19.3, age-
related effects on activity in the vmPFC and amygdala
were discovered. Of particular interest, during down-
regulation of emotion, significant negative correlations
with age in the amygdala were observed, consistent with
more effective emotion regulation.

While this reviewhighlights a number of findings from
cross-sectional studies of age-related changes in brain
function related to the perception and regulation of emo-
tion, only one study has reported valuable longitudinal
data on the neural circuitry underlying emotion proces-
sing. In a groundbreaking study, Pfeifer et al. (2011)
reported longitudinal data from 38 neurotypical partici-
pants who underwent two fMRI sessions across the
transition from late childhood (10 years) to early adoles-
cence (13 years). Strikingly, responses to affective facial
displays exhibited a combination of general and emo-
tion-specific changes in ventral striatum (VS), vmPFC,
amygdala, and temporal pole. Furthermore, VS activity
increases correlated with decreases in susceptibility to
peer influence and risky behavior. VS and amygdala re-
sponses were also significantly more negatively coupled
in early adolescence than in late childhood while proces-
sing sad and happy versus neutral faces. Together, these
results suggest that VS responses to viewing emotions
may play a regulatory role that is critical to adolescent
interpersonal functioning.

19.2.3 Lateral Temporal Cortex and the
Perception of Biological Motion

Biological motion perception refers to the visual per-
ception of a biological entity engaged in a recognizable
activity. This definition includes the observation of
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humans walking and making eye and mouth move-
ments, but the term can also refer to the visual system’s
ability to recover information about another’s motion
from sparse input. The latter is well illustrated by the dis-
covery that point-light displays (moving images created
by placing lights on the major joints of a walking person
and filming them in the dark), while being relatively
impoverished stimuli, contain the information necessary
to identify the agent of motion and the kind of motion
produced by the agent (Johansson, 1973). Biological mo-
tion is integral to social perception. The superior tempo-
ral sulcus (STS) region, particularly the posterior STS,
has been implicated in the perception of biological mo-
tion including eye, hand, and whole-body movements
(e.g., Bonda et al., 1996; Pelphrey et al., 2003). Specifi-
cally, it exhibits differences in activation to actions that
are congruent with contextual factors relative to actions
that are incongruent with the context. It is hypothesized
that the STS plays such a role because intentions are
used, chiefly, for predicting what people will do in the
future. Since future actions are intrinsically dynamic bi-
ological motion, it seems reasonable that the STS, whose
job it is to represent such motion, could be used for this
role. However, it is currently unknown whether regions
that represent intention for anticipation and prediction

are distinct from areas that simply represent the current
state of perceived biological motion.

Frith and Frith (1999) first suggested that the ability to
distinguish between biological and nonbiological figures
and their actions is one of the likely evolutionary and de-
velopmental precursors to theory of mind. They also
noted that the STS region previously implicated in bio-
logical motion processing is adjacent to regions of the
brain used for other, higher level aspects of ‘mentaliz-
ing,’ a concept closely related to theory ofmind. The abil-
ity to infer goal states using the actions of an agent has
been called an ‘intentionality detector’ and proposed
as a component of the human mentalizing system
(Baron-Cohen et al., 1994). By the age of 4 months, in-
fants can detect biological motion from impoverished
stimuli, ‘point-light walkers,’ and prefer these movies
to those of nonbiological motion (Fox and McDaniel,
1982). A study of 8-month-old infants using ERPs sug-
gested that there was activity in the right hemisphere in
response to biological motion (Hirai and Hiraki, 2005).
Lloyd-Fox et al. (2011) recently identified a more precise
neurobiological basis for this very earlydeveloping social
perception ability using functional near-infrared spec-
troscopy. In their pioneering study, 5-month-old infants
watched videos of adult actors moving their hands, their
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mouth, or their eyes, all in contrast to nonbiological
mechanical movements. They observed that different
regions of the frontal and temporal cortex responded to
these biological movements and that different patterns
of cortical activation emerged according to the type of
movement watched. These findings demonstrate that
from an early age, our brains selectively respond to bio-
logically relevant movements, and further, selective pat-
terns of regional specification to different cues occur
within the lateral temporal cortex, including the STS
region.

Only a handful of fMRI studies have examined the
brain mechanisms for the perception of biological mo-
tion compared to nonbiological motion in children. In
one fMRI study (Carter and Pelphrey, 2006), the func-
tional development of the STS regionwas explored using
a paradigm that was previously employedwith a sample
of adults (Pelphrey et al., 2003). In order to determine
whether the STS region responded to biological motion
more than to other types of complex, meaningful mo-
tion or to random motion, adult participants viewed
a virtual scene that included four types of carefully
matched, animated stimuli: a walking human (human),
a walking robot (robot), a grandfather clock (clock),
and a disjointed mechanical figure (mechanical) (see
Figure 19.4). While the figures differed markedly in
form, their movements were nearly identical. These
figures allowed for the exploration of whether a biolog-
ical motion pattern (walking) would be processed
differently if made by a biological (human) versus non-
biological (robot) figure and whether there were differ-
ences in brain activation patterns for organized versus
disorganized mechanical motion.

In adults, there were no significant differences be-
tween the human and the robot or between the clock
and the disjointed mechanical figure in the posterior
STS region. The posterior STS (right hemisphere> left
hemisphere) responded more strongly to biological

motion (robot and human) than to nonmeaningful but
complex nonbiological motion (mechanical) or complex
and meaningful nonbiological motion (clock) (Pelphrey
et al., 2003). Importantly, not every brain region showed
this pattern of effects. We observed a dissociation of
function between the STS region and an area posterior
and inferior to the posterior STS region corresponding
to the motion-sensitive visual area MT or V5 (MT/V5,
e.g., McCarthy et al., 1995; Tootell et al., 1995; Zeki
et al., 1991). The STS region responded selectively to bi-
ological motion, whereas MT/V5 responded equally to
all four types of motion.

As illustrated in Figure 19.5, 7- to 10-year-old children
exhibited robust biological>nonbiological activity in the
middle and posterior portions of the STS region. To ex-
amine possible age-related changes in these responses,
it was assumed that higher levels of biological> nonbio-
logical activity (i.e., greater biological�nonbiological dif-
ference scores) were indicative of a more maturely
functioning system. Consequently, a positive correlation
between the specificity of the STS region for biological
motion and agewas anticipated. Consistentwith this pre-
diction, the magnitude of the biological�nonbiological
difference score was positively correlated with age in
the right posterior STS region (r¼0.64, p¼0.03, two-
tailed), with age accounting for approximately 41% of
the variance in the biological�nonbiological difference
scores. This finding highlights developmental changes
in the functioning of the STS region during biologicalmo-
tion perception across middle childhood.

Much of what develops in regard to social cognitive
abilities in childhood likely involves changes in connec-
tions among the various brain regions involved in social
information processing. Increasing connections allow for
increasingly sophisticated social perception and menta-
lizing abilities. Given the available research on the STS
region, future research should aim to explore the devel-
opment of structural and functional connectivity to and
from this area. It could be the case that what appears to
be a relative increase in differentiation in the STS region
could represent changes in its inputs and outputs and

Robot Clock Mechanical Human

FIGURE 19.4 Biological (robot and human) and nonbiological
(clock and mechanical) motion stimuli.

R

FIGURE 19.5 The red-colored map indicates regions of significant
biological>nonbiological motion activity in school-age children.
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could thus either be a function of tuning of the STS
response per se, or a development in the input by top-
down regions to the STS. This could be examined using
functional connectivity (to explore when regions work
together) and diffusion tensor imaging (to determine
the structural connections between these regions).

19.2.4 Medial PFC and the Representation of the
Self and the Other

In adults, the medial PFC (mPFC) has been implicated
in a wide range of social cognitive tasks, including
making inferences about other people’s intentions and
mental states (Castelli et al., 2002; Gregory et al., 2002),
the attribution of emotion to the self and others
(Ochsner et al., 2004), self-reflection (Heatherton et al.,
2006; Kelley et al., 2002; Northoff et al., 2006), and repre-
senting semantic knowledge about the psychological as-
pects of other people (e.g., Mitchell et al., 2005a,b).
Additionally, the precuneus and posterior cingulate in
the medial posterior parietal cortex (mPPC) are more ac-
tive during self-knowledge retrieval than during other
types of social or semantic tasks (e.g., D’Argembeau
et al., 2010; Kelley et al., 2002). The capacity to perceive
and reflect upon oneself as an individuated, unified, and
stable entity with lasting qualities and traits (e.g., shy, in-
telligent, and kind) is a critically important and perhaps
unique aspect of the human experience.

Many theoretical accounts of social cognition make
self-referential processing a central component of pro-
cessing others (Mitchell et al., 2005a,b; Spengler et al.,
2009; Uddin et al., 2007), positing that one strategy for
predicting the mental states of others is by referencing
one’s own thoughts, feelings, or behaviors in a similar
situation. Recent studies have shown developmental
changes from childhood to adulthood in activity in the
frontoparietal network during self-perception tasks.
To illustrate, Pfeifer et al. (2011) studied a sample of
12 children and 12 adults (average age¼10.2 and
26.1 years, respectively) using fMRI. The participants
reported whether short phrases described themselves or
a highly familiar other (Harry Potter). In both children
and adults, the mPFC was relatively more active during
self – than social – knowledge retrieval, and the mPPC
was relatively more active during social – than self-
knowledge retrieval. Direct comparisons between chil-
dren and adults indicated that children activated the
mPFC during self-knowledge retrieval to a much greater
extent than adults. The particular regions of the mPPC
involved varied between the two groups, with the poste-
rior precuneus engaged by adults, but the anterior precu-
neus and posterior cingulate engaged by children. Only
children activated the mPFC significantly above baseline
during self-knowledge retrieval. This last finding sug-
gests that the presence of a cortical, prefrontal-mediated,

neural system supporting self-referential processing in
children, is perhaps no longer needed in adults. Longitu-
dinal data will be needed to more fully understand this
pattern.

19.2.5 Posterior Parietal Cortex and Thinking
About the Thoughts of Others

Thinking about the thoughts of others, or ‘theory of
mind,’ has been studied most intensely using false belief
tasks. In the typical design, a child watches while a pup-
pet places an object in location A. The puppet leaves the
scene and the object is transferred to location B. The pup-
pet returns and the child is asked to predict where the
puppet will look for the object. Three-year-olds think
the puppet will look in location B, where the object actu-
ally is; older children think the puppet will look in loca-
tion A, where the puppet last saw the object (Wellman
et al., 2001). The 3-year-olds who fail the false belief task
are not performing at chance, nor are they confused by
the questions, but instead make systematically below-
chance predictions with high confidence (Ruffman
et al., 2001). The standard interpretation of these results
is that 3-year-olds lack a representational theory ofmind.
That is, 3-year-olds fail to understand how the contents
of thoughts can differ from reality (Gopnik and
Astington, 1988; Wellman et al., 2001).

Although the false belief task has been used in literally
hundreds of studies, it remains controversial whether
success on this task depends on the deployment of a
‘special’ domain-specific mechanism for reasoning about
otherminds. Asmany researchers have noted (Bloom and
German, 2000; Leslie, 2000; Roth and Leslie, 1998), chil-
drenmight pass or fail the false belief task for reasons hav-
ing nothing to do with deficits in understanding other
minds. In particular, the false belief task requires a high
level of executive control – that is, the ability to plan
and carry out a sequence of thoughts or actions, while
inhibiting distracting alternatives. Thus, researchers have
suggested that the false belief task underestimates chil-
dren’s ability to think about mental states (Bloom and
German, 2000). Alleged shifts in children’s theory of
mind might reflect changes only in children’s executive
function – especially the abilities to select from among
competing responses and to inhibit the tendency to re-
spond based on reality (Carlson et al., 2004). Recently,
an even bigger obstacle has arisen for the standard view:
multiple reports that infants can make correct predictions
on false belief tasks, when measured by violation-
of-expectation looking time measured at 12–15 months
(Onishi and Baillargeon, 2005; Surian et al., 2007) or pre-
dictive looking at 24 months (Southgate et al., 2007). These
results have been taken as evidence for very early emerg-
ing, or even innate, cognitive mechanisms for theory of
mind (Leslie, 2005).
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Cognitive neuroscience provides a complementary
route to address the same theoretical concerns. Are there
cognitive and neural mechanisms selectively implicated
in theory of mind, independent of executive demands? If
so, do these brain regions’ response profiles mature
around age 4, the age when children reliably pass explicit
false belief tasks, or early in childhood or even infancy?

Recent neuroimaging of adult brains has revealed a
small but remarkably consistent set of cortical regions as-
sociated with thinking about other people’s thoughts, or
‘theory of mind’ (Frith and Frith, 2003; Gallagher et al.,
2000; Saxe andKanwisher, 2003): bilateral temporoparie-
tal junction (TPJ), mPFC, and posterior cingulate. The
mPFC is recruited when processing many kinds of infor-
mation about people (Amodio and Frith, 2006; Mitchell
et al., 2005a; Ochsner et al., 2005), whereas the right
TPJ is recruited selectively for thinking about thoughts
(Saxe and Kanwisher, 2003; Saxe and Powell, 2006).
Many functional neuroimaging studies have borrowed
paradigms from the rich, older tradition of studying the-
ory of mind in children, though few have directly inves-
tigated the development of these neural mechanisms in
childhood (Kobayashi et al., 2006, 2007). In two initial
studies, Kobayashi et al. (2006, 2007) reported that unlike
adults, 9-year-old children did not show activation in the
right or left TPJ during belief-reasoning tasks. These re-
sults suggested the tantalizing possibility of surprisingly
late developmental changes in the neural mechanisms
for theory of mind. However, many important questions
remain opened. For example, if the TPJ, bilaterally, is not
recruited for theory of mind in 9-year-olds, when do
these regions develop adult-like selectivity? Are these
brain regions involved in some other social cognitive
function in the younger children? Or are these brain re-
gions perhaps involved in domain-general functions in
younger children and acquire a social role only later in
life?

Another important question concerned the develop-
mental relation between theory of mind and the per-
ception of human body actions. Basic perception and
understanding of human action are very early emerging,
with preverbal infants demonstrating their ability to
attend to human action and interpret human bodymove-
ments in terms of pursuit of goals (Gergely et al., 1995;
Johnson, 2003; Meltzoff and Brooks, 2001; Woodward,
1998;Woodward et al., 2001). A longitudinal study found
that infants’ early action understanding predicts their
later success at age 4 years on explicit false belief tasks,
suggesting that early perceiving and later reasoning about
other people may rely on common cognitive mechanisms
(Wellman et al., 2004). But how are the neural mecha-
nisms for action perception and theory of mind related?

The neuroimaging findings reviewed above indicate
that action perception (including watching hand, body,
and head movements) recruits a region near the right

TPJ, in the right posterior STS (Allison et al., 2000;
Pelphrey et al., 2003, 2005; Puce et al., 1998). Critically,
the posterior STS response depends not only on the pat-
tern of biological motion but on its relation to the envi-
ronmental context, suggesting that these regions are
involved in interpreting human behavior in terms of in-
tentions and goals (Brass et al., 2007; Pelphrey et al.,
2004b,c; Saxe et al., 2004b). Early reviews of the adult
neuroimaging literature proposed the existence of a sin-
gle neural substrate (sometimes called posterior STS/
TPJ) ‘for detection of the behavior of agents and analysis
of the goals and outcomes of this behavior’ (Frith and
Frith, 1999). However, more recent research has revealed
that, at least in adults, these two regions are functionally
distinct (Gobbini et al., 2007). The posterior STS shows a
high response during action observation, and the TPJ
shows a high response during reasoning about beliefs,
but not vice versa. The possibility remained that theory
ofmind and action perception initially depend on a single
region in posterior STS and TPJ, which then differentiates
into two separate regions with distinct functions, later in
development. In order to test this hypothesis, Saxe et al.
(2009) compared the patterns of brain activation associ-
ated with perceiving biological motion (see Figure 19.4)
and thinking about thoughts, in the same children.

Children’s brains differentiated, within ongoing
stories, sections that described the characters’ thoughts
from sections describing the physical context. Regions
in precuneus and bilateral TPJ showed significantly
higher responses during the mental rather than physical
sections, as didmPFC, but at a lower threshold. To inves-
tigate selectivity for thinking about thoughts, the re-
sponses to people versus physical and mental versus
people subsections in each ROI were compared. All
the regions showed a significantly higher response for
people rather than physical sections as well as a higher
response for mental rather than people sections, except
the mPFC, in which this latter difference did not reach
any significance. That is, we did not find evidence that
themPFC reliably differentiated information about char-
acters’ thoughts from any other facts about people, al-
though the average response in the mPFC was also not
significantly different from that observed in the other re-
gions in a direct comparison. These results suggest that
in children, unlike previous results in adults, the right
TPJ is not significantly more selective for mental state
facts, relative to other social facts, than the mPFC. In or-
der to determine whether this difference reflected a de-
velopmental change, changes in response patterns with
age were examined. A selectivity index was calculated
for each brain region, used to measure the difference
(in units of percent signal change from rest) between
the mental and people sections, relative to the difference
between the mental and physical sections, for each
individual: 100� (mental�people)/(mental�physical).
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Only one brain region showed a significant correlation
between age and the selectivity index: the right TPJ.
Critically, the brain regions implicated in theory of mind
did not overlap with those recruited during perception
of biological motion.

This finding of age-related change in brain activation
raises as many questions as it answers. There is a broad
consensus among developmental psychologists that the-
ory of mind is largely mature well before age 6 years
(Onishi and Baillargeon, 2005; Southgate et al., 2007;
Wellman et al., 2001). The above neuroimaging results,
in contrast, suggest that a key component of the neural
organization underlying theory of mind is still changing
3 years later, around age 9 years. So what are the cogni-
tive (and behavioral) correlates of the increased neural
specialization? The observed changes are hypothesized
to reflect changes in neural organization, specifically in
the selectivity of the right TPJ neural response, and are
consistent with the pattern of anatomical development
of human cortex as revealed in longitudinal MRI studies
(e.g., Gogtay et al., 2004). Additionally, a longitudinal
study found that graymatter does not reachmature den-
sity in ‘higher order association areas,’ including regions
near the TPJ, until early adolescence (Gogtay et al., 2004).
The aforementioned findings suggest that the strong se-
lectivity observed in adult brain regions for social per-
ception is not innate but emerges gradually over many
years in childhood. In particular, regions showing the
most selective response profiles in adulthood show late
developmental change (the right TPJ in this study),
whereas regions with more general response profiles
in adulthood show less developmental change (the
mPFC in this study). For both perceiving and reasoning
about other people, these results suggest that the basic
cognitive signatures of domain specificity may be in
place long before the brain systems underlying these
processes have reached an adult-like state. The implica-
tions of this conclusion are as yet unclear. But one con-
clusion does seem clear: the finding of late-emerging
cortical selectivity undermines the interpretation of
category-selective brain regions in adults as evidence
for innate and early-maturing domain-specific cognitive
or perceptual modules. In particular, our results in the
right TPJ are challenging for theories of cognitive devel-
opment that emphasize an innate and early-maturing
domain-specific module for theory of mind.

19.3 A DEVELOPMENTAL MODEL
OF SOCIAL PERCEPTION

To date, the field of developmental social neuro-
science has begun to dissect some of the neurobiological
mechanisms underlying key aspects of social perception
and social cognition in infants, children, and adolescents.

This initial work and associated methodological devel-
opments have provided the exciting opportunity to
address a number of fascinating theoretical questions in-
cluding: (1) Do later-developing social cognition abilities
colonize the systems engaged by earlier-developing abil-
ities? Or, as development proceeds, are new regions
recruited into a more basic underlying network? (2)
How do the components of the social brain come to in-
teract with each other and with other brain circuits in-
volved in such activities as executive function and
language? (3) What are the constraints for specific re-
gions to take on aspects of social perception and social
cognition (e.g., proximity and connectivity to motion
and speech decoding)?

As our review has illustrated, there is a diverse set of
brain regions that contribute to the complex set of social
information processing tasks that we call ‘social percep-
tion.’ Given principles of division of labor in the brain,
we would expect that each of these regions would show
functional specialization. However, social perception
emerges from the joint activity and connectivity of each
brain region as it contributes to information processing.
Early in development, the main source of social input
comes from looking at faces and actions of others. Panel
(a) of Figure 19.6 depicts this early social network. Exter-
nal input is processed for its basic social components –
emotionality in the limbic areas, static faces and body
information in the VOTC, and dynamic biological mo-
tion in the STS. This information can be used to antici-
pate other actions and guide social exploration, but
only if it is integrated across these individual domains
and sensorymodalities. We know that in school-age chil-
dren and adults, the integration of information for the
understanding of action takes place in the STS, but we
do not know when this begins to happen (Mosconi
et al., 2005).

This early circuit relies on sensory input available to
even young infants and probably does not require so-
phistication on the part of the child in terms of their abil-
ity to represent complex environmental knowledge or
knowledge about others’ mental states (Senju et al.,
2006). However, it is the very simplicity that provides
the child with their first abilities to perceive and antici-
pate the actions of others and to reap the positive re-
wards of being able to do so. With this early success,
the child (and their social perception system) would be
motivated to dedicate more resources to the problem
of predicting and understanding others.

Indeed, this simple circuit, while probably remaining
critically important throughout life, can only make very
temporally limited predictions. For example, while smil-
ing and reachingmay provide information enough to an-
ticipate actions over the next few seconds, it probably
cannot be used to predict what a person will be doing
an hour from now. To predict this longer scale of actions,
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more sophisticated and enduring constructs about
others need to be built. At this point, the TPJ is recruited
(panel (b)) to allow the attribution of more abstract men-
tal states, most likely by communicating with other areas
representing language and semantic knowledge (not
shown). It alsomust communicate with the STS, with ini-
tial projections from the STS to the TPJ needed to keep
the latter informed about the current state of action, as
it is perceived. Reciprocal connections from the TPJ back
to the STS would allow the system to take advantage of
the knowledge about how intentions (and more sophis-
ticated representations) can unfold into action.

Further development of the system (panel (c)) would
bring online prefrontal areas. It is well known that pre-
frontal regions and connections to the prefrontal regions
from the posterior portion of the brain continue to de-
velop well into adulthood. Thus, in early stages, the pre-
frontal contribution to social perception is probably
limited and impoverished. However, as these regions
develop, children gain the ability to reason and simulate
social interactions, albeit with limited capacity. Addi-
tionally, mPPC regions such as the precuneusmay begin
to allow the child to switch between internal and exter-
nal foci, instead of being driven completely by external
stimuli. Behaviorally, this likely manifests in and is
strengthened by pretense (the capability to make believe
or to act ‘as if’), which could be thought of as a precursor
to adult-like abilities to deliberately ruminate and pon-
der. Indeed, pretense may be critical for adult-level per-
formance for two reasons. First, pretense allows the child
to generate scenarios, including social situations, which
can be reprocessed for additional learning. Second, by
reducing the dominance of external factors, the frontal-
executive control of posterior areas, which may be rela-
tively weak, can be developed.

In the final stage (panel (d)), the child develops adult-
like control over posterior areas representing social

information. These regions can still provide bottom-up
processing of social information but can now also be ac-
tivated by top-down mechanisms. One consequence of
this is that social events that are separate in time can
be brought together for the purposes of deliberate social
reasoning. For example, we might be able to recollect
an expression we perceived our friend make earlier
in the day (via top-down reactivation of limbic and
FFA regions) and couple that with body language we
are perceiving now (via the STS) and reach a conclusion
about her mental state.

19.4 FUTURE DIRECTIONS

Thework reviewed in this chapter has set the stage for
critical research to inform our neural systems level un-
derstanding of autism spectrum disorder (ASD). ASD
is a common, early-onset neurodevelopmental disorder
characterized by difficulties in social interaction and
communication and repetitive or restricted interests
and behaviors. ASD displays great phenotypic heteroge-
neity and etiological diversity, but social dysfunction is
its hallmark and unifying feature. This social dysfunc-
tion is revealed by abnormalities in both simple behav-
iors, such as sharing gaze, and more complex social
behaviors, such as triadic attention sharing. Anomalies
of social perception, unlike communication problems
or repetitive behaviors that are present in numerous dis-
orders (such as anxiety or expressive language impair-
ment), are unique to ASD and are documented across
sensory modalities. Autism is a developmental disorder;
early deficits derail subsequent experiences, thereby
canalizing development toward more severe dysfunc-
tion and creating sequelae in additional domains of func-
tion. Consequently, the lack of reliable predictors of the
condition during the first year of life has been a major
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FIGURE 19.6 A developmental model of
social perception development.
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impediment to the effective treatment of ASD. Without
early predictors and in the absence of a firm diagnosis
until behavioral symptoms emerge, treatment is often
delayed for 2 or more years.

A significant body of research has already informed
our understanding of the brain basis of ASD via research
on the development of systems for social perception in
children and adults with and without autism (for a recent
reviewof this research, please seeMcPartland et al., 2011).
There is, however, a noticeable lack of information about
the very early development (e.g., the first 2–3 years) of
brain systems for social perception in infants and toddlers
with or without ASD. This is because of the enormous
challenge involved in successfully conducting this re-
search. However, a recent study by Elsabbagh et al.
(2012) illustrates the great potential for neuroimaging to
contribute to our understanding and early diagnosis of
ASD. They tested the hypothesis that neural sensitivity
to eye gaze in early infancy would predict development
of ASD in toddlerhood. The study involved a prospective
longitudinal sample of infants at high familial risk for
ASD and a comparison group of infants at low risk.
The researchers recorded electrophysiological brain re-
sponses (event-related potentials; ERPs) while 6–10-
month-old infants viewed faces with dynamic eye gaze
directed either toward them or away from them. Approx-
imately 18–30 months later, these children were clinically
evaluated for the presence of an ASD. Strikingly, neural
responses to dynamic eye gaze shifts during the first year
predicted clinical outcomes at 36 months, despite similar
patterns of gaze asmeasured by eye tracking. The authors
conclude that ERP responses to eye gaze in the first year of
life reflect developmental processes leading to the later
emergence of ASD.

As the field strives for earlier methods of detecting
autistic development, these remarkable findings offer
hope for future clinical practice, suggesting the possi-
bility of noninvasive, brain-based screening methods
that could detect differences prior to behavioral emer-
gence. Of course, prior to realization of such clinical
benefits, it will be critical to investigate the specificity
of this biomarker to autism, its presence in an unse-
lected, population-based sample, and, most impor-
tantly, its viability in individual patient data. Given
historical difficulty parsing heterogeneity in ASD, these
findings suggest the potential power of systems neuro-
science approaches to identify meaningful subtypes of
ASD to inform treatment and predicting outcome. For
the future, a strategy of deep behavior and brain pheno-
typing over longitudinal development is envisioned to
offer a detailed profile of brain–behavior performance
for a given individual for the purpose of detection
of atypical development, subcategorization (e.g., for
genetic analysis), treatment selection, and prediction
of treatment response (see Rubenstein and Rakic, 2013).
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It’s the best possible time to be alive, when almost everything you

thought you knew is wrong.
Arcadia, by Tom Stoppard

Imagine you arrive back at the laundromat and see a
stranger take your clothes out of the dryer and start to
fold them. What is going on? With only seconds of per-
ceptual data about this stranger, you can immediately
conjure upmultiple plausible explanations: maybe he in-
tends to steal your clothes, maybe he is feeling amaz-
ingly generous and wants to help someone out, or
maybe he just falsely believes that those are his own
clothes. In this example and in countless other brief
and extended social interactions every day, we do not
just describe people’s actions as movements through
space and time. Instead we seek to explain and judge
and predict their actions, and we do so by appealing to
a rich but invisible causal structure of thoughts, beliefs,
desires, emotions, and intentions inside their heads. This
capacity to reason about people’s actions in terms of their
mental states is called a ‘theory of mind’ (ToM).

This chapter is about what we know, and what we do
not know, about how the human brain acquires its amaz-
ing capacity for ToM. In the past few decades, ToM has
been studied intensively in childhood development

(using behavioral measures) and in the adult human
brain (using functional neuroimaging). Converging evi-
dence from these two approaches provides insight into
the cognitive and neural basis of this key human cogni-
tive capacity. However, as we highlight later, we are
especially excited about the future of ToM in develop-
mental cognitive neuroscience: studies that combine
both methods, using neuroimaging methods to directly
study cognitive and neural development in childhood.

We start by describing an account of ToM, in develop-
ment and in neuroscience, that we shall call the ‘Stan-
dard’ view. Next, we describe some recent challenges
that shake the foundations of the Standard view. Finally,
we point to the open questions, and especially the key
contributions that developmental cognitive neurosci-
ence can make in the next generation of studies of ToM.

20.1 WHAT WE THOUGHT WE KNEW:
THE STANDARD VIEW

20.1.1 Development

The laundromat examplemakes clear a central feature
of ToM: it is especially useful when other people have
false beliefs. When strangers fold their own laundry,
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no special explanation seems warranted. We can de-
scribe their actions in behavioral terms: folding laundry
is a thing people frequently do in laundromats. How-
ever, when a stranger starts to fold your laundry, then
it becomes important to figure out: what are they think-
ing? The understanding that they may have a false belief
makes an otherwise highly unlikely action suddenly pre-
dictable. If they believe it is their own laundry, then of
course they will start folding it.

Because false belief scenarios are so diagnostic of ToM
inferences, understanding of false beliefs has been con-
sidered a keymilestone in ToMdevelopment. Children’s
ability to predict and explain actions based on a false be-
lief is typically assessed in a ‘false belief task’ (see
Figure 20.1). In a typical example, children hear a story
like this one: Sally sees her dog run to hide behind the
sofa; then, while Sally is out of the room, the dog moves
to behind the TV. Children are then asked to predict
where Sally will look first for her dog when she returns
to the room (Baron-Cohen et al., 1985; Wimmer and
Perner, 1983).

Adults immediately recognize that Sally will look for
her dog behind the sofa, where she thinks it is. Surpris-
ingly, 3-year-olds systematically make the opposite pre-
diction; they confidently insist that Sallywill look behind
the TV, where the dog really is (Wellman et al., 2001).
Moreover, if 3-year-olds actually see Sally looking

behind the sofa, they still do not appeal to Sally’s false
belief to explain her action, but instead appeal to chan-
ged desires (e.g., ‘she must not want the dog,’
Goodman et al., 2006; Moses and Flavell, 1990). In con-
trast, typical 5-year-old children correctly predict and
explain Sally’s action, by appealing to her false belief.

This pattern of children’s judgments, over develop-
ment, is incredibly robust; it has been replicated in hun-
dreds of studies conducted over four decades. The same
shift in understanding false beliefs and the ability to use
beliefs to explain actions occurs between 3 and 5 years in
children from rural and urban societies, in Peru, India,
Samoa, Thailand, and Canada (Callaghan et al., 2005)
and even in children of a group of hunter-gatherers in
Cameroon (Avis and Harris, 1991).

Developmental psychologists do not disagree about
these data; they disagree about the interpretation.
To start with, we will articulate two claims we call the
‘Standard’ interpretation of these results. This is the view
that most informed, and converged with, the first neu-
roimaging studies of ToM in the adult brain. It was
never, however, a consensus opinion; in whole and in
part, every aspect of the Standard view has been hotly
debated all along.

First, the Standard view of development on the false
belief task proposes that children undergo a key concep-
tual change in their ToMbetween ages 3 and 5 years. They

Where will Sally look
for the dog?

Sally looks behind the
red sofa. why?

Surprising
outcome

Expected
outcome

Prediction/
Anticipatory looking(a) (b) (c)Explanation

Violation of expectation:
looking time

FIGURE 20.1 An example of a standard false belief scenario. Sally sees her dog hide behind the red sofa, but the dog moves to behind the TV
while she is out of the room. Children’s understanding of false beliefs at different developmental stages can be assessed using various methods:
(a) by asking children to predict where Sally will look, or measuring their anticipatory look when Sally comes back to find her dog; (b) by asking
children to explain Sally’s action; or (c) by comparing infants’ looking times to observing Sally go toward the sofa (the ‘expected’ outcome, if they
understand false beliefs) or the TV (‘unexpected’ outcome). In spite of the logical similarity between these tasks, children make the correct pre-
diction/explanation (Sally will look behind the sofa) around age 4 years, but make correct anticipatory looks/longer looking to the unexpected
outcome around age 15–24 months. Art thanks to Steven Green.
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are slowly acquiring a fully ‘metarepresentational’ ToM
(Perner, 1991), which lets them understand people’s
beliefs and thoughts as representations of the world.
Representations are designed to accurately reflect the real
world, but sometimes fail to do so. So a representational
ToM allows children to understand when and how the
content of a person’s belief can be false (Gopnik and
Astington, 1988; Wellman et al., 2001), and that in these
cases, people’s actions will depend on what they believe,
not on what’s really true.

Note that learning to understand false beliefs involves
change within a child’s ToM, not the acquisition of a
ToM. Even very young infants understand that people’s
actions depend on what they want (e.g., Phillips and
Wellman, 2005; Woodward, 1998; see Gergely and
Csibra, 2003 for a review), and what they can see
(Meltzoff and Broks, 2008). That is already a sophisti-
cated ToM, and it makes the right predictions for peo-
ple’s actions in many, if not most, circumstances.
Specifically, when someone has a false belief, though,
a ToM based mainly on understanding intentions makes
the wrong prediction: if Sally wants her dog, she will go
get her dog, so she will go where it is, behind the TV.
Thus, on the Standard view, young children do have a
ToM founded upon very early developing concepts of
intention and perception. Nevertheless, their ToM
changes substantially between ages 3 and 5 years by
the addition of a full concept of ‘belief.’

Second, the Standard view proposes that changes
in false belief understanding reflect maturation of a
‘domain-specific’ mechanism for ToM. Between the ages
of 3 and 5 years, children change and mature in many
ways: they come to have a richer vocabulary and a better
memory and a larger shoe size. However, on the Standard
view, ToM develops separately: ToM task performance is
not just amatter of getting smarter or faster in general, but
specifically of conceptual change within ToM.

One way to assess domain specificity is to compare
children’s development of reasoning about false beliefs
with their ability to solve very similar puzzles about
other false representations: outdated photographs. For
example, children might see Sally take a photograph of
the dog behind the sofa; after the dog moves to the
TV, the children are asked where the dog is in the pho-
tograph. The false photograph task is logically very
similar to the false belief task, requiring very similar ca-
pacities for language, memory, and inhibitory control
(e.g., the ability to choose between two competing re-
sponse alternatives). Nevertheless, young children are
significantly better at the false belief task (Zaitchik,
1990), possibly because they have a ‘special mechanism’
for ToM which gives their performance a boost.

Stronger evidence that ToM is separate from other
parts of cognition comes from studies of children with
neurodevelopmental disorders. Children diagnosed

with autism spectrum disorders (ASDs) are significantly
delayed in passing false belief tasks, compared with typ-
ically developing children or children with other devel-
opmental disorders like Down syndrome (Baron-Cohen,
1997; Baron-Cohen et al., 1985). On a larger set of tasks,
tapping multiple different aspects of ToM (e.g., under-
standing desires, beliefs, knowledge, and emotions),
children with ASD show both delayed development
and also disorganized development. That is, typically
developing children pass these tasks in a stable order
(e.g., understanding false beliefs is easier than under-
standing false emotions), but children with autism pass
the tasks in a scrambled order, as if they were passing for
different reasons (Peterson et al., 2005). Furthermore, the
difficulty seems to be specific to ToM: compared with
typically developing children matched for IQ and verbal
abilities, children with autism show comparable (or even
better) performance on nonsocial tasks that require sim-
ilar logical and executive capacities, like the false photo-
graph task (Charman and Baron-Cohen, 1992; Leekam
and Perner, 1991; Leslie and Thaiss, 1992).

The observation that a neurobiological developmental
disorder, ASD, could disproportionately affect develop-
ment of ToM supports the Standard view that ToM de-
velopment depends on a distinct neural mechanism.
That is, some brain region, chemical, or pattern of con-
nectivity might be specifically necessary for ToM, and
disproportionately targeted by the mechanism of ASD.
This hypothesis was difficult to test, though, until the ad-
vent of neuroimaging allowed researchers to investigate
the brain regions underlying high-level cognitive func-
tions like ToM.

20.1.2 Neuroimaging

The Standard view proposes that children undergo
a conceptual change in their ToM between the ages of
3–5 years, from a conception involving actions and goals
to one involving beliefs, and that this development of
ToM is supported by a domain-specific mechanism.
Early neuroimaging studies of ToM in adults appeared
to converge nicely with both of these predictions.

Following the tradition in developmental psychology,
the early neuroimaging studies of ToM required partic-
ipants to attribute false beliefs to characters in stories or
cartoons.Meanwhile, the scientistsmeasured the oxygen
in the blood of the participant’s brain, either using radio-
active labels (positron emission tomography, PET;
Happe et al., 1996) or by measuring intrinsic differences
in the magnetic response of oxygenated blood (func-
tional magnetic resonance imaging, fMRI; Brunet et al.,
2000; Fletcher et al., 1995; Gallagher et al., 2000; Goel
et al., 1995; Saxe and Kanwisher, 2003; Vogeley et al.,
2001). At that point, something remarkable happened.
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Across different labs, countries, tasks, stimuli, and scan-
ners, every lab that asked ‘which brain regions are in-
volved in ToM?’ got basically the same answer: a
group of brain regions in the right and left temporopar-
ietal junction (TPJ), right anterior superior temporal sul-
cus (STS) and temporal pole, the medial precuneus and
posterior cingulate (PC), and the medial prefrontal cor-
tex (MPFC; Castelli et al., 2000; Fletcher et al., 1995;
Gallagher et al., 2000; German et al., 2004; Goel et al.,
1995; Saxe and Kanwisher, 2003; Vogeley et al., 2001;
see Figure 20.2). These studies provided initial evidence
for a distinct mechanism for ToM,which convergedwith
the predictions of the Standard view.

First, these regions did not respond to other tasks that
require similar logical and executive capacities as the
false belief task. As described earlier, the ‘false photo-
graph’ task requires participants to answer questions
based on a physical, tangible representation of the past
(i.e., a photograph) that used to be true but is currently
false. Similar to the false belief task is the false sign task
(Parkin, 1994). Understanding a false directional sign in-
volves the use of a symbolic representation that misrep-
resents the current reality: for example, a signpost
indicates that an object is in location A, but the object
is then moved to location B. The false photograph and
false sign task provide a good test of ‘domain specificity’
for brain regions; these tasks are very similar to the false
belief task in most cognitive demands, and differ mainly
in whether they require reasoning about a belief. Using
that logic, we can claim that at least some brain regions in
human adults are specific for ToM. The bilateral TPJ,
MPFC, and PC all respondmuchmore during false belief
compared with false photograph stories (Saxe and
Kanwisher, 2003). Of these regions, the right TPJ (RTPJ)
in particular responds more during stories about false
beliefs compared with very closely matched stories

about false signs (Perner et al., 2006). Also, identical non-
verbal cartoon stimuli elicit RTPJ activity when partici-
pants construe the cartoons in terms of a character’s
false beliefs, but not when participants produce the exact
same responses using a nonsocial ‘algorithm’ (Saxe et al.,
2006). So at least the RTPJ, and possibly the other regions
in this group, are plausible candidates for the domain-
specific mechanism predicted by the Standard view.

Second, brain regions for thinking about beliefs andde-
sires are near, but distinct from, brain regions involved in
understanding actions and goals. In the right temporal
lobe are brain regions involved in perceiving human bod-
ies and body postures (extrastriate body area, EBA;
Downing et al., 2001), movements (MT/V5; Grossman
et al., 2000; Tootell et al., 1995), and in particular, people’s
facial expressions and bodily movements (right posterior
STS, pSTS; Howard et al., 1996; see Chapter 19). Interest-
ingly, the activity in the right pSTS depends not just on the
action itself; it responds more to actions that are unex-
pected or incongruent in context (Brass et al., 2007;
Pelphrey et al., 2003, 2004). For example, Brass et al.
(2007) showed that the pSTS response is enhanced when
participants look at a man using his knee to push an ele-
vator button with nothing in his hands, compared with a
man performing the same action but with his arms full of
books (i.e., when using his knee is rational, in context).

The right pSTS response to intentional actions is im-
pressive, but it would not support your inference about
the stranger folding your clothes in the laundromat: in
addition to detecting his action as intentional, you specif-
ically need to infer his beliefs and desires (does he know
those are your clothes? does he want to help or harm
you?) in order to explain why he is doing so. These infer-
ences appear to depend especially on the RTPJ.

The RTPJ is adjacent to the right pSTS (Gobbini et al.,
2007), but has a different response profile (see
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FIGURE 20.2 ToMbrain regions in adults (top) and children aged 5–12 years (bottom): the right temporoparietal junction (RTPJ), left temporo-
parietal junction (LTPJ), precuneus, and dorsal medial prefrontal cortex (yellow circle, from left to right). The bilateral TPJ and precuneus are
shown on the coronal section, and all four regions (except for the precuneus in adults) are shown on the horizontal section. Data shown are from

Gweon et al. (2012).
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Figure 20.3). The RTPJ is recruited during stories or car-
toons that depict a person’s thoughts, but not in general
for depictions of human actions, whereas the right pSTS
is recruited when watching movies of simple actions,
like reaching for a cup, but not for verbal descriptions
of actions. The RTPJ also does not respond to photo-
graphs of people (Saxe and Kanwisher, 2003) or to de-
scriptions of people’s physical appearance (Saxe and
Kanwisher, 2003; Saxe and Powell, 2006). Activity in
the RTPJ is low during descriptions of people’s physical
sensations like hunger, thirst, or tiredness (Bedny et al.,
2009; Saxe and Powell, 2006). Even within a single story
about a person, the timing of the response in the RTPJ is
predicted by the timing of sentences describing the char-
acter’s thoughts. The response in the RTPJ shows a peak
just at the time someone’s thoughts are described (Saxe
& Wexler, 2005; Saxe et al., 2009).

In sum, neuroimaging studies on ToM with adults
provide compelling evidence for a domain-specific
mechanism for reasoning about thoughts. Moreover,
these studies show that the brain regions involved in
ToM are distinct from regions that respond to the per-
ception of goal-directed motion. These results converge
nicely with the Standard view, which proposes that chil-
dren gradually shift from an earlier understanding of
goals and intentions (perhaps relying on the pSTS) to
the concept of ‘beliefs’ as reasons for people’s actions
(relying on the RTPJ).

20.1.3 Developmental Cognitive Neuroscience

The Standard view thusmakes a set of testable predic-
tions for the future of ToM studies in developmental cog-
nitive neuroscience (Saxe et al., 2004a).

First, there should be qualitative changes in the anat-
omy of ToM brain regions, especially including the TPJ
and dorsal medial prefrontal cortex (DMPFC), around
age 4 years, correlated with children’s acquisition of
the concept of false belief.

Second, prior to age 4 years, children should rely on
early-maturing neural mechanisms for social cognition,
especially including the pSTS representation of action,
that support recognition of goal-directed actions, but
not a theory of mental states like beliefs.

Third, after age 4 years, continued development is
more likely to occur outside of the ToM regions, in brain
systems that support difficult task performance more
generally. That is, children might get generally faster
or better at resolving conflicting representations, ormore
sophisticated in their use of language to describe mental
states. But the most momentous shift in the neural mech-
anisms for ToM would already be complete.

The first prediction of the Standard view is that
around age 4, the emergence of children’s concept of
‘false belief’ would be supported by qualitative matura-
tional changes in the ToM brain regions. And, in an
initial test, this prediction received impressive support.
Sabbagh et al. (2009) first tested a large group of
4-year-old children on standard false belief tasks. As pre-
dicted, false belief task performance in this group of chil-
dren was liminal: some reliably passed the false belief
tasks, some reliably failed, and some were intermediate.
Next, Sabbagh and colleagues used electroencephalo-
grams (EEG) to measure the amplitude and coherence
of alpha waves in the same children’s brains, while they
were just sitting quietly at rest. These measures are
thought to reflect anatomical maturation in a cortical re-
gion (Thatcher, 1992). Through an analysis technique
called standardized low-resolution brain electromag-
netic tomography (sLORETA; Pascual-Marqui et al.,

“Before leaving camp, Molly drew a picture of
herself to give to her friend Clara. Clara found the
picture, and didn’t know it was a picture of Molly.
She labeled the picture ‘scary monster’ as a joke.

When Molly saw the writing on the picture she
was angry at Clara.”

FIGURE 20.3 The RTPJ (red) and the right posterior superior temporal sulcus (pSTS) (green). The RTPJ responds to stimuli that invoke
reasoning about thoughts and beliefs, whereas the right pSTS responds to human actions such as walking, grasping, eye gazes, and mouth
movements.
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2002), researchers can use these measures to estimate the
current density of alpha waves independently in every
region. So Sabbagh and colleagues could then ask: where
in the child’s brain is maturational change specifically
predictive of performance on false belief tasks (control-
ling for both age, and performance on other demanding
tasks)? That is, in which brain regions is the density of
the alpha signal best correlated with children’s ToM de-
velopment? The answer was: in the RTPJ and DMPFC –
the same two regions most commonly associated with
ToM in functional neuroimaging studies of adults!

Sabbagh et al.’s (2009) results are exciting because
(1) they offer converging evidence implicating the RTPJ
and DMPFC in ToM development, using a completely
different method and experimental design, and (2) they
support the a priori prediction of an association between
anatomical maturation in these brain regions, and per-
formance on standard false belief tasks, when children
are around 4 years old.

While source localization methods such as LORETA
are shown to render reliable results in estimating the
sources of EEG signals (Pascual-Marqui et al., 2002;
Wagner et al., 2004), EEGmethods still offer much lower
spatial resolution compared with other neuroimaging
techniques such as functional magnetic resonance imag-
ing (fMRI). So the three basic predictions of the Standard
view remain to be thoroughly tested.

But what’s most exciting is that the most recent re-
search suggests that each of these predictions is at least
partly wrong.

20.2 EVERYTHING WE THOUGHT WE
KNEW WAS WRONG

20.2.1 Infants

The biggest challenge for the Standard view comes
from a rapidly growing body of research showing that
even 15–18-month-old infants understand that people
can have, and act on, false beliefs. If so, there is a big
lacuna in the foundation of the Standard view. Four-
year-old children cannot be acquiring a concept of ‘false
belief’ if that concept is already available to one-and-a-
half year olds!

The first report that infants understand false beliefs
was a looking-time study by Onishi and Baillargeon
(2005). The basic logic of a looking-time study with in-
fants is that first one shows the infants a partial event,
setting up an expectation of what will happen next.
Then, one shows the infants two possible ‘completions’
for that event. One of the completions is designed to
fit the infants’ expectations, and the other completion
is designed to violate those expectations. Even preverbal
infants can then showwhich completion they ‘expected,’

by looking longer at the unexpected completion. Onishi
and Baillargeon (2005) made very elegant use of this
logic to test what infants expect a person to do when
she is acting based on a false belief (see Figure 20.1).

In the original study, 15-month-olds watched an ex-
perimenter repeatedly hide, and then retrieve, a toy in
one of two boxes (a yellow box and a green box). Then,
on the critical trial, the experimenter hid the toy in the
yellow box. After a short pause, the toy then moved
by itself to the green box. The key manipulation was that
either the experimenter watched the toy move (‘true be-
lief’) or the experimenter turned away, and did not see
the toy move (‘false belief’). Finally, the experimenter
reached either into the green box (where the toy really
was) or into the yellow box (where she last put the
toy). Which reaching action did the infants expect?
Consistent with previous evidence that infants under-
stand goal-directed actions, when the experimenter had
a true belief, infants looked longer when she reached into
the yellow box, thanwhen she reached into the green box,
where the toy was. Amazingly, though, when the exper-
imenter had not seen the toy move, infants looked longer
when she reached into the green box than into the yellow
box – as if these 15-month-old infants expected her to
reach for the toy where she falsely believed it to be.

Initially, these results were met with some skepticism,
as they seem to contradict so much evidence that chil-
dren do not understand false beliefs until many years
later. However, in the intervening years, more and more
studies of false belief understanding in infants and tod-
dlers have accumulated. Baillargeon and colleagues have
conducted awhole series of elegant studies, expanding on
their original results. In these experiments, 1-year-olds
(12–24 months) have demonstrated systematic expecta-
tions about actions based on false beliefs about contents
as well as locations, based on indirect inferences as well
as direct perception, and based on beliefs updated from
other people’s verbal reports as well as from observation
(Onishi and Baillargeon, 2005; Scott and Baillargeon, 2009;
Song et al., 2008; Surian et al., 2007).

Evidence that toddlers understand false beliefs is
not restricted to studies using violation of expectation
looking-time measures. Using anticipatory looking,
Southgate et al. (2007) measured infants’ predictions
about where the experimenter would reach for her toy.
If the experimenter had a false belief about her
toy, 24-month-olds (but not 18-month-olds) anticipated
that she would reach for her toy in the location where
she saw it last, on the very first trial of the experiment.

Apparently, by their second year of life, children are
already able to use inferred false beliefs to correctly pre-
dict others’ actions. Why, then, is there a dramatic
change in false belief task performance, when children
are 4 years old? Baillargeon and colleagues suggest that
2- and 3-year-old children have a fully mature
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understanding of representational mental states, but the
demanding format of standard false belief tasks masks
their abilities, rendering them incapable of expressing
their knowledge (Baillargeon et al., 2010).

If so, the predictions for developmental cognitive neu-
roscience studies of ToM should be very different (Scott
and Baillargeon, 2009). Brain regions specifically in-
volved in ToM, like the TPJ and DMPFC, should not
show any distinct qualitative developmental change
around age 4 years, when children pass standard explicit
false belief tasks. Instead, passing explicit false belief
tasks should be associated with development in brain re-
gions for executive function and language (see Botvinick
et al., 2004; Caplan, 2007, for reviews). The developmen-
tal changes in ToM regions, by contrast, should occur
much earlier, perhaps just after a child’s first birthday.

Another interpretation of the infants’ performance
might be that while infants make systematic action pre-
dictions based on false beliefs, they do not actually have
the same ‘concept’ of false beliefs that adults do. For
example, infants may have a restricted, implicit under-
standing of beliefs, while 3–5-year-old children struggle
to acquire a richer, more flexible, explicit concept of be-
liefs (Apperly and Butterfill, 2009). This view is plausible
in part because a similar process occurs in other domains
of cognition. The best-studied example is children’s nu-
merical concepts. Preverbal infants have representations
with numerical content that allow them, for example, to
track, differentiate, and even add and subtract small
numbers (e.g., 1þ1¼2; Feigenson et al., 2002; Wynn,
1992). Preverbal infants can also distinguish large num-
bers, when they differ by a large enough ratio (e.g., 8>4,
16>8; Xu and Spelke, 2000). However, these infants can-
not form exact representations of large numbers that
would let them, for example, distinguish between seven
and eight objects (Carey, 2009; Xu and Spelke, 2000). Be-
tween the ages of 2 and 4 years, children then slowly and
effortfully construct the concepts of the natural numbers,
using as a necessary scaffold a culturally constructed list
of names for numbers (Le Corre and Carey, 2007;
Sarnecka andGelman, 2004). The new concepts thus con-
structed are vastlymore powerful than the infant’s initial
numerical conceptions.

It is thus tempting to believe that a similar process dif-
ferentiates the infant’s implicit conception of beliefs from
the 4-year-old’s explicit concept. Perhaps infants have an
efficient, but limited, system for representing a person’s
belief about simple perceptual experiences (e.g., where
she thinks the watermelon is). As they grow older,
children gradually acquire an independent system that
supports much richer representations that can be inte-
grated with other processes to allow sophisticated expla-
nations for others’ behaviors, flexible revisions of the
beliefs, and even moral judgments about others based
on their beliefs. However, adherents of this view need

to provide a characterization of the implicit versus explicit
systems of ToM. What kind of competence does the im-
plicit system support, and what are the key restrictions
or limitations on the implicit conception? How does the
explicit system overcome the limitations of the implicit
one? In order to address this question, we need to go be-
yond the format of the tasks (i.e., looking-time or anticipa-
tory looking versus explicit pointing or verbal responses)
and focus on the nature of beliefs entertained by the two
systems. Apperly and Butterfill (2009), for example, pro-
posed that an implicit ToM might be limited to ‘tracking
attitudes to object’s locations,’ so infants might not be
able to ‘track beliefs involving both the features and
the location of an object (e.g., ‘the red ball is in the cup-
board’).’ Since then, Baillargeon and colleagues have
shown that infants can track this kind of belief too
(e.g., the belief that ‘the disassembled toy penguin is in
the opaque box’; Scott and Baillargeon, 2009). However,
this kind of proposal is precisely what is needed to give
substance to the idea of two independent ‘systems’
for ToM.

Developmental cognitive neuroscience could make a
key impact here. If implicit ToM and explicit ToM are
truly distinct systems, they might have distinct neural
mechanisms. The distinctionmight appear in the recruit-
ment of different brain regions for implicit versus ex-
plicit ToM tasks. Alternatively, there might be two
distinct temporal phases in the development of a single
brain region (or group of regions): an early change cor-
responding to the initial development of an implicit
ToM, and a later change when the same region is co-
opted for a qualitatively different explicit ToM. All of
these possibilities remain to be tested.

20.2.2 Neuroimaging

Functional neuroimaging of children is a new re-
search program, so very few fMRI studies have looked
at the development of ToM brain regions. However,
these few studies also pose challenges to the predictions
of the Standard view. Specifically, the Standard view
predicted that very young children rely on the pSTS rep-
resentation of intentional actions, and that sometime
around age 4 there is qualitative change in the neural
representations of beliefs and desires.What the Standard
model certainly did not predict was that the neural rep-
resentations of both intentional action and ToM would
show qualitative functional change in 5–10-year-old chil-
dren. But that is exactly what the recent fMRI studies are
finding.

The first demonstration of a neural response to inten-
tional action in children was provided by Mosconi et al.
(2005), who showed that the right pSTS in 7–10-year-old
children is sensitive to the intentionality of action as in
adults: while any gaze shift evokes activity in the right
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pSTS, the activity is higher when the gaze shift is di-
rected to unexpected locations than when the shift pre-
dictively follows a moving target. Interestingly, Carter
and Pelphrey (2006) found a developmental change in
the functional profile of this region much later than what
the Standard view would predict. They measured brain
activity in 7–10-year-old children while they viewed an-
imated clips of biological (e.g., a person walking) and
nonbiological motion (e.g., a grandfather clock moving).
While biological motion induced higher activity than
nonbiological motion in general, they found that this dif-
ference grows larger with age. These results suggest that
although the right pSTS is already sensitive to inten-
tional action before age 7, there are still ongoing changes
in the specificity of response in this region well beyond
this age (see Chapter 19). Therefore, the prediction of the
Standard view that the right pSTS develops early in
childhood before age 4 seems at least partly wrong.

Similarly, the few existing developmental fMRI stud-
ies on ToM (Kobayashi et al., 2007a, 2007b; Saxe et al.,
2009) have all reported activations in similar brain re-
gions in children that are shown to be recruited for
ToM in adults: these areas include the bilateral TPJ,
PC, and the MPFC. However, these studies also found
developmental changes in the neural basis of ToM be-
tween school-age children and adults (Kobayashi et al.,
2007a), or among school-age children (Saxe et al., 2009)
in some of these regions.

In a recent study, Gweon et al. (2012) asked children
between 5 and 12 years of age and adults to listen to
stories inside the scanner and measured their brain re-
sponses to these stories. The stories described people’s
thoughts, beliefs, and feelings (mental condition), peo-
ple’s appearance and their social relationships (social
condition), or purely physical events involving objects
that do not involve people or their mental states

(physical condition). The first questionwaswhether chil-
dren, just like adults, show higher responses to mental
stories compared with physical stories. The answer
was yes: the regions that were significantly more active
to mental versus physical condition in children were
strikingly similar to those found in adults (see
Figure 20.1). However, there was an age-related change
in how some these regions respond to the social stories.
In the older half of the participants (8.5–12 years), the bi-
lateral TPJ and PC did not respond to the social stories
but only showed heightened activity to mental stories
just like in adults. In contrast, the same brain regions
in the younger half of the participants (5–8.5 years)
responded to both mental and social stories, and did
not discriminate stories with and without mental state
content. That is, the selectivity of these regions to mental
states increased with age. Saxe et al. (2009) found the
same pattern (see Figure 20.4). In line with the studies
on developmental change in the right pSTS, these results
suggest that although the neural basis for ToM seems to
be already in place before age 5, there are qualitative
changes in the response selectivity of these brain areas
that occur well past age 5. Furthermore, the selectivity
in the RTPJ was correlated with children’s performance
outside the scanner on tasks designed to tap into later-
developing aspects of ToM, such as making moral deci-
sions based on mental states or understanding nonliteral
utterances in context. The role of maturational factors and
experience in the neural and behavioral development re-
mains to be tested. However, these results provide initial
evidence for a link between neural and cognitive develop-
ment in ToM.

Rather than resolving the controversy between the
Standard view and its more recent opponent, these re-
sults challenge both views and add another puzzle.
The Standard view predicts that ToM brain regions

Age (years)

RTPJ

Mental Social Physical

R
TP

J
se

le
ct

iv
ity

 (M
–S

)/
(M

–P
)

Adults8–12 years5–8 years

0 8 16 24 32(s) 0 8 16 24 32(s) 0 8 16 24 32(s)

150

100

50

−50

0

1.2

0.8

0.4

0.0

−0.4

−0.8

Adults5 6 7 8 9 10 11 12

FIGURE 20.4 Developmental change in
the RTPJ. The three graphs (bottom) show
the time course of activation in the RTPJ
in mental, social, and physical conditions
in three different age groups (Gweon
et al., 2012). The X-axis shows the time (sec-
onds), and the Y-axis is the percent signal
change in the activation relative to baseline.
The stories were presented from 4 to 24 s,
indicated by the shaded box. While the
RTPJ in younger children responds to both
mental and social conditions, the response
to social conditions gets gradually lower
as children grow older. That is, the RTPJ re-
sponse becomes more ‘selective’ for mental
stories. The scatterplot (upper right) shows
that the selectivity of the RTPJ for mental,
versus social, information becomes higher
with age, in a cross-sectional sample of 32
children (combined data from Saxe et al.,
2009; Gweon et al., 2012).
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should show functional changes between the ages of 3
and 5 years. More recent data predict that significant
changes in ToM brain regions should occur around the
child’s first birthday, when infants start to show signs
of false belief understanding, with changes around age
4 years in regions supporting executive function. There-
fore, the recent heated debates concerning the time
course of development in the ToM mechanism have fo-
cused on these two age ranges (see Leslie, 2005; Perner
and Ruffman, 2005; Scott and Baillargeon, 2009); neither
predicted functional change in the neural basis of ToM
well past 5 years of age.

Of course, these results do not provide direct evidence
against either view, and these possibilities are not mutu-
ally exclusive. It remains possible that major changes oc-
cur in the ToM brain regions either around 12–15 months,
or age 4 years, or both, supporting the acquisition of a
concept of implicit and explicit false belief. However, if
so, those hypothesized changes do not produce a brain re-
gion with a highly selective role in attributing mental
states before 5 years of age: before age 8 years, children
show normal brain regions involved in ToM (bilateral
TPJ, PC, and regions in MPFC), but none of them are se-
lectively recruited just for thinking about thoughts.

20.3 CONCLUSIONS

In sum, cognitive scientists have made foundational
discoveries about the development of ToM in childhood,
and about the neural basis of ToM in adulthood. Initially,
these two independent methods of inquiry seemed to
provide converging evidence of the structure of ToM:
a domain-specific, human-unique mechanism that un-
dergoes qualitative change in early childhood. Just re-
cently, however, this unified view has begun to
fracture, and much of what we thought we knew seems
to be wrong.

The current evidence from behavioral studies of ToM
suggests that infants have some understanding of false
beliefs and how they affect actions, while 3-year-olds
struggle to apply the same knowledge in similar tasks.
Furthermore, while behavioral studies push the critical
age for ToM development younger, neuroimaging stud-
ies suggest that the whole ToM system in the brain un-
dergoes significant functional change much later,
around age 8 years.

Of course, these puzzles may be partially due to the
limitations in methods and the difficulty in using the
same paradigm across different age groups. For exam-
ple, standard false belief tasks have been mostly used
for children past 3 years of age, whereas nonverbal false
belief tasks using looking-time methods have been
mostly used with infants and toddlers (but see Scott
et al., 2012; Senju et al, 2009). This makes it difficult to

directly test the differences in the nature of belief repre-
sentations in infants and older children. Similarly, the
available methods for measuring neural responses to
these tasks vary by age. fMRI, which has been most ex-
tensively used for studies of ToM in adults and older
children, is currently not useful for children younger
than 4–5 years of age. In the future, it will be necessary
to establish a clear relationship between fMRI results
and those from other neuroimaging methods such as
near infrared spectroscopy (NIRS), EEG, or magnetoen-
cephalography (MEG), available for younger children.

The impact of a new understanding of the neural de-
velopment of ToM could be tremendous. ToM deficit is a
central issue in ASD. Knowing how brain regions for
ToM emerge during typical development will provide
the foundation for understanding how this development
can go awry.

We are confident that the current uncertainty pro-
vides an important window of opportunity for new
methods to make key theoretical contributions. We look
forward to the emerging developmental cognitive neu-
roscience of ToM.

SEE ALSO

Cognitive Development: A Neuroscience perspec-
tive on empathy and its development; Developmental
Neuroscience of Social Perception; Early Development
of Speech and Language: Cognitive, Behavioral and
Neural Systems; The Neural Architecture and Develop-
mental Course of Face Processing; Theories in Develop-
mental Cognitive Neuroscience. Diseases: Autisms.
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Abbreviations

aMCC Anterior medial cingulate cortex
CADS Child and adolescent dispositions scale
CD Conduct disorder
dACC Dorsal anterior cingulate cortex
dlPFC Dorsolateral prefrontal cortex
fMRI Functional magnetic resonance imaging
IFG Inferior frontal gyrus
mPFC Medial prefrontal cortex
OFC Orbitofrontal cortex
PAG Periaqueductal gray
SMA Supplementary motor area
SPL Superior parietal lobule
TPJ Temporoparietal junction
vmPFC Ventromedial prefrontal cortex

21.1 INTRODUCTION

Developmental affective neuroscience is an emerging
area of research that has the potential to improve one’s
understanding of human social behavior by integrating
theory and research into psychology, neuroscience, clin-
ical psychology, and neuropsychiatry. Among the psy-
chological processes that are the basis for much of

social perception and smooth social interaction, empa-
thy and sympathy play key roles. Empathy-related
responding, including caring and sympathetic concern,
motivates prosocial behavior, inhibits aggression, and
paves the way to moral conduct. On the other hand, cer-
tain developmental disorders, such as conduct disorder
(CD), aremarked by psychopathic tendencies and empa-
thy deficits, which likely influence antisocial responses
to others’ distress, for example, active aggression. Un-
derstanding how these behaviors are implemented in
the brain, in both typically developing children and chil-
dren with aggressive tendencies can help elucidate why
empathy does or does not automatically lead to prosocial
behavior.

This chapter critically examines one’s current knowl-
edge about the development of the mechanisms that
support the experience of empathy and associated be-
havioral responses such as prosocial behavior. The affec-
tive and cognitive components that give way to empathy
are reviewed, starting first with the automatic proclivity
to share emotions with others, and then the cognitive
processes of perspective taking and executive control,
which allow individuals to be aware of the intentions
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and feelings of others and keep separate self and other
perspectives. The goal is to address the underlying cog-
nitive and affective neural architecture that instantiates
empathy and to examine the dysfunction of these pro-
cesses in developmental disorders marked by social-
cognitive impairments.

Based on the theoretical and empirical evidences from
developmental psychology, cognitive neuroscience, and
lesion studies, it can be argued that a number of distinct
and interacting components contribute to the experience
of empathy: (1) affective sharing, a bottom-up process
grounded in affective arousal; (2) understanding emo-
tion that relies on a sense of agency, self-awareness,
and other awareness and critically involves the medial
and ventromedial prefrontal cortex (vmPFC) and tem-
poroparietal junction; and (3) executive functions instan-
tiated in the prefrontal cortex, which operate as a top-
down mediator, helping to regulate emotions, appraise
social context, and yield mental flexibility (Decety,
2011; Decety and Jackson, 2004; Decety and Meyer,
2008).

Drawing frommultiple sources of data can help paint
a more complete picture of the phenomenological expe-
rience of empathy, as well as an understanding of the
development and interaction between the respective
mechanisms that drive the phenomenon. Furthermore,
studying subcomponents of more complex psychologi-
cal constructs such as empathy can be particularly useful
from a developmental perspective because only some of
its components or precursors may be observable. Devel-
opmental studies can provide unique opportunities to
see how the components of the system interact in ways
that are not possible in adults – where all the compo-
nents are fully mature and operational (De Haan and
Gunnar, 2009). Until quite recently, research on the de-
velopment of empathy-related responding from a neuro-
biological level of analysis has been relatively sparse. It is
believed that integrating this perspective with behav-
ioral work can shed light into the neurobiological mech-
anisms underpinning the basic building blocks of
empathy and sympathy and their age-related functional
changes. Such integration can help to understand the
neural processes that underpin prosocial behavior in-
cluding pathological altruism while also benefiting in-
terventions for individuals with atypical development,
such as antisocial behavior problems.

21.2 CLEARING UP DEFINITIONAL
ISSUES

The construct of empathy is applied to various phe-
nomena that cover a broad spectrum. This spectrum
ranges from feeling concern for others (creating a moti-
vation to help them), experiencing emotions that match

another individual’s emotions, knowing what another is
thinking or feeling, to blurring the line between self and
other (Hodges and Klein, 2001).

Key concepts
• Empathy is a construct that can be decomposed into amodel that

includes bottom-up processing of affective sharing and emotion
awareness and top-down processing in which the perceiver’s
motivation, memories, intentions, and self-regulation influence
the extent of an empathic experience

• The experience of empathy can lead to sympathy, which refers to
feelings of concern for the wellbeing of another. It includes
another-oriented motivation or an egoistic motivation to reduce
stress by withdrawing from the stressor in the case of personal
distress

• Empathy and sympathy play key roles in motivating prosocial
behavior and provide the affective and motivational foundation
for moral development

• Empathy is implemented by a network of distributed, often
recursively connected, interacting neural regions, including the
brainstem, hypothalamus, superior temporal sulcus, insula,
medial and orbitofrontal cortices, amygdala, and anterior
cingulate cortex (ACC), as well as autonomic and neuroendocrine
processes implicated in social behaviors and emotional states

• Neurodevelopmental studies provide unique opportunities to
explore how the components of empathic responding interact in
ways that are not possible in adults

• Investigating dysfunction of the components of empathy provides
important clues for understanding deviations that can lead to the
lack of empathy and concern for others

In developmental psychology and social psychology
(the two academic disciplines that have produced most
of the research on this subject), empathy is generally de-
fined as an affective response stemming from the under-
standing of another’s emotional state or a condition
similar to what the other person is feeling or would be
expected to feel in the given situation (Eisenberg et al.,
1991). Other theorists more narrowly characterize empa-
thy as one specific set of congruent emotions – those feel-
ings that are more other-focused than self-focused
(Batson, 2009; Batson et al., 1987). Very often, empathy
and sympathy are conflated. Here, the authors distin-
guish between empathy (the ability to appreciate the
emotions and feelings of others with a minimal distinc-
tion between self and other) and sympathy (feelings of
concern about the welfare of others). While empathy
and sympathy are often confused, the two can be disso-
ciated. Although sympathy may stem from the appre-
hension of another’s emotional state, it does not have
to be congruent with the affective state of the other.
The experience of empathy can lead to sympathy (which
includes another-oriented motivation) or personal dis-
tress (an egoistic motivation to reduce stress by with-
drawing from the stressor, thereby decreasing the
likelihood of prosocial behavior). Emotion regulation is
a critical component of empathy because the modulation
of emotional experience allows the person to remain
aware of a situation without being overwhelmed or
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numbed by it. This is especially important in the case of
negative arousal (Decety and Lamm, 2009). Develop-
mental research also indicates that children who can reg-
ulate their emotions and emotion-related behavior
should be relatively likely to experience sympathy rather
than personal distress (Eisenberg and Eggum, 2009).

The complex construct of empathy can be decom-
posed into a model that includes bottom-up processing
of affective sharing and top-down processing in which
the perceiver’s motivation, intentions, and self-regulation
influence the extent of an empathic experience. Shared
neural circuits, self-awareness, emotion understanding,
and self-regulation constitute the basicmacrocomponents
of empathy, which are mediated by specific and interact-
ing neural circuits, including aspects of the prefrontal cor-
tex, ACC, medial prefrontal cortex (mPFC), orbitofrontal
cortex (OFC), insula, limbic system, and frontoparietal at-
tention networks (Decety, 2011). Consequently, this
model assumes and predicts that dysfunction in either
of these macrocomponents may lead to an alteration of
the experience of empathy and correspondswith selective
social cognitive disorders depending on which aspect is
disrupted (Blair, 2005; Decety and Moriguchi, 2007;
Figure 21.1).

It is also important to keep in mind that both interper-
sonal as well as contextual factors impact a person’s sub-
jective experience of empathy. For instance, mood states,
relationship to the person, and the social context in

which the interaction occurs influence the way and the
extent to which the observer will react.

Recent affective neuroscience research with children
and adult participants indicates that the affective,
cognitive, and regulatory aspects of empathy involve
interacting yet partially nonoverlapping neural circuits.
Furthermore, there is now evidence for age-related
changes in these neural circuits, which together with be-
havioral measures reflects how brain maturation influ-
ences the reaction to the distress of others (Decety and
Michalska, 2010).

21.3 THE DEVELOPMENT OF EMPATHY

Empathy is one of the higher-order emotions that typ-
ically emerges as a child comes to a greater awareness of
the experience of others, during the second and third
years of life, and that arises in the context of someone
else’s emotional experience (Robinson, 2008). Each of
the components of empathy (affective sharing, cognitive
understanding, and emotion regulation) will be consid-
ered separately from both a developmental and neuro-
science perspective. These components are indeed
dissociable as documented in neurological patients
(Strum et al., 2006), yet mature empathic sensitivity
and concern depend on their functional integration in
the service of goal-directed social behavior. In addition,

SMA

ACC

mPFC

OFC Insula

Sagittal section Horizontal section Coronal section

Amygdala

PAG

FIGURE 21.1 Brain regions that play crucial roles in the experience of empathy and associated phenomena such as sympathy labeled on sag-
ittal, horizontal, and coronal sections of a structural MRI scan. Functional imaging studies reveal that the anterior insula and the anterior cingulate
cortices are conjointly activated during the experience of emotion and during the perception of emotion in others. The insula provides a foundation
for the representation of subjective bodily feelings, which substantiates emotional awareness. The ACC can be divided anatomically based on
cognitive (dorsal) and emotional (ventral) components: the dorsal part is connected with the prefrontal cortex and parietal cortex as well as
the motor system, making it a central station for processing top-down and bottom-up stimuli and assigning appropriate control to other areas
in the brain; by contrast, the ventral part of theACC is connectedwith amygdala (a structure involved in assigning affective significance to stimuli),
ventral striatum, hypothalamus, and anterior insula and is involved in assessing the salience of emotion andmotivational information.Many func-
tions are attributed to ACC, such as error detection, anticipation of tasks, motivation, and modulation of emotional responses. The medial pre-
frontal cortex (mPFC) is critically associated with theory of mind processes and emotion understanding. The orbitofrontal cortex (OFC) is
involved in sensory integration, in representing the affective value of reinforcers, and in decision making and expectation. In particular, the
OFC is thought to regulate planning behavior associated with sensitivity to reward and punishment and is closely connected to the anterior insula
and amygdala.
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both genetic and environmental factors contribute to
the development of empathy and prosociality (Knafo
et al., 2008).

21.3.1 Affective Sharing

While there is some controversy concerning the na-
ture of empathic responding in very young children,
there is ample behavioral evidence demonstrating that
the affective component of empathy develops earlier
than the cognitive component. Affective responsiveness
is known to be present at an early age, is involuntary,
and relies on somato-sensorimotor resonance between
other and self (Decety and Meyer, 2008). The general
consensus of work in this area is that infants and tod-
dlers are sensitive and responsive to others’ emotional
cues and that some of the basic building blocks of empa-
thy, such as emotion sharing, are present in the first days
of life.

Discrete facial expressions of emotion have been iden-
tified in newborns, including joy, interest, disgust, and
distress (Izard, 1982), suggesting that subcomponents
of full emotional experience and expression are present
at birth and supporting the possibility that these pro-
cesses are hardwired in the brain. Very young infants
are able to send emotional signals and to receive and de-
tect the emotional signals sent by others. Human new-
borns are capable of imitating expressions of fear,
sadness, and surprise (Field et al., 1982; Haviland and
Lewica, 1987), preparing individuals for later empathic
connections through affective interactions with others.
Moreover, both infant humans and nonhuman primates
are known to respond to others’ distress with distress.
Infants exposed to newborn cries cry significantly more
often than those exposed to silence and those exposed to
a synthetic newborn cry of the same intensity (Dondi
et al., 1999; Sagi and Hoffman, 1976). A study by
Martin and Clark (1987), which examined infants’ reac-
tions to audiotapes of neonatal crying, showed not only
that 1-day-old babies cry in response to other infant cries
but also that newborns do not respond to the sound of
their own cries. Together, these findings demonstrate
that infants’ auditory perception of another’s aversive af-
fective state elicits the same distressful emotional state in
the self and suggests a neurobiologically based predis-
position for humans to be connected to others. The latter
results also indicate that there is some self–other distinc-
tion already functioning at birth.

Research using measures of facial electromyography
(EMG) in adult participants demonstrates that viewing
facial expressions triggers distinctive patterns of facial
muscle activity similar to that of the observed expres-
sion, even in the absence of conscious recognition of
the stimulus (Dimberg et al., 2000). In one such study,

participants were exposed very briefly (56 ms) to pic-
tures of happy or angry facial expressions and EMG
was recorded from their faces (Sonnby-Borgstrom
et al., 2003). Results demonstrated facial mimicry despite
the fact that the participantswere unaware of the stimuli.
A study conducted with school-age boys demonstrated
that angry and happy facial stimuli spontaneously elicit
different EMG response patterns (de Wied et al., 2006).
Angry faces evoked a stronger increase in corrugator ac-
tivity than happy faces, while happy faces evoked a
stronger increase in zygomaticus activity than angry
faces. Such a mimicry mechanism may be driven by
the so-called mirror neuron system (somatosensory mo-
tor neurons localized in the premotor, motor, and poste-
rior parietal cortices) that directly links perception and
action.

This automatic emotional resonance between other
and self provides the basic mechanism on which inter-
subjective feelings develop. Infant arousal in response
to the affects and emotions signaled by others can serve
as an instrument for social learning, reinforcing the sig-
nificance of the social exchange, which then becomes as-
sociated with the infant’s own emotional experience. As
a consequence, infants come to experience emotions as
shared states and learn to differentiate their own states
partly by witnessing the resonant responses that they
elicit in others.

21.3.2 Emotion Understanding

Thus, it is clear that from very early on in develop-
ment, infants are capable of emotional resonance, which
is one important precursor of empathy (Hoffman, 2000).
Although the capacity for two people to resonate
with each other emotionally before any cognitive under-
standing is the basis for developing shared emotional
meanings, it is not enough for mature empathic under-
standing. Such an understanding requires forming an
explicit representation of the feelings of another person,
an intentional agent, which necessitates additional com-
putational mechanisms beyond the emotion-sharing
level, as well as self-regulation to modulate negative
arousal in the observer (Decety and Moriguchi, 2007;
Decety et al., 2008). The cognitive components that give
way to empathic understanding have a more protracted
course of development than the affective components,
even though many precursors are already in place very
early in life.

Emotion understanding refers to conscious knowl-
edge about emotion processes or beliefs about how emo-
tions work. Such understanding includes the recognition
of emotion expression and knowledge about one’s own
and others’ emotions, the detection of cues for others’
feelings, as well as ways of intentionally using emotion
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expression to communicate to others (or vice versa; e.g.,
hiding emotions). Children’s development of gradually
more sophisticated understanding of emotion fosters
many adaptive processes, such as social functioning
and coping. Consequently, delayed or limited emotion
understanding may place youth at risk for disorders.

As discussed in the previous section, children recog-
nize facial expressions associated with emotions at an
early age (Haviland and Lewica, 1987). Some questions
remain as to whether these early reactions represent rec-
ognition of emotion in another or simple mimicry. Either
way, most children are using emotion labels for facial ex-
pressions and are talking about emotion topics by the
age of 2 years (Gross and Ballif, 1991). Recent work
has also documented that even very young children
(18–25 months old) can sympathize with a victim even
in the absence of overt emotional cues (Vaish et al.,
2009), which suggests some early form of affective per-
spective taking that does not rely on emotion contagion
or mimicry. Prior work by Zahn-Waxler et al. (1992)
demonstrated that prosocial behaviors (help, sharing,
and provision of comfort) emerge between the ages of
1 and 2 and that these behaviors are linked to expres-
sions of concern as well as efforts to understand the
other’s plight. Regarding the causes and effects of emo-
tion and the cues used in inferring emotion, develop-
mental research has detailed a progression from
situation-bound, behavioral explanations of emotion to
broader, more mentalistic understandings (Harris
et al., 1981). For example, children’s early explanations
of emotion are largely based on the external world
(e.g., ‘I am sad because someone took my toy.’), whereas
as children develop, their explanations of emotions focus
more on internal causes (e.g., ‘I am sad because that toy
was important to me.’). As children develop, their emo-
tional inferences contain a more complex and differenti-
ated use of several types of information, such as moral
variables (Nunner-Winkler and Sodian, 1988), relational
and contextual factors, and the target child’s goals or be-
liefs (Harris, 1994). This development appears to be
somewhat slower for complex emotions such as pride,
shame, or embarrassment (Lewis, 2000). Children also
develop an understanding of multiple emotions, com-
prehending that a person can feelmore than one emotion
at a time. Development of this understanding proceeds
from lack of acknowledgment of multiple emotions in
younger children, to acknowledgment, and to an appre-
ciation of different variables, such as emotion valence
and emotion intensity (e.g., one very strong and one very
weak emotion are easier to understand than two strong
ones; Carroll and Steward, 1984).

Understanding that appraisal can modulate a per-
son’s emotional experience to a given situation develops
from being desire-based to being belief-based. At first,
2- and 3-year-old children understand the role that

desires or goals play in determining a person’s appraisal
and ensuing emotion (Repacholi and Gopnik, 1997). By
18 months, infants can not only infer that another person
can hold a desire that may be different from their own
but also recognize how desires are related to emotions
and understand something about the subjectivity of
these desires. By 4 and 5 years of age, this desire-based
concept of emotion develops to include beliefs and ex-
pectations. Children at this age begin to understand that
an emotion is not necessarily triggered bywhether or not
a desire and an outcome match but rather whether a de-
sire and an expected outcomematch. The shift from a de-
sire to a belief–desire conception of mind and emotion is
well established. For example, Bartsch and Wellman
(1995) have examined children’s references to other peo-
ple’s mental states and demonstrated that children talk
systematically about desires and goals throughout their
third year, but that beginning at about their third birth-
day, children also begin to make reference to beliefs. At
about 5 years of age, talk about beliefs becomes as fre-
quent as talk about desires.

Young children’s understanding of emotions has been
shown to be related to a number of factors, including
children’s language ability, family discourse about feel-
ings, and the quality of family relationships. Families
vary in the linguistic environment that they offer to chil-
dren for the interpretation and regulation of emotion. A
child with a parent who frequently discusses emotions
will have a different kind of conversation partner than
a child with a parent who is much more controlled in
talking about emotions. Research has established that
there is indeed substantial variation among the extent
to which emotions are discussed in the home. The fre-
quency with which children engage in discussion about
emotions and their causes is correlated with their later
ability to identify how someone feels (Brown and
Dunn, 1996). While it is possible that such a correlation
reflects some disposition of the child that manifests itself
in both talking about emotions and sensitivity to emo-
tions, it is more likely that frequent family discussion
may prompt children to talk about emotion and increase
their understanding and perspective-taking abilities
(Harris, 2000). Consistent with this idea, Lewis (2000)
demonstrated that 3-year-olds who normally do poorly
on a standard test of psychological understanding (the
false belief task) perform better if they are prompted to
structure the events leading to the false belief into a co-
herent narrative. Allowing children to express emotion
and report on current and past emotions also provides
themwith an opportunity to share, explain, and regulate
emotional experience. Conversation helps to develop
empathy, for it is often here that people learn of shared
experiences and feelings.

With cognitive empathy, an individual is thought to
use perspective-taking processes to imagine or project
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into the place of the other in order to understand what
she/he is feeling. This aspect of empathy is closely re-
lated to processes involved in mental state attribution
(also known as theory of mind), which requires execu-
tive functions such as cognitive flexibility, inhibitory
control, and working memory (Decety and Jackson,
2004; Stone and Gerrans, 2006). While relatively little is
known about whether children who have a strong grasp
of mental states also are advanced in their understand-
ing of emotions, emotion understanding and mental
state understanding seem to engage common, as well
as distinct, computational processes. When seeing an-
other child who is upset, a child has to hold two different
perspectives in mind in order to correctly identify what
that child is feeling and comfort them and their own per-
spective (and emotions), which may not be congruent
with that of the other child, and the point of view of
the other child. There is indeed some evidence for a link
between understanding of mental state reasoning and
emotion. Several studies have shown that by around
4 years of age, children can appreciate that the emotion
a person feels about a given event depends on that per-
son’s perception of the event and their beliefs and de-
sires about it. Hughes and Dunn (1998) conducted a
longitudinal study of 50 children aged 47–60 months, ex-
amining developmental changes in understanding of
false belief and emotion andmental state in their conver-
sation with friends. They found that individual differ-
ences in understanding of both false belief and
emotion were stable over this time period and were sig-
nificantly related to each other.

Emotion recognition continues to develop into later
adolescence (Tonks et al., 2007), which might improve
social cognition performance. Social performance as a
whole continues to improve into adulthood, but it is
unclear if this reflects changes in social cognition per se
or the continued development of cognitive functions that
are not specific to social behavior, such as declarative
knowledge, metacognition, speed of processing, and
working memory.

Neuroimaging studies that have examined the neural
systems engaged during mental state understanding in
adults consistently identify a neural network involving
the mPFC, the posterior temporal cortex at the junction
of the parietal cortex (TPJ), and the temporal poles
(e.g., Brunet et al., 2000; Frith and Frith, 2003). These re-
gions were activated in children aged 6–11 years, while
they listened to sections of a story describing a charac-
ter’s thoughts compared to sections of the same story
that described a physical context (Saxe et al., 2009). Fur-
thermore, change in response selectivity with age was
observed in the right TPJ, which was recruited equally
for mental and physical facts about people in younger
children, but only for mental facts in older children. Fur-
ther support for age-related changes in brain activity

associatedwithmetacognition is provided by a neuroim-
aging investigation of theory of mind in participants
whose age ranged between 9 and 16 years (Moriguchi
et al., 2007). Both children and adolescents demonstrated
significant activation in the neural circuits associated
with mentalizing tasks, including the TPJ, the temporal
poles, and the mPFC. Furthermore, the authors found
a positive correlation between age and the degree of ac-
tivation in the dorsal part of the mPFC. Direct evidence
for the implication of these regions during accurate iden-
tification of interpersonal emotional states was docu-
mented in a recent functional magnetic resonance
imaging (fMRI) study in which participants were
requested to rate how they believe target persons felt
while talking about autobiographical emotional events
(Zaki et al., 2009).

In sum, the neural circuits implicated in emotion
understanding largely overlaps with those involved
in ToM processing, especially the mPFC and right
TPJ. They continue to undergo maturation until late
adolescence.

21.4 EMOTION REGULATION

The regulation of internal emotional states and pro-
cesses is particularly relevant to the modulation of vicar-
ious emotions and the experience of empathy. Given the
shared nature of the representations of one’s own emo-
tional states and others’ emotional states, it would seem
difficult not to experience emotional distress while view-
ing another’s distressed state (while personal distress
does not contribute to the empathic concern and proso-
cial behavior). Personal distress can actually deter one’s
inclination to soothe another person’s distress. It is,
therefore, adaptive for this automatic sharing mecha-
nism between self and other to be modulated by cogni-
tive control. To this end, executive functions (i.e., the
processes that serve to monitor and control thoughts
and actions, including effortful control, planning, cogni-
tive flexibility, and response inhibition; Russell, 1996),
work in a top-down fashion to regulate one’s inclinations
to be biased in one’s self-perspective while judging an-
other person’s emotional state and promoting a sympa-
thetic regard for the other, rather than a desire to escape
aversive arousal (Decety, 2005). Difficulty in the ability
to regulate emotions can result in deleterious emotional
arousal, thereby hindering the ability to socially function
adaptively and appropriately.

Although research on emotion regulation has in-
creased rapidly in the past decade, definitions of emo-
tion regulation have typically been implied and not
stated.While researchers agree that the construct of emo-
tion regulation involves both emotion as a behavior regu-
lator and emotion as a regulated phenomenon, the authors
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emphasize the latter – that is, how one attempts to
regulate emotion – and examine various regulatory pro-
cesses. As an example, Thomson (1994) defined emotion
regulation as the extrinsic and intrinsic processes re-
sponsible for monitoring, evaluating, and modifying
emotional reactions especially their intensive and tem-
poral features, to accomplish one’s goals.

Sympathy is strongly related to effortful control, with
children high in effortful control showing greater em-
pathic concern (Rothbart et al., 1994). A number of devel-
opmental studies conducted by Eisenberg and her
colleagues (1994) found that individual differences in
the tendency to experience sympathy versus personal
distress vary as a function of dispositional differences
in individuals’ abilities to regulate their emotions.
Well-regulated children who have control over their
ability to focus and shift attention have been found to
be relatively prone to sympathy regardless of their emo-
tional reactivity. This is because they can modulate their
negative vicarious emotions tomaintain an optimal level
of emotional arousal. In contrast, children who are un-
able to regulate their emotions, especially if they are dis-
positionally prone to intense negative emotions, are
found to be low in dispositional sympathy and prone
to personal distress (Eisenberg et al., 1994).

Interestingly, the development of executive functions
is functionally linked to the development of mental state
understanding. There is now increasing evidence of a
specific link between the development of mentalizing
and improved self-control at around the age of 4 years
(Carlson and Moses, 2001). Improvement in inhibitory
control corresponds with increasing metacognitive abil-
ities (Zelazo et al., 2004), as well as with maturation of
brain regions that underlie working memory and inhib-
itory control (Tamm et al., 2002). A series of studies by
Posner and Rothbart (2000) strongly suggest that execu-
tive regulation undergoes dramatic change during the
third year of life.

Emotion regulation taps into executive function re-
sources implemented in the prefrontal cortex (Zelazo
et al., 2008), with different regions subserving distinct
functions. Ventral and dorsal regions of the prefrontal
cortex have been associated with response inhibition
and self-control, which are both key components of emo-
tion regulation (Ochsner et al., 2002). Support for this hy-
pothesis in the domain of empathy comes from a study
that compared the neurohemodynamic response in a
group of physicians and a group of matched control par-
ticipants when they were exposed to short video clips
depicting hands and feet being pricked by a needle
(painful situations) or being touched by a Q-tip (non-
painful situations; Cheng et al., 2007). Unlike control par-
ticipants, physicians showed a significantly reduced
neurohemodynamic empathic response in the anterior
insula, anterior medial cingulate cortex (aMCC), and

dorsal anterior cingulate cortex (dACC) and no activa-
tion of the periaqueductal gray (PAG; a mediator of
the flight-or-fight response) when shown video clips of
body parts being pricked by a needle. Instead, cortical
regions underpinning executive functions and self-
regulation (dorsolateral and mPFC) and executive atten-
tion (precentral, superior parietal, and temporoparietal
junction) were found to be activated. Connectivity anal-
ysis further demonstrated that activation in the medial
and dorsolateral prefrontal cortices subserving execu-
tive control and self-regulation (Ochsner and Gross,
2005)was inversely correlatedwith activity in the insular
cortex in the physicians, indicating executive suppres-
sion of the emotional response to the others’ pain.

It is well documented that the prefrontal cortex and its
functions follow an extremely protracted developmental
course and age-related changes continue well into ado-
lescence (Bunge et al., 2002; Casey et al., 2005; Sowell
et al., 1999). Frontal lobe maturation is associated with
an increase in a child’s ability to activate areas involved
in emotional control and exercise inhibitory control over
their thoughts, attention, and action. The maturation of
the prefrontal cortex also allows children to use verbali-
zations to achieve self-regulation of their feelings
(Diamond, 2002). It is, therefore, likely that different
parts of the brain may be differentially involved in em-
pathy at different ages. For example, Killgore et al. (2001)
and Killgore and Yurgelun-Todd (2007) provided evi-
dence that as a child matures into adolescence there is
a shift in response to emotional events from using more
limbic-related anatomic structures, such as the amyg-
dala, to using more frontal lobe regions to control emo-
tional responses. Thus, not only may there be less neural
activity related to the regulation of cognition and emo-
tion in younger individuals but the neural pattern itself
is likely to differ.

21.5 PERCEIVING OTHER PEOPLE
IN DISTRESS

Pain evolved as a protective function by not only
warning a person suffering that something is awry but
also impelling expressive behaviors that attract the at-
tention of others. It has been argued that the long history
of mammalian evolution has shaped maternal brains to
be sensitive to signs of suffering in one’s own offspring
(Haidt and Graham, 2007). In many primates and other
social animals, this sensitivity extends beyond the
mother–child relationship, so that all typically devel-
oped individuals dislike seeing others suffering.

A growing number of functional MRI studies have
demonstrated that the same neural circuits involved in
the experience of physical pain are also involved in the
perception or the imagination of another individual in
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pain (Jackson et al., 2006). This neural network includes
the supplementary motor area (SMA), cerebellum,
dACC, aMCC, and anterior insular cortex. In addition,
studies using different modalities of neuroimaging in-
cluding transcranial magnetic stimulation (Avenanti
et al., 2005), somatosensory-evoked potentials (Bufalari
et al., 2007), functional MRI (Lamm et al., 2007), and
magnetoencephalography (Cheng et al., 2008) indicate
that areas processing the sensory dimension of pain
(the somatosensory cortex and posterior insula) are also
activated by themere visual perception of others’ pain. It
is worth mentioning, however, that activation of these
regions reflects a general aversive response not specific
to nociception (i.e., the neural processing of noxious
stimuli). This network of regions underpins a physiolog-
ical mechanism that mobilizes the organism to react –
with heightened arousal and attention – to threatening
situations. The dACC plays a key role in conflict moni-
toring; the aMCC is involved in autonomic regulation as-
sociated with processing of fear and anxiety; the anterior
insula processes visceral bodily sensations; the PAG in-
tegrates physiological changes in response to stress, and
in the context of danger, the SMA as a result of feedback
from the limbic system represents one anatomical sub-
strate for activating motor responses associated with
danger and threats (Decety, 2011; Yamada and Decety,
2009).

Distress, of course, often does not occur in a social vac-
uum. The social context in which pain occurs influences
cognitive appraisal and the neural mechanisms under-
pinning its perception in the observer. To evaluate
whether the neural processing in the pain matrix is mod-
ulated by social context, a study that compared patterns
of brain activation while adult participants observed
painful situations occurring by accident and painful sit-
uations intentionally caused by another individual
(Akitsuki and Decety, 2009). Since pain is the result of
a type of social interaction in the latter situation, its rec-
ognition is likely to involve not only the perception of
pain but also the cognitive evaluation of the social
interaction.

Results show that attending to painful situations
caused by accident is associated with activation of the
pain matrix, including the aMCC, insula, PAG, and
somatosensory cortex. Interestingly, when watching
another person intentionally inflicting pain onto an-
other, regions that are consistently engaged in mental
state understanding and affective evaluation (mPFC,
TPJ, OFC, and amygdala) were additionally recruited.
Furthermore, stronger connectivity between the left
amygdala and the vmPFC was found when participants
perceived painful situations caused by another individ-
ual relative to situations where pain occurred acciden-
tally. These data demonstrate the impact of social
context on the neural response to the perception of

others’ pain. Similar data were obtained with a group
of young children (Decety et al., 2008) and adolescents
(Decety et al., 2009). When watching sympathy-eliciting
stimuli, increased effective connectivity was found be-
tween regions of the mPFC and the frontoparietal supra-
modal attention network, as well as between the right
TPJ and the mPFC.

21.6 NEURODEVELOPMENTAL
CHANGES IN EMPATHIC RESPONDING

One limitation of these above-mentioned studies is
that they cannot capture any continuous functional
changes across age. This is unfortunate because among
areas of the brain undergoing considerable remodeling
from childhood to adolescence is the prefrontal cortex,
both dorsal and ventromedial, which plays a key role
in understanding and experiencing social emotions
(Kringelbach and Rolls, 2004; Shamay-Tsoory et al.,
2006). Furthermore, both the insula and the amygdala
may differentially contribute to the experience of inter-
personal sensitivity during development. While human
neuroimaging studies using pain empathy paradigms all
report activations in the insula, no systematic attention
has been paid to the anatomical subdivisions of the
insula, particularly regarding their respective functional
contribution across age.

To examine age-related changes associated with em-
pathy and sympathy, functional MRI and behavioral
data were collected from a group of 57 participants rang-
ing from 7 to 40 years of age (Decety and Michalska,
2010). Results at the whole group level showed that at-
tending to accidentally caused painful situations was as-
sociated with activation of the pain matrix, including the
aMCC, insula, PAG, and somatosensory cortex. Interest-
ingly, when watching one person intentionally inflicting
pain onto another, regions that are consistently engaged
in mental state understanding and affective evaluation
(mPFC, TPJ, and OFC) were also recruited. The younger
the participants, the more strongly the amygdala, poste-
rior insula, and SMAwere recruited when they watched
painful situations that were accidentally caused. While
participants’ subjective ratings of the painful situations
decreased with age and were significantly correlated
with hemodynamic response in the mPFC, increases in
pain ratings were correlated with bilateral amygdala ac-
tivation (Figure 21.2).

A significant negative correlation between age and
degree of activation was found in the posterior insula.
In contrast, a positive correlation was found in the ante-
rior portion of the insula. A posterior-to-anterior progres-
sion of increasingly complex rerepresentations in the
human insula is thought to provide a foundation for
the sequential integration of the individual homeostatic
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condition with one’s sensory environment and motiva-
tional condition (Craig, 2004). The posterior insula re-
ceives inputs from the ventromedial nucleus of the
thalamus that is highly specialized to convey emotional
and homeostatic information such as pain, temperature,
hunger, thirst, itch, and cardiorespiratory activity. It
serves as a primary sensory cortex for each of these dis-
tinct interoceptive feelings from the body. The posterior
part has been shown to be associated with interoception,
due to its intimate connections with amygdala, hypothal-
amus, and cingulate and orbitofrontal cortices (Jackson
et al., 2006). It has been proposed that the right anterior
insula serves to compute a higher-order metarepresenta-
tion of the primary interoceptive activity, which is related
to the feeling of pain and its emotional awareness (Craig,
2003).

Results from this study also showed that activation in
the OFC in response to sympathy-eliciting stimuli shifts
from the engagement of themedial portion in young par-
ticipants to the lateral portion in older participants. The
medial OFC appears integral in guiding visceral andmo-
tor responses, whereas lateral OFC integrates the exter-
nal sensory features of a stimulus with its impact on the

homeostatic state of the body (Hurliman et al., 2005).
Greater signal change with increasing age was associ-
ated with prefrontal regions that are responsible for cog-
nitive control and response inhibition, such as the
dorsolateral prefrontal cortex (dlPFC) and the inferior
frontal gyrus (IFG). Indeed, the older the participants
the greater the activity in the dlPFC and IFG, which
are involved in cognitive control and response inhibition
(Kawashima et al., 1996; Swick et al., 2008). This is in line
with evidence that regulatory mechanisms continue into
late adolescence and early adulthood.

Overall, this pattern in the amygdala and insula can
be interpreted in terms of the frontalization of inhibitory
capacity, hypothesized to provide a greater top-down
modulation of activity within more primitive emotion-
processing regions (Yurgelun-Todd, 2007). This finding
provides neurophysiological support for developmental
studies showing that emotion regulation is an important
aspect of empathy and sympathy, especially in relation
with prosocial behavior. Indeed, this pattern of develop-
mental change in the OFC appears to reflect a gradual
shift between the monitoring of somatovisceral responses
in young children, mediated by the medial aspect of the
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OFC, and the executive control of emotion processing
implemented by its lateral portion in older participants.

In light of these neurophysiological considerations,
the authors posited that the anatomical progression
(from sensory to emotional awareness) parallels the neu-
rodevelopmental response to seeing people in pain or
distress. In other words, a visceral response to painful
stimuli associated with danger and negative affect is less
likely to occur with increasing age and such a response
may be replaced by a more detached appraisal of the
stimulus. This was indeed confirmed by having partici-
pants rate the pain of the people in the clips outside of
the scanner. It was found that on an average, all partic-
ipants rated the pain caused intentionally conditions as
significantly more painful than when pain was caused
accidentally by the self. Interestingly, the results also in-
dicated a gradual decrease in the subjective evaluation of
pain intensity for both these conditions across age, with
younger participants rating them as significantly more
painful than older participants. Moreover, while de-
creases in pain evaluation were significantly correlated
with hemodynamic response in the mPFC, increases in
pain ratings were correlated with bilateral amygdala
and somatosensory cortex activation. These behavioral
results are important for interpreting region-specific dif-
ferences in activation with age as reflecting functional
maturation and not simply differences in performance.

In sum, the behavioral evaluations of pain intensity
and the pattern of brain activation from childhood to
adulthood reflect a gradual change from a visceral emo-
tional response critical for the analysis of the affective
significance of stimuli to a more evaluative function.

21.7 ATYPICAL EMPATHIC PROCESSING
IN CHILDREN WITH ANTISOCIAL

BEHAVIORAL DISORDERS

Children and adolescents diagnosed with antisocial
behavioral disorders are marked by lack of regard for
others, inability to feel remorse, and even a derivation
of pleasure from the distress of others. It has been hy-
pothesized that empathy and sympathetic concern for
others are essential factors inhibiting aggression toward
others (Eisenberg, 2005; Zahn-Waxler et al., 1995). That
is, if a person vicariously experiences the distress that
they have caused to others because of their aggression,
they will be less likely to continue to hurt others and
more likely to help them. Conversely, lack of sympathy
is an important risk factor for antisocial behavior prob-
lems such as CD (Lahey and Waldman, 2003). The pro-
pensity for aggressive behavior has been thought to
reflect a blunted empathic response to the suffering of
others (Blair and Blair, 2009) and may be a consequence
of a failure to be aroused by others’ distress (Raine, 1997).

It has also been suggested that aggressive behavior can
arise from abnormal processing of affective information,
resulting in a deficiency in experiencing fear, empathy,
and guilt, which in normally developing individuals, in-
hibits acting out violent impulses (Davidson et al., 2000).

Another hypothesis regarding the relation between
affect and aggression can be drawn from the research
with animal models and psychiatric populations, which
indicates that there may in fact be no blunting of the
emotional response toward the other. Rather, height-
ened emotional reactivity, potentially coupled with di-
minished regulatory processes may trigger aggressive
impulses (Coccaro et al., 2007). This emotional reaction
can have either a negative or a positive valence. Previous
work has shown that negative affect is generally posi-
tively associated with aggression, suggesting that em-
pathic mimicry in conjunction with poor emotion
regulation might produce negative affect that increases
aggression. For instance, there are numerous empirical
studies that document that physical pain often instigates
aggressive inclinations (Berkowitz, 1993). The role of
heightened negative emotional arousal in antisocial
boys, including callous disregard for victims in distress
(either caused or observed by aggressive youth) has been
examined in young childrenwith normative, subclinical,
or clinical levels of behavior problems (Hastings et al.,
2000). Results showed that this process can develop
early. Boys (but not girls) with clinical levels of aggres-
sive/disruptive problems showed more callous disre-
gard toward victims during simulated distresses than
typically developing children (at 4–5 years and again
at 7 years). Despite this, 4- to 5-year-old children with
clinical problems also showed as much empathic con-
cern as controls at ages of 4–5 years. But by 7 years of
age, the clinical group was less empathic than controls
according to parent, teacher, and child reports, as well
as when observed in the laboratory. Thus, early emo-
tional negativity/callous disregard may have long-term
adverse effects.

A recent study by Cheng et al. (2012) found that incar-
cerated juvenile psychopaths who scored high callous–
unemotional traits, compared to participants with low
callous–unemotional traits exhibited a reduced frontal
N120 (measuredwith ERPs) in response to visual stimuli
depicting people in pain, indicating an absence of early
affective arousal. However, there was no deficit in senso-
rimotor resonance in both groups, as assessed by mea-
sures of the mu suppression over the sensorimotor
cortex, which is considered as a reliable index of the mir-
ror neuron system. This finding indicates that affective
arousal is not mediated by the mirror neuron system.

In an fMRI study by Decety et al. (2009), two groups
of 16–18-year-olds (matched on age, sex, and race–
ethnicity) were scanned using the same animated stimuli
and procedures as used with normally developing
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children (Decety et al., 2008, 2010). Results showed that
the pain matrix (anterior insula, aMCC, and PAG) was
significantly activated in both groups when viewing
others in pain, but there was significantly greater activa-
tion of the pain matrix and somatosensory cortex in ad-
olescents with CD than in non-CD controls (Figure 21.3).

This suggests that youth with CD do not fail to re-
spond to viewing pain in others. Indeed, this somatic
sensorimotor resonance was significantly greater in par-
ticipants with CD than those without CD. In addition,
there was significantly greater activation of the temporal
pole in youth with CD than in controls. The temporal
pole is part of a system that modulates visceral responses
to emotionally evocative stimuli, and electrical stimula-
tion of the TP produces increases in heart rate, respira-
tion, and blood pressure (Gloor et al., 1982). In
addition, the temporal poles are tightly connected with
the limbic system and project to the hypothalamus, a
neuromodulatory region important for autonomic regu-
lation. There is evidence that the temporal pole is in-
volved in the processing of both positive and negative
affects (Olson et al., 2007).

Furthermore, adolescents with CD exhibited signifi-
cantly greater activation of both the amygdala and the
ventral striatum when viewing others in pain versus
others not in pain. It was also observed that in partici-
pants with CD, the extent of amygdala activation to
viewing pain in others was positively correlated with
their number of aggressive acts and their ratings of dar-
ing and sadism scores on the child and adolescent

dispositions scale (CADS). This is consistent with greater
affective response in youth with CD to viewing others
in pain.

What these findings suggest is that individuals with
CD actually react to viewing pain in others at least sim-
ilarly or possibly to a greater extent in some important
brain regions than youth without CD, especially in the
insula, amygdala, and aMCC. This stands in contrast
with one previous fMRI study that reported reduced
amygdala response in youth with CD during the view-
ing of pictures with negative emotional valence (Marsh
et al., 2008). The study by Decety and colleagues sug-
gests that youth with CD do not exhibit reduced amyg-
dala response to all negatively valenced stimuli; indeed,
they appear to exhibit enhanced response to images of
people in pain, including a specific activation of the ven-
tral striatum.

Different patterns of response were detected in the
OFC across the two groups. While the lateral OFC was
selectively activated in control participants when ob-
serving pain inflicted by another, activation of the me-
dial OFC was found in the participants with CD. A
direct comparison between the groups confirmed this
finding. The OFC/mPFC has been specifically impli-
cated in a variety of areas relevant to CD and aggression,
including the regulation of negative affect (Phan et al.,
2005). Importantly, functional connectivity analyses
demonstrated significantly greater amygdala/PFC cou-
pling when watching pain being intentionally caused
by another individual in the control group than those

Ventral striatum

PAG

ACC

Amygdala
y = 0

FIGURE 21.3 When youth with ag-
gressive conduct disorder (CD) watch an
individual intentionally hurting another
(such as closing a piano lid), regions of
the brain that process nociceptive informa-
tion were activated (anterior insula, dorsal
and ventral ACC, somatosensory cortex,
and PAG), as well as the amygdala and
ventral striatum which are part of the neu-
ral circuit involved in reward processing.
These latter regions were not engaged in
healthy control adolescents. Dispositional
ratings of daring and sadism in youth with
CD correlated with amygdala and striatal
response (p<0.005). These adolescents
seem to enjoy seeing people in pain, and this
may be rewarding and lead to repeated ag-
gression. Adapted from Decety J, Michalska KJ,

AkitsukiY,andLaheyB(2009)Atypical empathic

responses in adolescents with aggressive conduct

disorder: A functional MRI investigation. Bio-
logical Psychology 80: 203–211.
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in the CD group. In particular, in healthy adolescents,
left amygdala activity covaried with activity in the pre-
frontal cortex to a greater extent while watching situa-
tions of pain being intentionally caused compared to
viewing accidentally caused pain. Adolescents with
CD showed no significant functional connectivity be-
tween frontal regions and the amygdala.

These findings are consistent with at least two hy-
potheses that are currently being investigated with
younger children who meet diagnosis for CD:

� The first hypothesis is that highly aggressive
antisocial youth enjoy seeing their victims in pain
and, because of their diminished PFC/amygdala
connectivity, may not effectively regulate positively
reinforced aggressive behavior. The amygdala is
involved in the processing of more than just negative
affect. Several studies point to a role for the amygdala
in positive affect, and its coupling with the striatum
enables a general arousing effect of reward (Murray,
2007). It is possible, therefore, that the robust
hemodynamic response in the amygdala to viewing
others in pain in youth with aggressive CD reflects a
positive affective response (e.g., ‘enjoyment’ or
‘excitement’). The finding that CADS ratings of
daring items (which reflect enjoyment of novel and
risky situations) and sadism items (which reflect
enjoyment of hurting others or viewing people or
animals being hurt) correlated positively with
amygdala response in youth with CD is in line with
this hypothesis. In addition, this interpretation is
consistent with the significant activation among
youth with aggressive CD of the ventral striatum,
which is part of the system implicated in reward and
pleasure, among other things.

� The second hypothesis is that youth with CD have a
lower threshold for responding to many situations
with negative affect, including viewing pain in
others, and are less able to regulate these negative
emotions through cortical processes. Many studies
indicate that individuals with CD tend to respond to
aversive stimuli with greater negative affect than
most other youth (Lahey andWaldman, 2003). This is
potentially important as their negative affect may
increase the likelihood of aggression, especially in the
absence of effective emotion regulation (Berkowitz,
2003). This interpretation fits well with the hypothesis
of a dysfunction in the neural circuitry of emotion
regulation (Davidson et al., 2000) and is consistent
with the analyses of effective PFC/amygdala
connectivity. Aggression may be related to instability
of negative affect and poor impulse control (Raine,
2002). Children with aggressive behavior problems
have difficulties regulating negative emotions, which
may result in harmful patterns of interpersonal

behavior. Often triggered by hypersensitivity to
specific stimuli, aggressive adults experience
escalating agitation followed by an abrupt outburst of
aggressive and threatening behavior (Gollan et al.,
2005). Failure to discriminate between pain to others
and to oneself may further lead to negative emotion
when viewing others in pain. Research with
nonhumans demonstrates that physical pain often
elicits aggression (Berkowitz, 2003). It has been
hypothesized that aggressive persons are disposed to
experience negative affect (Lahey and Waldman,
2003). This suggests that in certain situations,
empathic mimicry might produce high levels of
distress in youth predisposed to be aggressive that,
ironically, increases their aggression. It is possible
that strong activation of neural circuits that underpin
actual pain processing is associated with negative
affect in youth with CD. This, in conjunction with
reduced activation in areas associated with emotion
regulation, could result in a dysregulated negative
affective state, which may instigate aggression under
some circumstances. For example, youth with CD
who see an injured friend (or fellow member of a
gang) may be more likely to respond aggressively
than other youth for this reason. Finally, the strong
and specific activation of the amygdala and ventral
striatum in the aggressive adolescents with CD
during the perception of pain in others is an
important and intriguing finding, which necessitates
additional research in order to understand the
relative roles of negative and positive affect when
viewing others in pain in aggression and empathic
dysfunction.

Overall, youth with aggressive CD show atypical pat-
terns of hemodynamic response and effective connectiv-
ity in regions that regulate emotion when exposed to the
distress of others, as well as reward-related activation.
More work is needed to disambiguate how such abnor-
mal emotional processing is associated with callous dis-
regard for others, insensitivity to their distress, or even
enjoyment that may lead to rewarding offending
behavior.

21.8 CONCLUSION

Empathy and sympathy develop as a result of com-
plex biological and psychological processes involving
emotion sharing, emotional regulation, mental state un-
derstanding, and cognitive abilities that are continu-
ously interactive between the individual and the social
environment. Empathy can be viewed as both intraper-
sonal and interpersonal processes. Breaking down em-
pathy and related phenomena into components and
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examining their neurodevelopment can contribute to a
more complete model of interpersonal sensitivity. Like-
wise, drawing from multiple sources of data can im-
prove one’s understanding of the nature and causes of
empathy deficits in individuals with antisocial behavior
disorders. Recent advances in cognitive neuroscience in-
dicate that distinct but interacting brain circuits under-
pin the different components of empathy, each having
their own developmental trajectory.

One important direction for future research is investi-
gating the functional link between empathy, prosocial
behavior, and reward. Several studies have documented
that the frontomesolimbic reward network is engaged to
the same extent when individuals receive monetary re-
wards and when they freely choose to donate money
to charity, and even more so when they are observed
by others, suggesting that altruism draws on general
mammalian neural systems of reward and social attach-
ment (e.g., Izuma et al., 2010;Moll et al., 2006). Thus, pro-
social behaviors may stem from a plurality of motives
and intertwined social and motivational contingencies.
For instance, witnessing people in pain or distress trig-
gers a neural response associated with aversion. This re-
sponse, in turn, may initiate helping or soothing
behaviors motivated to both reduce one’s own discom-
fort and to feel good about oneself, as well as to lessen
another’s distress. These behaviors may be reinforced
by both endogenous reward (dopamine system) and
positive social feedback from others.

Given the importance of empathy for healthy social
interaction, it is clear that a developmental approach
using functional neuroimaging to elucidate the compu-
tational mechanisms underlying affective reactivity, reg-
ulation and behavioral outcomes is essential to
complement traditional behavioral methods and gain a
better understanding of how deficits may arise in the
context of development.
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22.1 INTRODUCTION

William James (1890) defined attention as follows:

Attention is the taking possession of the mind in clear and
vivid form of one out of what seem several simultaneous objects
or trains of thought.

James’ definition, however, provides little perspec-
tive toward an understanding of the normal develop-
ment of attention or its pathologies. The theme of this
chapter is that it is now possible to view attention
much more concretely as an organ system. The au-
thors follow the Webster’s Dictionary definition of
an organ system:

An organ systemmay be defined as differentiated structures
in animals and plants made up of various cells and tissues and
adapted for the performance of some specific function and
grouped with other structures into a system.

The authors believe that viewing attention as an organ
system aids in answering many perplexing issues raised
in developmental psychology, psychiatry, and neurol-
ogy. Neuroimaging studies have systemically shown
that a wide variety of cognitive tasks activate a distrib-
uted set of neural areas, each of which can be identified
with specific mental operations (Posner and Raichle,
1994, 1998). These areas of activation may be more con-
sistent for the study of attention than for any other cog-
nitive system. Attention can be viewed as involving
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specialized networks to carry out functions such as
achieving and maintaining the alert state, orienting to
sensory events, and controlling thoughts and feelings.

The goals of this chapter are first to delineate the at-
tentional networks of the human brain (Section 22.2),
mostly from adult studies. There are obvious changes
in behavior between infancy and adulthood, and in the
next two sections (Sections 22.3 and 22.4), the authors de-
scribe brain changes at these ages and seek to link them
to developmental differences in behavior. Section 22.5
examines changes in the attention networks themselves
during child development and discusses how adult con-
trol relates to these changes. The authors use the connec-
tion between attention networks and neuromodulators
to discuss some of the genes that influence individual
differences and network development (Section 22.6).
Finally, some likely new areas for research are outlined
(Section 22.7).

22.2 BRAIN NETWORKS

22.2.1 Taxonomies of Attention

Although many efforts have been made to develop
taxonomies of attention, imaging studies have suggested
that at least three somewhat independent networks are
involved in different aspects of attention, carrying out
the functions of alerting, orienting, and executive atten-
tion (Posner and Fan, 2008) (Figure 22.1). Alerting refers
to achieving andmaintaining a state of high sensitivity to
incoming stimuli, orienting refers to the selection of in-
formation from sensory input, and executive attention

includes mechanisms for monitoring and resolving con-
flict between thoughts, feelings, and responses.

The brain network involved in achieving and main-
taining the alert state is represented by squares in
Figure 22.1. Alertness is an important prerequisite for
other attentional operations. Although the alert state is
often contrasted with sleep, it is probably better to con-
sider it in relation to the default state. The default state is
defined in studies using functional magnetic resonance
imaging (fMRI) with an instruction not to actively pro-
cess anything (Raichle, 2009). The default state is charac-
terized by a slow oscillation between two large-scale
networks. A warning signal moves the brain away from
the default state toward a high level of alertness. This
change involves widespread variation in autonomic sig-
nals such as heart rate (Kahneman, 1973) and cortical
changes, for example, a negative shift in the scalp
recorded an electroencephalogram called the contingent
negative variation (CNV) (Walter, 1964).

Much of attention research involves orienting to sen-
sory events. The ease with which the experimenter can
control the presentation of visual and auditory stimuli
probably accounts for the popularity of studying orient-
ing in different organisms and ages. Precisely controlling
the presentation of stimulation also allows the study of
overt and covert forms of orientation. Overt orienting in-
volves eye movements, head movements, or both to-
ward the source of stimulation and usually occurs
when sufficient time is allowed between the presentation
of an orienting cue and the target. Covert orienting in-
volves only orientation of attention and can be studied
when not enough time is allowed tomove the eyes, head,
or both or by instructing individuals to attend to the cue
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without looking at it. The close relation of eye move-
ments and covert shifts of attention has led to studies
examining their relationship. In general, the same brain
areas active before saccades also are active before covert
shifts of attention (Corbetta and Shulman, 2002).
However, cellular studies of alert monkeys have found
that within the frontal eye fields there exist two different
but overlapping populations of cells. One is active before
saccades and the other before attention shifts not leading
to saccades (Thompson et al., 2005). These findings
suggest that eye, head, and covert attention movements
become coordinated during early development so that
in adults it becomes difficult, but still possible, to
separate them.

Every sensory signal provides input to both sensory-
specific cortical pathways and brain stem arousal sys-
tems related to alerting. Together, these signals may
yield changes in a brain network of parietal and frontal
areas (see circles in Figure 22.1) that orchestrate covert
shifts of attention. The orienting network acts to boost
the strength of input signals in sensory-specific path-
ways in comparison with nonattended signals.

The executive attention network is involved in the
regulation of feelings (emotions), thoughts (cognitions),
and actions (Posner and Rothbart, 2007a,b). The anterior
cingulate gyrus, one of the main nodes of the executive
attention network, has been linked to a variety of specific
self-regulating functions. These include the monitoring
of conflict (Botvinick et al., 2001), control of working
memory (Duncan et al., 2000), regulation of emotion
(Bush et al., 2000), and response to error (Holroyd and
Coles, 2002). In emotional studies, the cingulate often
is seen as part of a network involving the orbital frontal
cortex and the amygdala that regulates our emotional re-
sponse to input. Activation of the anterior cingulate is
observed when people are asked to control their natural
reactions to strong positive (Beauregard et al., 2001) or
negative emotions (Ochsner et al., 2002). Analysis of
the functional connectivity between brain areas has
shown that when emotionally neutral sensory informa-
tion is involved, there is strong connectivity between
the dorsal anterior cingulate cortex (ACC) and the rele-
vant sensory area (Crottaz-Herbette and Mennon, 2006);
when emotional control is involved, there is functional
connectivity between the ventral ACC and the amygdala
(Etkin et al., 2006).

22.2.2 Sites and Sources of Attention

Normally, all sensory events contribute to both a state
of alertness and an orienting of attention. In order to dis-
tinguish the brain areas involved in alerting and orient-
ing (sources) from the sites at which they operate, it is
useful to separate the presentation of a cue indicating

where a target will occur from the presentation of the tar-
get requiring a response (Corbetta and Shulman, 2002;
Posner, 1978). This methodology has been used in
behavioral studies with normal individuals (Posner,
1978), patients (Posner and Fan, 2008), and monkeys
(Marrocco and Davidson, 1998), and in studies using
scalp electrical recording and event-related neuroimag-
ing (Corbetta and Shulman, 2002). Two types of cue
are of interest. Some cues provide information only on
when the target will occur. These warning signals lead
to changes in a network of brain areas related to alerting.
Other cues provide information on aspects of the target,
such as where it will occur, and lead to changes in the
orienting network.

Studies using event-related fMRI have shown that fol-
lowing the presentation of the cue and before the target
is presented, a network of brain areas becomes active
(Corbetta and Shulman, 2002). There is widespread
agreement on the identity of these areas, but a consider-
able amount of work remains to be done to understand
the function of each area.

When a target is presented in isolation at the cued lo-
cation, the subsequent target is processed more effi-
ciently than when no cue to its location has been
presented (see Posner and Fan, 2008, for a review). The
brain areas influenced by orienting will be those that
would normally be used to process the target. For exam-
ple, in the visual system, orienting can influence sites of
processing in the primary visual cortex or in a variety of
extrastriate visual areas where the computations related
to the target are performed. Orienting to target motion
influences area MT (V5) while orienting to target color
influences area V4. This principle of activation of brain
areas also extends to higher-level visual input. For
example, attention to faces modifies activity in the
face-sensitive area of the fusiform gyrus. The finding
that attention canmodify activity in primary visual areas
has been of particular importance because this brain area
has been more extensively studied than any other. When
multiple targets are presented, they tend to suppress the
normal level of activity that theywould have produced if
presented in isolation. One important role of orienting to
a particular location is to provide a relative enhancement
of the target at that location in comparison with other
items presented in the visual field.

22.3 BRAIN CHANGES IN HUMAN
DEVELOPMENT

Much of this handbook reviews the developmental
brain changes that have been traced in nonhuman
animals. They include material on migration of cells
into cortical areas and the changes that take place in
synaptic density and myelination with age. Also well
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documented in this volume is the role of experience in
helping to sculpt gray and white matter development.
This chapter deals with efforts to trace changes in devel-
opment in resting connectivity and in brain activation
during cognitive tasks in humans using fMRI.

An important finding was that even at rest, there is a
common set of brain areas that appear to be active to-
gether (default state). While evidence for connection be-
tween brain areas related to attention is found even in
infancy (Gao et al., 2009), studies suggest that the con-
nectivity between these areas changes over the course
of development. Figure 22.2 illustrates two sets of
attention-related brain networks that are active at rest:
they are a network of frontoparietal brain areas (related
to orienting) and a cingulo-opercular (related to execu-
tive attention) network. The frontoparietal network
(see top left panel of Figure 22.2) in adults is involved
in short-term control operations common when orient-
ing to sensory signals. The cinguloparietal network
(see top right panel of Figure 22.2) is involved in longer,
more strategic control that fits well with an executive
system (Dosenbach et al., 2007).

Connections change over the life span. The bottom
panels of Figure 22.2 show that adults (left panel) have
separate networks related to orienting and executive at-
tention, while these are more integrated in children.
Children at age 9 years show many shorter connections.

Adults show more segregation of the two networks and
longer connections (Dosenbach et al., 2007; Fair et al.,
2007, 2008). Because resting connectivity analysis re-
quires no task, it has been studied during infancy (Gao
et al., 2009). During the first year of life, the anterior cin-
gulate shows little or no connectivity to other areas. After
the first year, infants begin the slow process of develop-
ing the long-range connectivity that is typical of adults.

Some of the same brain areas found active during rest
change when the person is given a task. For example,
while the organization of anatomical areas in alerting
and orienting is not fully known, some promising begin-
nings have taken place (see Posner, 2008, for a review). In
alerting, the source of attention appears to be the locus
coeruleus (lc). Cells in the lc have two modes of proces-
sing. One mode is sustained and is perhaps related to
the tonic level of alertness over long time intervals.
This function is known to involve the right cerebral
hemisphere more strongly than the left. Alertness is
influenced by sensory events and by the diurnal rhythm.
However, its voluntary maintenance during task perfor-
mance may be orchestrated from the anterior cingulate.
More phasic shifts of alerting can result from presenting
any environmental signal. However, if the signal is likely
to warn of an impending target, this shift results in a
characteristic suppression of the intrinsic brain rhythms
(e.g., alpha) within a few tens of milliseconds and a
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strong negative wave (CNV) recorded from surface elec-
trodes that moves from a frontal generator toward the
sensory areas of the hemisphere opposite the expected
target.

Another aspect of attention, especially prominent in
the transition between infancy and early childhood, is
self-regulation. Effortful and voluntary control is central
to a broad range of abilities in executive functioning,
such as error detection, planning, memory, and problem
solving. There is evidence that effortful control (EC) is
linked to the executive attention network (see triangles
in Figure 22.1).

It has been possible to show that infants carry out at
least one of the important functions related to the ante-
rior cingulate, the recognition of error. In one study,
7-month-old infants were found to look longer at errone-
ous rather than correct events (Wynn, 1992). Error events
appear to cause a scalp negative electrical potential over
a set of electrodes that have been localized in the anterior
cingulate (Berger et al., 2006; Dehaene et al., 1994). How-
ever, the typical regulation of behavior found in adults,
that is, to slow down following an error, does not seem to
emerge until about the age of 3 years (Jones et al., 2003).
Together, the connectivity and task data fit well with the
idea that infants can process information and use execu-
tive attention to a limited degree, but they are unable to
show regulation of their behavior by this network.

22.4 BEHAVIORAL DEVELOPMENT
IN INFANCY

Attention in infancy is less developed than it is later in
life, and the functions of alerting, orienting, and, partic-
ularly, executive control are less independent during in-
fancy. Alerting and orienting are examined first, and
then, executive attention in relation to self-regulation is
considered. The measurement of these variables must
be different in infancy than later when voluntary re-
sponses can be directed by the experimenter. Efforts
have been made to design tasks that can be performed
by infants that tap the same networks of brain areas
shown in Figure 22.1.

22.4.1 Alerting and Orienting

The early life of the infant is concerned with changes
in state. Sleep dominates at birth, and the waking state is
relatively rare at first. The newborn infant spends nearly
three-quarters of the time sleeping at birth (Colombo and
Horowitz, 1987). Many of the changes in the alert state
depend on external input. Arousal of the central nervous
system involves input from brain stem systems that
modulate activation of the cortex. As in adults, primary

among these is the lc, which is the source of the brain’s
norepinephrine. It has been demonstrated that the influ-
ence of warning signals operates via this brain system,
since drugs that block it also prevent the changes in
the alert state that lead to improved performance after
a warning signal has been provided (Marrocco and
Davidson, 1998). It is likely that the endogenous changes
during waking that take place without external input
also involve this system.

There is a dramatic change in the percentage of time in
the waking state over the first 3 months of life. By the
12th postnatal week, the infant has become capable of
maintaining the alert state during much of the daytime.
This ability still depends heavily on external stimulation,
much of it provided by the caregiver.

Much of the response to external stimuli involves
orienting toward a stimulus. Newborns show head
and eye movements toward novel stimuli. Eye move-
ments are preferentially directed toward moving stimuli
and have been shown to involve properties of the stim-
ulus, for example, howmuch they resemble human faces
(Johnson and Morton, 1991). It has also been demon-
strated that newborns can make imitative responses.
When shown, for example, a face with a protruding ton-
gue, they respond with a similar movement (Meltzoff
andMoore, 1977). However, the reliability and complex-
ity of these responses to sensory input change dramati-
cally over the first months of life.

Themost frequent method of studying orienting in in-
fancy involves tracking of saccadic eye movements. As
in adults, there is a close relation, but not identity, be-
tween the direction of gaze and the infants’ attention.
The attention system can be driven by external input
from birth (Richards and Hunter, 1998); however, the
system continues to improve in precision over many
years. Infant eyemovements often fall short of the target,
and peripheral targets are often foveated by a series of
head and eye movements. Although not as easy to track,
the covert system likely follows a similar trajectory.
Studies that have attempted to examine the covert sys-
tem by the use of brief cues that do not produce an
eye movement, followed by targets that do, show that
the speed of the eye movement to the target is enhanced
by the cue and this enhancement improves over the first
year of life (Butcher, 2000). In more complex situations,
for example, when there are competing targets, the im-
provement may continue for longer periods.

Orienting to sensory input is a major mechanism for
regulating distress. Infants often have a hard time disen-
gaging from high spatial frequency targets and may be-
come distressed before they are able to move away from
the target. Caregivers provide a hint of how attention is
used to regulate the state of the infant when they attempt
to distract the infants by bringing their attention to other
stimuli. As infants orient, they are often quieted, and
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their distress appears to diminish. In one study, 3- to
6-month-old infants were first shown a sound and light
display; about 50% of the infants became distressed by
the stimulation, but then they strongly oriented to inter-
esting visual and auditory soothing events when these
were presented (Harman et al., 1997). While the children
oriented, facial and vocal signs of distress disappeared.
However, as soon as the orienting stopped, for example,
when the object was removed, the infants’ distress
returned to almost the same levels as before the presen-
tation of the soothing object. An internal system, which
was termed the distress keeper, and which the authors be-
lieve involves the amygdala, appears to hold a computa-
tion of the initial level of distress so that it returns if the
infant’s orientation to the novel event is lost. Interest-
ingly, infants were quieted by distraction for as long as
1 min, without changing the eventual level of distress
reached once the orienting ended (Harman et al., 1997).

For newborn infants, the control of orienting is ini-
tially largely in the hands of caregiver presentations.
By 4 months, however, infants have gained considerable
control over disengaging their gaze from one visual loca-
tion and moving it to another, and greater orienting skill
in the laboratory is associatedwith lower temperamental
negative emotion and greater soothability as reported by
parents (Johnson et al., 1991). Late infancy is the time
when self-regulation develops. Increasingly, infants
are able to gain control of their emotions and other be-
haviors. This transitionmarks the development of the ex-
ecutive attention system.

22.4.2 Executive Attention in Infancy

It is difficult to assess executive attention in infants be-
cause, as outlined earlier, caregivers provide most of the
regulation of infant behavior. Effortful control (EC) is a
high-level factor from parental reports on children’s
temperament (Rothbart and Rueda, 2005). This factor
is defined as the ability to withhold a dominant response
to carry out a nondominant one. Parents observing their
children’s behavior in particular daily-life situations
(e.g., putting away toys on command) can readily re-
spond to questions that relate to this factor. This can
be done for children about 2 years of age and older.
Below this age, temperament questionnaires (Rothbart
et al., 1994) are confined to factors such as orienting
and positive and negative affect. Older children receive
scores on EC. Moreover, children older than 2 years can
be scored on tasks that involve voluntary responding,
such as pressing keys to visual input.

As mentioned earlier, there is evidence of the pres-
ence of the executive attention network at about
7 months for the detection of error. Later in the first year
of life, there is evidence of further development of

executive attention. One example is Diamond’s work
using the ‘A not B’ task and the reaching task. These
two marker tasks involve inhibition of an action that is
strongly elicited by the situation. In the ‘A not B’ task,
the experimenter shifts the location of a hidden object
from location A to location B after the infant’s retrieving
from location A had been reinforced as correct in the pre-
vious trials (Diamond, 1991). In the reaching task, visual
information about the correct route to a toy is put in con-
flict with the cues that normally guide reaching. A toy is
placed under a transparent box. The opening of the box
is on the side (it can be the front side, the back side, etc.),
and the infant can reach it only if the tendency to reach
directly along the line of sight through the transparent
top of the box is inhibited. Important changes in perfor-
mance on these tasks are observed from 6 to 12 months.
Comparison of performance between monkeys with
brain lesions and human infants on the same marker
tasks suggests that the tasks are sensitive to the develop-
ment of the prefrontal cortex, and maturation of this
brain area seems to be critical for the development of this
form of inhibition.

Another task that reflects the executive system in-
volves anticipatory looking in a visual sequence task
(Clohessy et al., 2001; Haith et al., 1988). In the visual se-
quence task, stimuli are presented to the infant in a fixed
and predictable sequence of locations. The infant’s eyes
are drawn reflexively to the stimuli because they are
designed to be attractive and interesting. After a few tri-
als, some infants will begin to anticipate the location of
the next target by correctlymoving their eyes in anticipa-
tion of the target. It has been shown that anticipatory
looking occurs with infants as young as 3.5–4 months
(Clohessy et al., 2001; Haith et al., 1988). Learning more
complex sequences of stimuli, such as sequences in
which a location is followed by one or two or more dif-
ferent locations, the particular location depending on the
location of the previous stimulus within the sequence
(e.g., 121312. . .), requires the monitoring of context
and, in adult studies, has been shown to depend on
the lateral prefrontal cortex (Keele et al., 2003). It was
found that infants of 4 months do not learn to go to
locations where there is conflict as to which location
is the correct one. The ability to respond when such
conflict occurs is not present until about 18–24 months
of age (Clohessy et al., 2001). At 3 years, the ability to
respond correctly when there is conflict in the sequen-
tial looking task correlates with the ability to resolve
conflict in a spatial conflict task (SCT) (Rothbart et al.,
2003). These findings support the slow development
of the executive attention network during the first
and second years of life.

The visual sequence task is related to other features
that reflect control. One of these is the cautious reach
toward novel toys. Rothbart and colleagues found that
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the slow cautious reach of infants at 10 months pre-
dicted higher levels of EC as measured by parent
report at 7 years of age (Rothbart et al., 2001). Infants
of 7 months who show higher levels of correct antici-
patory looking in the visual sequence task also show
longer inspection times before reaching toward novel
objects and slower reaching toward the objects (Sheese
et al., 2008). This suggests that successful anticipatory
looking at 7 months is one feature of self-regulation.
In addition, infants with higher levels of correct antici-
patory looking also showed evidence of higher levels
of emotionality in a distressing task and more evidence
of efforts to self-regulate their emotional reactions. Even
at 7 months, the executive attention system is showing
some properties of self-regulation, even though it is not
yet sufficiently developed to resolve conflict in the visual
sequence task (Clohessy et al., 2001) or the task of reach-
ing away from the line of sight in the transparent box
task (Diamond, 1991).

An important question about early development of
executive attention is its relationship to the orienting net-
work (Figure 22.1). Recall that the orienting network de-
velops very early and has a critical role in regulation of
emotion by the caregiver as early as 4months. It was also
found that orienting as measured from the Infant Behav-
ior Questionnaire at 7 months was not correlated with
EC as measured in the same infants aged 2 years
(Sheese et al., 2009). However, orienting did show some
early regulation of emotional responding in the infants.
Orienting was positively related to positive affect and
negatively related to negative affect. It was expected that
orienting would be positively related to positive affect
because previous work had shown that the duration of
orienting as reported by caregivers was longer for chil-
drenwho smiled and laughedmore. It was also expected
that orienting would be negatively related to negative af-
fect during infancy, given its use as a tool for soothing
infants (Harman et al., 1997). It was also found that when
the same infants were run in a conflict task (child Atten-
tion Network Test (ANT), see Section 22.5.1) at age
4 years, the regulatory functions found at 7 months were
correlated more with the orienting network than with
the executive network (Posner et al., 2012). As it was also
found in parent reports that at the age of 2 years, the
orienting network was related to control of emotion as
mentioned earlier, it was concluded that in infancy
and very early childhood, control is exercised by the
orienting network, and only later as it becomes more
connected does the executive network exert the major
control.

By 2 years of age, parents can give reports that lead to
a measure of EC. Two-year-old children, however, did
not show the usual pattern of negative relationships be-
tween EC and negative affect that has been repeatedly
found at other ages (Rothbart and Rueda, 2005). This

was unexpected, and it is possible that toddlers may
be at a transition stage between emotional control by
orienting and control by executive attention.

Colombo (2001) presented a summary of attentional
functions in infancy, which included alertness, spatial
orienting, object-oriented attention, and endogenous at-
tention. This division is similar to the network approach
but divides orienting into space and features and in-
cludes the functions of interstimulus shifts and sus-
tained attention as part of endogenous attention. The
researcher argues that alerting reaches the mature state
at about 4 months, orienting by 6–7 months, and endog-
enous attention by 4–5 years. This schedule is similar to
the order of development described earlier, but as dis-
cussed in the next major section, all these functions con-
tinue to develop during childhood. The genetic findings
discussed below are new since the Colombo summary
and add additional substance to the distinctions between
functions and their integration in the achievement of
self-regulation.

22.4.3 Summary

The findings to date suggest that orienting plays some
of the regulatory roles in early infancy that are later exer-
cised by the executive network. This fits with the more
integrated networks shown in childhood at the bottom
of Figure 22.2. Parenting may play an important role
in the development of the executive attention network,
perhaps partly through the presentation of novel objects
that have been shown to activate the executive network
in adults (Shulman et al., 2009). Further evidence for the
role of parenting is presented in Section 22.6.

22.5 ATTENTIONAL NETWORKS AND
CHILD DEVELOPMENT

22.5.1 Alerting Network

As discussed earlier, the state of alertness can be eli-
cited by external stimulation, but it also varies in a reg-
ular rhythm over the course of the day and can be
attained in a voluntary endogenously generated way.
Young infants are able to attain the alert state when eli-
cited by external stimulation, and they show a progres-
sive increase in the frequency and duration of alert
periods during the first year of life, whereas the ability
to voluntarily deploy attention seems to emerge later
and shows a steadier developmental course during
childhood (Colombo, 2001).

Preparation from warning cues (phasic alertness) can
bemeasured by comparing the speed and accuracy of re-
sponse to stimulation with and without warning signals
(Posner, 2008). Presentation of warning cues prior to
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targets allows the individual to get ready to respond by
increasing the state of alertness. This commonly results
in increased response speed, although it may also cause
declines in the accuracy of the response, particularly at
short intervals between the warning cue and target
(Posner, 1978).

The difficulty of using reaction time (RT) tasks with
very young childrenmakes studying developmental dif-
ferences in preparation from alerting cues more chal-
lenging; yet several studies have examined
developmental changes in phasic alertness between pre-
schoolers, older children, and adults. In the authors’
work, the ANT has been used to examine the efficiency
of the three brain networks underlying attention: alert-
ing, orienting, and executive attention (Fan et al.,
2002). The task requires the person to press one key if
the central arrow points to the left and another if it points
to the right. Conflict is introduced by having flankers
surrounding the target point in either the same (congru-
ent) or the opposite (incongruent) direction as the target.
Cues presented prior to the target provide information
on where or when the target will occur. RTs for the sep-
arate conditions are subtracted, providing three mea-
sures that represent the efficiency of the individual in
alerting, orienting, and executive networks. The child
ANT is the same as described previously, but instead
of arrows, fish are used and the child presses the key
to feed or catch the central fish. Using the child ANT,
Mezzacappa (2004) observed a trend to larger alerting
scores (difference between RT in trials with and without
warning cues) with age in a sample of 5- to 7-year-old
children. Increasing age was associated with larger re-
ductions in RT in response to warning cues. Older chil-
dren also showed lower rates of omissions overall,
indicating greater ability to remain vigilant during the
task period. Young children (aged 5 years) also appear
to need more time than older children (aged 8 years)
and adults to get full benefit from a warning cue, and
they also seem to be less able to sustain the optimal level
of alertness over time (Morrison, 1982). The difficulty of
maintaining the alert state without a cue is also observed
in older children (aged 10 years) when compared to
adults (Rueda et al., 2004a), suggesting that tonic or sus-
tained attention continues to develop through late
childhood.

Sustained attention is frequently measured by exam-
ining variations in performance on a task over a rela-
tively extended period, as in the so-called Continuous
Performance Tasks (CPT). Variations in the level of alert-
ness can be observed by examining the percentage of
correct and/or omitted responses to targets or through
indexes of perceptual sensitivity (d0) over time. With
young children, the percentage of individuals able to
complete the task can also indicate maturational differ-
ences in the ability to sustain attention. In a study

conducted with preschoolers, only 30–50% of those aged
3–4 years were able to complete the task, whereas the
percentages rose to 70% for those aged 4–4½ years and
close to 100% for those older than 4½ years (Levy,
1980). Even though the largest development of vigilance
seems to occur during the preschool period, children
continue to show larger declines in performance in
CPT over time than adults through middle and late
childhood, especially under more difficult task condi-
tions, reaching the adult level by approximately 13 years
of age (Curtindale et al., 2007; Lin et al., 1999).

Developmental changes in alertness during child-
hood and early adolescence appear to relate to continu-
ous maturation of frontal systems during this period.
One way to examine brain mechanisms underlying
changes in alertness is by registering patterns of brain-
generated electrical activation through electrodes placed
on the scalp while warning cues are processed. Typi-
cally, several hundred milliseconds after a cue predict-
ing the upcoming occurrence of a target stimulus is
presented, a negative variation of brain activity is
generated up until the target appears (Walter, 1964).
This electrophysiological index is called the CNV, and
it appears to be related to a source of activation in the
right ventral and medial frontal (ACC) brain areas
(Segalowitz and Davies, 2004). The CNV is related to
performance on various measures of intelligence and
executive functions as well as to the functional capacity
of the frontal cortex (Segalowitz et al., 1992). The CNV
and other slow waves have been related to changes in
activation as studied by fMRI (Raichle, 2009). Various
studies have shown that the amplitude of the CNV
increases with age, especially during middle childhood.
For instance, Jonkman found that the CNV amplitude is
significantly smaller in 6- to 7-year-old children than
in adults, but no differences were observed between
9- and 10-year-old children and adults (Jonkman, 2006).
The difference in CNV amplitude between children and
adults seems to also be restricted to early components
of the CNV observed over the right frontocentral chan-
nels (Jonkman et al., 2003), suggesting a role of matura-
tion of the frontal alerting network.

22.5.2 Orienting Network

Infants are able to orient attention to external stimula-
tion from early in their life. Nonetheless, aspects of the
attention system that increase precision and voluntary
control of orienting continue developing throughout
childhood and adolescence. Most infant studies examine
overt forms of orienting. By the time children are able to
follow instructions and respond to stimulation by press-
ing keys, both overt and covert orienting can be mea-
sured with this method. The cuing task has been
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widely used to study the development of visual orient-
ing over the life span. In this task, a cue is displayed prior
to the presentation of a target to which a response, usu-
ally a key press, is required. The cue is aimed to induce
orientation of attention to a particular location. Then, the
target may appear at the cued location or at an uncued
one. When the target appears at the cued location, ben-
efits of orienting attention to that location in the RT
and the accuracy of response to the target can be mea-
sured. When the cue is presented at a location different
from that of the target, a decrease in RT is observed that
is thought to be due to operations of disengagement of
attention from the cued location and reorientation to
the location occupied by the target. Imaging research
and studies on patients have provided information on
the brain anatomy related to each of these orienting op-
erations (Posner and Fan, 2008). For example, endoge-
nous (voluntary) orientation of attention is associated
with structures of the superior parietal lobe and the fron-
tal eye fields, whereas exogenous (automatic) orienting
seems to be the function of a network comprised by
the temporoparietal junction and ventral frontal cortex,
largely lateralized to the right hemisphere (Corbetta
and Shulman, 2002). Activation of these cortical areas
is required for disengaging from the current focus of at-
tention. Moving attention from one location to another
involves the superior colliculus, whereas engaging at-
tention requires thalamic areas such as the pulvinar
nucleus.

Mostly using a cuing paradigm, several studies have
examined the development of orienting during child-
hood. Despite a progressive increase in orienting speed
to valid cues during childhood (Schul et al., 2003), data
generally show no age differences in the orienting
benefit effect among young children (5–6 years of age),
older children (aged 8–10 years), and adults (Enns
and Brodeur, 1989), regardless of whether the effect
is measured in covert or overt orienting conditions
(Wainwright and Bryson, 2002). However, there seems
to be an age-related decrease in the orienting cost
(Enns and Brodeur, 1989; Schul et al., 2003;
Wainwright and Bryson, 2002). In addition, the effect
of age when disengaging and reorienting to an uncued
location appears to be larger under endogenous orient-
ing conditions (e.g., longer intervals between cue and
target) (Schul et al., 2003; Wainwright and Bryson,
2005). This suggests that mostly aspects of orienting re-
lated to the control of disengagement and voluntary ori-
entation, which depend on cortical regions of the parietal
and temporal lobes, improve with age during childhood.
In a study in which endogenous orienting was examined
in children aged 6–14 years and in adults, all groups but
the youngest children showed larger orienting effects,
calculated as the difference in RT to targets appearing
at cued and uncued locations, with longer cue–target

intervals (Wainwright and Bryson, 2005). This indicates
that young children seem to have problems endoge-
nously adjusting the scope of their attentional focus. This
idea was also suggested by Enns and Girgus (1985), who
found that attentional focusing as well as the ability to
effectively divide or switch attention between stimuli
improves with age, between ages 5, 8, and 10 years
and adulthood.

22.5.3 Executive Attention Network

Self-regulation of cognition and action can be mea-
sured in the laboratory by registering responses to tasks
that involve conflict. Common conflict tasks such as the
classic Stroop task require the participant to avoid pay-
ing attention to aspects of the stimulation (e.g., the word
WHITE) that may be dominant (i.e., semantic informa-
tion contained in the word) while responding to nondo-
minant features (i.e., the color in which the word is
written). From 2 years of age and older, children are able
to perform simple conflict tasks in which their RT can be
measured. The SCT (Gerardi-Caulton, 2000) induces
conflict between the identity and the location of an ob-
ject. In this task, pictures of the houses of two animals
(e.g., a duck and a cat) are presented at the bottom left
and bottom right sides of the screen; then one of the
two animals appears either on the left or right side of
the screen in each trial and the child is required to
show the animal what its house is by touching it. Loca-
tion is the dominant aspect of the stimulus, although
instructions require responding according to its identity.
Thus, conflict trials in which the animal appears on the
side of the screen opposite to its house usually result
in slower responses and larger error rates than noncon-
flict (when the animal appears on the same side as its
house) trials. Between 2 and 4 years of age, children
progressed from an almost complete inability to carry
out the task to a relatively good performance. Although
2-year-old children tended to perseverate on a single
response, 3-year-old children performed at high accu-
racy levels, although, like adults, they responded more
slowly and with reduced accuracy to conflict trials
(Gerardi-Caulton, 2000; Rothbart et al., 2003).

The detection and correction of errors is another form
of action monitoring. While performing the SCT, 30- and
36-month-old children showed longer RTs following er-
roneous trials than those following correct ones, indicat-
ing that children were noticing their errors and using
them to guide their performance on the next trial. How-
ever, no evidence of slowing following an error was
found at 24 months of age (Rothbart et al., 2003). A sim-
ilar result with a different time frame was found when
using a version of the Simple Simon game. In this task,
children are asked to execute a response when a
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command is given by a stuffed animal, while inhibiting
responses that are commanded by a second animal
(Jones et al., 2003). Children of age 36–38 months were
unable to inhibit their response and showed no slowing
following an error, but at 39–41 months of age, children
showed both an ability to inhibit action and a slowing of
RT following an error. These results suggest that be-
tween 30 and 39 months, children greatly develop their
ability to detect and correct erroneous responses and that
this ability may be related to the development of inhib-
itory control.

The development of executive attention has also been
traced into the primary school period (Rueda et al.,
2004a) using the child version of the Attention Networks
Test (ANT). Overall, children’s RTs were much longer
than those of adults, but considerable development in
the speed of resolving conflict from age 4 to about 7 years
was observed. However, the ability to resolve conflict on
the flanker task, as measured by increases in RT and per-
centage of errors produced by the presence of incompat-
ible compared to compatible flankers, remained about the
same from age 7 years to adulthood. Nonetheless, studies
in which the difficulty of the conflict task is increased by
other demands, such as switching rules or holding more
information in working memory, have shown further de-
velopment of conflict resolution between late childhood
and adulthood (Davidson et al., 2006).

To study the brain mechanisms that underlie the de-
velopment of executive attention, some developmental
studies have been carried out using event-related poten-
tials (ERPs) and conflict tasks. In one of these studies, a
flanker task was used to compare conflict resolution in
three groups of children aged 5–6, 7–9, and 10–12 years,
and a group of adults (Ridderinkhof and van der Molen,
1995). In this study, developmental differences were ex-
amined in two ERP components, one related to response
preparation (lateralized readiness potential (LRP)) and
the other related to stimulus evaluation (P3). The authors
found differences between children and adults in the la-
tency of the LRP peak, but not in that of the P3 peak, sug-
gesting that developmental differences in the ability to
resist interference are mainly related to response compe-
tition and inhibition, but not to stimulus evaluation.

Brain responses to errors are also informative of the
function of the executive attention system. The error-
related negativity (ERN) is a potential with a frontocen-
tral scalp distribution that appears some time (usually
between 60 and 120 ms) after an error response
(Gehring et al., 1993) and is thought to be generated by
the ACC (van Veen and Carter, 2002). The amplitude
of the ERN seems to reflect detection of an error as well
as salience of the error for a particular individual in
the context of the task, and it is therefore subject to indi-
vidual differences in affective style or motivation.
Generally, larger ERN amplitudes are associated with

greater engagement in the task and/or greater efficiency
of the error detection system (Santesso et al., 2005;
Tucker et al., 1999). Developmentally, the amplitude of
the ERN shows a progressive increase during childhood
into late adolescence (Segalowitz andDavies, 2004), with
younger children (aged 7–8 years) less likely to show the
ERN to errors than older children and adults. This is
likely to reflect the progressive maturation of the brain
system for action monitoring and regulation.

Another evoked potential, the N2, has been related to
situations that require executive control (Koop et al.,
1996) and has been directly associated with activation
coming from the ACC (van Veen and Carter, 2002). An
ERP study was conducted in which the fish flanker task
of the child ANTwas used on 4-year-old children and on
adults (Rueda et al., 2004b). Adults showed larger N2 for
incongruent trials than for congruent trials over the mid-
frontal leads. Four-year-old children also showed a
larger negative deflection for the incongruent condition
at the midfrontal electrodes that, compared to adults,
had greater amplitude and was extended over a longer
period. While the frontal effect was evident in adults
at around 300 ms post target, children did not show
any effect until approximately 550 ms after the target.
In addition, the effect was sustained over a period of
500 ms before the children’s responses, in contrast with
only 50 ms in the case of adults. Another important dif-
ference between 4-year-old children and adults was the
distribution of effects over the scalp. In adults, the frontal
effects appear to be focalized on the midline, whereas in
children, the effects were observed mostly at prefrontal
sites and in a broader number of channels, including the
midline and lateral areas.

The focalization of signals in adults as compared to
children is consistent with neuroimaging studies con-
ducted with older children in which children appeared
to activate the same network of areas as adults when per-
forming similar tasks, but the average volume of activa-
tion appeared to be remarkably greater in children than
in adults (Casey et al., 2002; Durston et al., 2002).
Altogether, these data suggest that the brain circuitry
underlying executive functions becomes more focal
and refined as it gains in efficiency. This maturational
process not only involves greater anatomical specializa-
tion but also reduces the time these systems need to
resolve each of the processes implicated in the task. This
is consistent with the recent findings that the network of
brain areas involved in attentional control shows
increased segregation of short-range connections but
ncreased integration of long-range connections with
maturation (Fair et al., 2007). Segregation of short-range
connectivity may be responsible for greater local special-
ization, whereas integration of long-range connectivity
likely increases efficiency by improving coordinated
responses between different processing modules.
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22.5.4 Summary

The attention network shows substantial develop-
ment during childhood. Rates of development appear
to differ among the three networks, with alerting show-
ing a very slow developmental time course. While the
ANT shows most of the development in the executive
network to occur before the age of 7 years, the connectiv-
ity data (Figure 22.2) indicate increased segregation be-
tween orienting and executive networks beyond the
age of 9 years.

22.6 GENES AND EXPERIENCE BUILD
NETWORKS

The finding that common brain networks are in-
volved in self-regulation provides an important ap-
proach to evolution by looking at commonalities and
differences in nonhuman organisms. Another approach
of equal importance involves an examination of individ-
ual differences in the efficiency of this network. Such dif-
ferences could rest in part on the genetic variation
known to exist among individuals and in part on differ-
ences in cultural or individual experiences. The study
of temperament examines individual differences in reac-
tivity and self-regulation that are biologically based
(Rothbart and Bates, 2006). One of themost important in-
dividual differences has been called ‘effortful control.’
It is a higher order factor consisting of a number of sub-
scales measuring attentional and behavioral control.

22.6.1 Effortful Control

EC is derived from parents and self-reports of behav-
ior in dimensions such as inhibitory control, attentional
control, and low-intensity pleasure.

22.6.2 Attention Network Test

The ANT was used in a sample of 40 normal adults
(Fan et al., 2002) where each of these measures was
found to be reliable over repeated presentations. In addi-
tion, no correlation was found among the measures. An
analysis of RTs in this task showed large main effects for
cue type and target type. There were only two small in-
teractions indicating some lack of independence among
the cue conditions. One of these interactions was found
when a cue directed orienting to the correct target loca-
tion and the influence of the surrounding flankers was
reduced. In addition, omitting a cue, which produces rel-
atively long RTs, also reduced the size of the flanker in-
terference. Presumably, this is because some of conflict is
resolved in parallel with alerting.

Subsequent work has confirmed the relative indepen-
dence among networks, while showing that they can in-
teract when conditions are made more difficult or
otherwise changed (Fan et al., 2009). A study using fMRI
showed that the anatomy of these three networkswas for
the most part independent (Fan et al., 2005). In addition,
each of the networks has a dominant neuromodulator
arising from the subcortical brain areas. The alerting net-
work is modulated by norepinephrine produced in the
lc; the orienting network, by acetylcholine from the basal
forebrain; and the executive network, by dopamine from
the ventral tegmental area (Posner and Fan, 2008).

Scores on the conflict network of the ANT have been
shown to correlate with the temperament factor of EC at
several ages during childhood. Gerardi-Caulton (2000)
carried out some of the first research linking EC to un-
derlying brain networks of executive attention using
spatial conflict as a laboratory marker task. Similar find-
ings linking parent-reported EC to performance on lab-
oratory attention tasks have been shown for 24-, 30-, and
36-month-old children (Rothbart et al., 2003); 3- and
5-year-old children (Chang and Burns, 2005); and
7-year-old children (Gonzalez et al., 2001). Some adult
studies have also found a correlation between conflict
resolution ability and EC (Kanske, 2008), and some
disorders involve both executive attention (Fernandez-
Duque and Black, 2006) and EC.

22.6.3 Daily Life

The correlation between conflict scores in this simple
and easily administered cognitive task and parental re-
ports of EC forms the basis for the association between
self-regulation and executive attention.

As discussed, ANT executive attention scores and EC
have been related to many aspects of child development.
EC is related to the empathy that children show toward
others, their ability to delay an action, and their ability to
avoid behaviors such as lying or cheating when given
the opportunity (Posner and Rothbart, 2007b; Rothbart
and Rueda, 2005). High levels of EC and the ability to re-
solve conflict are related to fewer antisocial behaviors
such as truancy in adolescents (Ellis et al., 2004). These
findings have convinced the authors that self-regulation,
a psychological function crucial for child socialization,
can also be studied in terms of specific anatomical areas
and their connections.

The common nature of brain networks such as those
in Figure 22.1 argues strongly for the role of genes in
their construction. This has led cognitive neuroscience
to incorporate data into the growing field of human ge-
netics (Green et al., 2008; Posner et al., 2007). Onemethod
for doing this relates individual variations in genes (ge-
netic alleles) to aspects of human behavior. Brain activity
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can serve as an intermediate level for relating genes to
behavior. As one example, the ANT has been used to
examine individual differences in the efficiency of exec-
utive attention. Strong heritability of the executive net-
work (Fan et al., 2002) supported the search for genes
related to individual differences in network efficiency.

22.6.4 Neuromodulators

The association of the executive network with the
neuromodulator dopamine provides a way of searching
for candidate genes that might relate to the efficiency of
the network (Fossella et al., 2002; Posner and Fan, 2008).
For example, several studies using conflict-related tasks
have found that alleles of the catechol-O-methyl transferase
(COMT) gene were related to the ability to resolve con-
flict (Blasi et al., 2005; Diamond et al., 2004). A number of
other dopamine genes have also been found to be related
to this form of attention, and research has suggested that
genes related to serotonin transmission also influence
executive attention (see Posner et al., 2007, for a sum-
mary). It has also been possible to show in brain imaging
studies that some of these genetic differences are related
to the degree to which the anterior cingulate is activated
during task performance (Fan et al., 2003). In the future,
it may be possible to relate genes to specific nodeswithin
neural networks, allowing a much more detailed under-
standing of the origins of brain networks underlying
attention.

22.6.5 Longitudinal Study

One goal of our longitudinal study was to see if the
genes that were shown to influence attention in adults
(Posner et al., 2007) would have specific roles in the de-
velopment of self-regulation during infancy and child-
hood. The study began when the infants were 7
months old. The children were retested and genotyped
at age 2 years and were tested a final time at age 4 years
when they are able perform the ANT as a measure of ex-
ecutive attention.

Rothbart and Derryberry (1981) proposed a distinc-
tion between reactive and self-regulatory aspects of child
temperament. They argued that early in life, negative af-
fect, particularly fear and orienting of attention, served
as regulatory mechanisms that were supplemented by
parental regulation. Rothbart and Bates (2006) argued
for developmental changes in which EC arose at about
3–4 years when parents could first report on their chil-
dren’s self-regulatory ability.

The longitudinal study has not only confirmed but
also revised and extended this analysis. A negative cor-
relation was found at 7 months between parental reports
of infant orienting of attention and negative affect.

Orienting also correlates positively with reports of pos-
itive affect. By 2 years, orienting is no longer related to
affect, but EC showsmodest nonsignificant negative cor-
relations with both positive and negative affect. There is
substantial evidence that for children, adolescents, and
adults, EC shows a negative correlationwith negative af-
fect in Western countries, although Ahadi et al. (1993)
found that in China, EC was negatively correlated with
positive affect in children. They argued that culture
shaped the direction of the interaction between EC and
emotion.

As discussed previously, the results of the longitudi-
nal study suggest that early in life, orienting serves as a
regulatory system, and it both reduces negative affect
(Harman et al., 1997) and increases positive affect. In this
view, both orienting and executive networks serve par-
allel regulatory functions during infancy. Later on, exec-
utive attention appears to dominate in regulating
emotions and thoughts, but orienting still serves as a
control system. This parallel use of the two networks fits
with the findings of Dosenbach et al. (2007) showing that
in adults their frontoparietal network controls behavior
at short time intervals while their cinguloopercular net-
work exercises strategic control over long intervals.
These changes in regulation during early childhood
served as a framework to examine continuities and dis-
continuities in the influence of genetic variations.

22.6.5.1 CHRNA4

The nicotinic cholinergic receptor modulates the re-
lease of dopamine in the mesolimbic system. Polymor-
phisms in the CHRNA4 gene have been associated
with nicotine dependence in humans and with cognitive
performance (Rigbi et al., 2008). The CHRNA4 C1545T
polymorphism (rs1044396) has been associated with
variation in performance of shifts of attention during
visual search (Parasuraman et al., 2005) and in brain activ-
ity when performing visual attention tasks (Winterer
et al., 2007).

During infancy, the T/T allele of CHRNA4 is related
to a better performance in anticipatory looking, but at
18 months, the C/C homozygotes have the higher scores
on EC (Voelker et al., 2009). The finding that alleles asso-
ciated with higher attention during infancy (as mea-
sured by anticipation) have lower parent-reported EC
at age 2 yearsmay indicate that infants who exercise con-
trol through orienting are slower to transition to control
via the executive network. As the measurement at 18–20
months occurs well before regulation by executive atten-
tion is complete, infants with strong orienting may not
yet have made the transition.

As visuospatial attention requires orienting, the
CHRNA4 polymorphism was expected to influence
orienting in the subjects, and it was thought that it
might also influence higher-order attention. The authors’
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genetic findings provided support for the parallel model
of regulation discussed earlier. At 7 months, CHRNA4 is
related to aspects of anticipatory looking (Sheese et al.,
2008). At about 2 years, the main influence of this gene
appears to be on EC, which depends on executive atten-
tion. In adults, CHRNA4 seems to be related to tasks that
clearly involve the orienting network (Parasuraman
et al., 2005), but these tasks may involve executive atten-
tion as well. These findings support the idea that gene
expression during development may vary as different
brain networks change in importance.

22.6.5.2 Catechol-O-methyl Transferase

COMT plays an important role in dopamine metabo-
lism by modulating extracellular levels of dopamine.
The functional Val/Met polymorphism of COMT has a
measurable effect on COMT enzyme activity, with the
Val allele degrading extracellular dopamine more
quickly than the less enzymatically active Met allele.
TheMet allele has been associated with anxiety and neg-
ative mood states (Drabant et al., 2006), affective disor-
ders (Karayiorgou et al., 1997), and decreased novelty
seeking (Reuter and Hennig, 2005).

A finding from the authors’ current longitudinal
study is that the COMT gene, which has consistently
been shown to be related to executive attention in adults
and older children (Blasi et al., 2005; Diamond et al.,
2004), is also related to aspects of attention in toddlers
(Voelker et al., 2009). It was found that haplotypes of
the COMT gene (Diatchenko et al., 2005) influenced both
anticipatory looking and nesting cup activity at 18–20
months, both tasks thought to be at least partly related
to executive attention. At 7 months, COMT was also re-
lated to positive affect as reported by parents. The find-
ing of a relation of COMT to positive affect together with
the influence of this gene on executive attention at 18–20
months could provide a genetic link between reactive
emotion and emotional regulation during early develop-
ment. However, it is also possible that COMT’s relation
to positive affect in infancy is mediated by regulatory as-
pects of executive attention. Evidence for this is mixed in
the authors’ current study in that positive affect in in-
fancy was unrelated to later EC, but other studies have
shown such a connection (Rothbart and Rueda, 2005).

22.6.5.3 DRD4

The 7-repeat allele of the DRD4 gene has been linked to
attentiondeficit hyperactivity disorder (ADHD) and to the
temperamental dimension of risk taking. Adults and chil-
drenwith the 7-repeat allele have been shown to be higher
in the temperamental quality of risk-taking and at greater
risk for attention deficit disorder than those with fewer re-
peats (Auerbach et al., 1999). In one series of studies
(Auerbach et al., 1999), it was found that the orienting
of 2-month-old infants as rated byparents and as observed

during inspection of toyswas related to the presence of the
7-repeat allele of the dopamine 4 receptor gene. This allele
appears to interact with a gene related to serotonin trans-
mission (5-HTT) to influence orienting.

Evidence that the environment can have a strong
influence in the presence of the 7-repeat alleles has
been reported by other investigators (Bakermans-
Kranenburg and van Ijzendoorn, 2006; van Ijzendoorn
and Bakermans-Kranenburg, 2006). The same group
(Bakersmans-Kranenburg et al., 2008) carried out a par-
enting training intervention and found that the training
decreased externalizing behavior, but only for those chil-
dren with the DRD4 7-repeat allele. This finding is im-
portant because assignment to the training group was
random, ensuring that the result was not due to some-
thing about the parents other than the training.

In the longitudinal study, the authors added an obser-
vation of caregiver–child interaction in which the chil-
dren played with toys in the presence of one of their
parents. Raters observed the caregiver–child interaction
and rated the parents on five dimensions of parental
quality according to a schedule developed by NICHD
(1993): the ratings included support, autonomy, stimula-
tion, lack of hostility, and confidence in the child. Al-
though all the parents were likely concerned and
caring, they did differ in their scores, and the combined
scores were divided at the median into two groups. One
of the groups was considered to show a higher quality of
parenting and the other a lower quality.

A strong interaction was found between genes and
parenting. For children without the 7-repeat polymor-
phism, variations in parenting within the range exam-
ined were unrelated to the children’s scores on
impulsivity and risk taking. For children carrying the
7-repeat gene variant, however, variations in parenting
quality mattered. Children with this allele and high-
quality parenting showed normal levels of risk taking,
but those with lower-quality parenting showed very
high values for risk taking. It seems paradoxical that
the 7-repeat allele associated with developmental psy-
chopathology (ADHD) is also under positive selective
pressure in recent human evolution (Ding et al., 2002).
Why should an allele related to ADHD be positively se-
lected? It is the authors’ view that positive selection of
the 7-repeat allele could well arise from its sensitivity
to environmental influences.

Parenting provides training for children in the values
favored by the culture in which they live. For example,
Rothbart and colleagues (Ahadi et al., 1993) found that
in Western culture, EC appears to regulate negative af-
fect (sadness and anger), while in China (at least in the
1980s), it was found to regulate positive affect (outgoing-
ness and enthusiasm). In recent years, the genetic part of
the nature by nurture interaction has been given a lot of
emphasis, but if genetic variations are selected according
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to the sensitivity they give children to cultural influ-
ences, this could support a greater balance between
genes and environment. Theories of positive selection
in the DRD4 gene have stressed the role of sensation
seeking in human evolution (Wang et al., 2006). The au-
thors’ findings do not contradict this emphasis but sug-
gest an interpretation that could have even wider
significance. It remains to be seen whether the other
300 genes estimated to show positive selection would
also increase an individual’s sensitivity to variations in
rearing environments.

How could variation in genetic alleles lead to en-
hanced influence of cultural factors such as parenting?
The anterior cingulate receives input on both reward
value and pain or punishment, and this information is
clearly important in regulating thoughts and feelings.
Dopamine is the most important neuromodulator in
these ‘reward’ and ‘punishment’ pathways. Thus,
changes in the availability of dopamine could enhance
the influence of signals from parents related to reward
and punishment. Another interaction has been reported
between the serotonin transporter gene and parental so-
cial support on the temperamental dimension of behav-
ioral inhibition or social fear (Fox et al., 2005). To explain
this interaction, Fox et al. (2007) argue that children with
a short form of the serotonin transporter gene who also
have lower social support from parents show enhanced
attention to threat and greater social fear. In the authors’
study of the DRD4, however, attention did not appear to
be the mechanism by which the genetic variation influ-
enced the child’s behavior. In the authors’ study, there
was no influence of the 7-repeat allele on executive atten-
tion; instead, gene and environment interacted to influ-
ence the child’s behavior as observed by the caregiver.
However, an interaction between the DRD4 7-repeat al-
lele and EC as rated by parents did appear at age 4 years
and older (Sheese et al., 2012). This finding lends support
to the idea that control shifts to the executive network
during childhood. The authors also found that the
COMT genotype showed an interaction between
attention and parenting quality, and unlike the DRD4,
it did operate through attention even at age 2 years.
However, in the case of COMT, attention involved antic-
ipatory looking, which is at least partly influenced by
orienting at this age.

Overall, the authors found both continuity and dis-
continuity in the influence of genetic variation in early
childhood. The DRD4 influence on executive attention
emerged only at age 4 years and continued into adult-
hood, while the COMT influence on tasks involving at-
tention shifting was exhibited as early as 2 years. The
CHRNA4 genetic variation was most variable for atten-
tion changes between infancy and adulthood. These var-
iations appear related to the changes in dominant control
networks described in this chapter.

22.6.6 Summary

While a few candidate genes have been related to in-
dividual differences between infants and young chil-
dren, these account for only a small portion of the
differences in temperament and behavior. One reason
for these small effects is that parenting and other forms
of cultural variation interact with genes in determining
behavior. However, it is likely that the genes whose var-
iation is related to individual differences in attention are
also those important in building the common attentional
networks. Combined human and animal studies may
be helpful in further explicating connections between
genes and control networks. See also Chapter 38 and
Rubenstein and Rakic, 2013.

22.7 FUTURE RESEARCH

In this chapter, the authors have examined some of
the tools used in studies of the human brain and mind
during development. These tools may allow for a deeper
understanding of how the developing brain makes pos-
sible the changes in attention and self-regulation that oc-
cur in behavior early in life. Future research should
enable the use of these tools to understand how develop-
mental changes in functional activation and connectivity
relate to the specific behavioral markers at the same age.
Research can help one understand how changes in acti-
vation relate to differences found in functional connec-
tivity and in white and gray matter. Is there a fixed
order of these changes, or does their rate and order of oc-
currence depend onwhether they take place as the result
of development or from practice on a task? Better coor-
dination of human and nonhuman animal work may al-
low one to determine the relationship of changes found
with noninvasive imaging to those seen in studies of the
microanatomy and circuitry of brain areas in animal
research.

It is also difficult to know how brain changes relate to
behavioral changes found at the same time. Longitudinal
studies will allow one to better define this relationship.
Doing so may require the use of tasks and methods that
remain relatively stable across ages. The use of resting
fMRI may be the most important of these since it allows
testing of different ages without the need to develop
comparable tasks (Fair et al., 2007). The discovery that
the electroencephalogram signal for error detection in-
volves similar brain areas at 7 months as it does for
adults provides another means of examining an event
that may be comparable across wide differences in
age. The use of more analytic behavioral observations
(e.g., anticipatory eye movement, the ANT, and parent
reports of temperament) may allow for the mapping of
changes in mental operations to brain changes in
development.
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The growing knowledge of genetic and epigenetic
methods has only just begun to influence research in hu-
man development. Mainly genetic variation has been re-
lated to individual differences in behavior (Posner et al.,
2007). However, it seems likely that the same genes re-
lated to individual differences are involved in building
the common networks underlying attention. Thus, stud-
ies designed to relate the expression of genes at particu-
lar nodes in neural networks to key aspects of behavior
will be of great importance in realizing the goal of under-
standing how neural networks become organized in
development.

Although it is known that some genetic variants inter-
act with environmental experience, the actual mecha-
nisms involved are not yet known, as genetic
variations are expressed at numerous places in the brain
and the rest of the body. As the mechanisms by which
genes can be altered by the environment are enlarged
in the field of epigenetics, it is possible to learn more
about how training influences development.
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23.1 THE DEVELOPMENT OF COGNITIVE
CONTROL AND ITS NEURAL BASIS

With development, children and adolescents improve
in their ability to control their thoughts, behavior, and
impulses and create long-term goals while ignoring dis-
tracting information (Casey et al., 2005; Diamond, 2002;
Zelazo, 2004). This ability has been termed cognitive con-
trol or executive function (EF) (Bunge and Crone, 2009).
According to Bunge and Crone (2009), cognitive control
is not a single mechanism, but rather includes several
specific functions. This chapter focuses on two of these
specific functions. The first function is inhibitory control,
or the ability to inhibit dominant responses in favor of
more appropriate responses (Rothbart et al., 2003). The
second function includes two processes thought to re-
flect self-monitoring: conflict monitoring, which is indic-
ative of interference and interactions between different
information processing pathways (Braver et al., 2001),
and error/feedback monitoring, or updating a response

based on feedback and error detection (Bunge and
Crone, 2009).

The chapter examines these cognitive control func-
tions and their relation to the development of social
behavior. First, the development of cognitive control
and its neural correlates is reviewed, focusing on the spe-
cific functions of inhibitory control and self-monitoring
(including conflict and error monitoring). Then, individ-
ual differences associated with the development of
these functions and their neural correlates are reviewed.
Specifically, the relationship between temperament and
inhibitory control/self-monitoring is examined. Tem-
perament refers to stable behavioral and psychological
profiles in infancy that shape patterns of behavior across
contexts early in development (Kagan, 2001). It is impor-
tant to examine how intrinsic factors, such as cognitive
control processes, are related to temperament because
they may influence developmental outcomes. Data sug-
gesting cross-cultural variations in these abilities also are
presented. Finally, the role of these functions in the
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neurodevelopment of decision making and motivation,
including moral and social decisions, as well as moral
behavior, is reviewed. This chapter focuses mostly on
childhood and adolescence because the neural correlates
of cognitive control develop markedly during this
period.

23.1.1 Inhibitory Control

Inhibitory control, as defined earlier, is the ability to
inhibit a dominant response in favor of a more appro-
priate response (Rothbart et al., 2003). This function
includes the ability to restrain a prepotent response or
choosing an alternative response pattern. It has a well-
characterized developmental course, with improve-
ments in children’s ability to inhibit prepotent responses
detected during toddlerhood (Gerardi-Caulton, 2000)
and improvements in inhibitory control occurring
during the preschool years (e.g., Gerstadt et al., 1994;
Rueda et al., 2004; Zelazo, 2006), with marked improve-
ments in inhibitory control continuing during middle
childhood (e.g., Simonds et al., 2007) and adolescence
(e.g., Anderson, 2002; Huizinga et al., 2006).

Research has pointed to several changes that occur
with development in neural activation during inhibitory
control tasks. For example, several studies have indi-
cated that activation in the prefrontal cortex (PFC)
becomes more focal with age (e.g., Bunge et al., 2002;
Durston et al., 2006; Luna et al., 2001). These studies
show that activation in certain brain regions increases
with agewhile, at the same time, activation in other brain
regions decreases. For example, in a study examining
inhibitory control (Durston et al., 2006), decreased
activation with development was found in prefrontal re-
gions that were not relevant for task performance.
However, an increase in activation, which was asso-
ciated with improved task performance, was found in
the ventrolateral PFC (VLPFC).

In a study examining developmental changes in in-
hibitory control, Bunge et al. (2002) administered to
children between the ages of 8 and 12, as well as adults,
a task that combined elements of the go/no-go (response
inhibition) and the flanker (interference suppression)
paradigms. In a typical go/no-go paradigm, participants
are asked to respond to the majority of trials (go trials)
and to withhold their response on aminority of the trials
(no-go trials). In a typical flanker paradigm, participants
are asked to respond on the basis of a central stimulus
while ignoring flanking stimuli (flankers). In the task ad-
ministered by Bunge et al. (2002), participants were
asked to press a left button when a central arrow pointed
to the left and press a right button when it pointed to the
right. The flanker stimuli were congruent with the cen-
tral target (go trials), incongruent with the target

(go trials), or Xs, in which case participants were asked
to refrain from responding (no-go trials).

The findings indicated that for both interference sup-
pression (flanker) and response inhibition (go/no-go),
children failed to engage a region in the right VLPFC that
young adults recruited (Bunge et al., 2002). The findings
also revealed decreased activation with age in the left
VLPFC for interference suppression (flanker) and in
the parietal and temporal cortices for response inhibition
(go/no-go). According to Bunge et al. (2002), these data
show that for different types of inhibitory control,
children recruit different brain regions to adults. Specif-
ically, children in this study failed to recruit a region
in the right VLPFC, which was most robustly activated
by both tasks in adults. This can be a result of immature
brain structures in children or due to a shift in cognitive
strategy between childhood and adulthood (Bunge
et al., 2002).

Patterns of increasing and decreasing activation with
development have been observed in other studies using
the go/no-go paradigm. For example, Tamm et al. (2002)
found age-related decreases in activation in the superior
andmiddle frontal gyri as well as increased activation in
the left inferior frontal gyrus between ages 8 and 20. In a
study by Rubia et al. (2006), functional brain activation
was compared between adolescents and adults during
three different executive tasks measuring inhibitory con-
trol (go/no-go), cognitive interference inhibition (Simon
task, also called the directional or motor Stroop task, in
which participants are presented with congruent and in-
congruent stimuli on either side of a computer screen in-
dicating a left or right button press), and attentional set
shifting (switch task, during which interference from a
previous stimulus–response association has to be inhib-
ited). In all three tasks, adults recruited portions of the
PFC, the anterior cingulate cortex (ACC), and the stria-
tum more strongly than adolescents. Additionally,
adults engaged the inferior parietal cortex more strongly
than adolescents on the Simon and switch tasks, a find-
ing similar to that reported for the go/no-go task by
Bunge et al. (2002).

Additional evidence for focalization comes from a
study by Luna et al. (2001), who administered an anti-
saccade task to children (7–12 years), adolescents
(13–17 years), and young adults (18–22 years). This
task requires participants to suppress looking at a visual
target that appears suddenly in the peripheral visual
field and instead look away from the target in the opp-
osite direction. The findings indicate that, with age,
activation decreased in the superior middle gyrus but
increased in the striatum, intraparietal sulcus, frontal
eye field, and lateral cerebellum. Additionally, acti-
vation in the dorsolateral PFC (DLPFC) was greatest
for adolescents as compared with children and young
adults.
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In a functional magnetic resonance imaging (fMRI)
study using the Stroop task (a classic task tapping inhib-
itory control), Adleman et al. (2002) studied children
(ages 7–11 years), adolescents (ages 12–16 years), and
young adults (ages 18–22 years). In this task, participants
are asked to name the color of ink in which a color word
is displayed. Adleman et al. (2002) found that young
adults showed increased activation compared to adoles-
cents in the left frontal gyrus. Additionally, young adults
showed greater activation than children in the ACC and
left parietal and parietooccipital regions as well as in the
left frontal gyrus. Compared to children, adolescents
showed greater activation in the parietal cortex. Adult
and adolescent groups, however, did not differ in activa-
tion for this region. These findings suggest that when
performing the Stroop task, young subjects are able to re-
cruit parietal structures while PFC function contributing
to performance on this task continues to develop into
young adulthood. These age-related increases in acti-
vation occurred in conjunction with improvements in
behavioral performance. These findings suggest that
with development, resource recruitment becomes more
focal.

Electrophysiological studies have pointed to in-
creased cortical efficiency with age during tasks that re-
quire inhibitory control (Lewis et al., 2006). For example,
Lewis et al. (2006) used dense-array electroencephalog-
raphy (EEG) to measure event-related potentials (ERPs)
as children and adolescents performed a go/no-go task.
The N2 component of the ERP, an index of inhibitory
control, was found to decrease in amplitude and latency
with age. Additionally, source modeling of the N2 indi-
cated a developmental decline in posterior midline
activity, which was paralleled by increasing activity in
frontal midline regions suggestive of the ACC. This
pattern of frontalization is in line with other studies that
observed reliance on more anterior regions of PFC with
improvement of cognitive control (e.g., Lamm et al.,
2006; Rubia et al., 2000). For example, Lamm et al.
(2006) found that the N2 in a go/no-go task was
source-localized to the cingulate cortex and orbitofrontal
cortex (OFC). However, the source of the N2 in older
children and in children who showed improved inhibi-
tory control (regardless of age) was estimated to be in the
ACC compared to younger children and children who
performed poorly, whose N2 source was estimated in
the posterior cingulate cortex.

In sum, research examining the neural correlates of
the development of inhibitory control suggests that, with
age, improvements in this ability are associated with
increased focalization and efficiency in recruitment of
the PFC. Thus, with development, brain regions that
are not relevant for task performance decrease in their
activation, while regions relevant for the task increase
in their activation. This focalization of the PFC has been

consistently found with various tasks that tap inhibitory
control, including flanker, go/no-go, and Stroop tasks.

These changes in functional activation of inhibitory
control that occur with development may reflect disen-
gagement from immature neural circuits used by chil-
dren and adolescents and recruitment of more mature
alternative neural networks. However, the differences
in activation patterns between children and adults
may also reflect children’s reliance on different cognitive
strategies compared with adults. It is also possible that
children engage in ongoing strategy-learning processes
or differ from adults in their efforts to complete the task
(Ernst and Mueller, 2008).

23.1.2 Self-Monitoring: Conflict and Error
Monitoring

Self-monitoring is often measured through cognitive
tasks (e.g., Stoop, flanker, and go/no-go paradigms)
by examining response times on trials following an error
as compared to response times following correct trials.
If inaccurate performance is particularly salient to an
individual, more controlled and slower responding in
the trial following an error is typically exhibited
(Davies et al., 2004; Luu et al., 2000). This form of self-
monitoring can be viewed as a compensatory strategy
where subjects slow their reaction time (RT) after an
error in order to maximize accurate performance on
the upcoming trial.

Studies have examined whether children, after mak-
ing an error, respond more slowly on subsequent trials.
Backen Jones et al. (2003) found that as 3- to 4-year-old
children’s performance on a Simon Says-type task im-
proved, they tended to show posterror slowing. Using
a more fast-paced task-switching paradigm, however,
Davidson et al. (2006) failed to find evidence of posterror
slowing in 4- to 5-year-old children. Typically, younger
children make more errors than adults and may be less
aware of them. Some studies have shown that children
are able to detect errors, but are unable to correct them.
For example, Bullock and Lutkenhaus (1984) found that
18- and 24-month-old children could distinguish be-
tween correctly and incorrectly built towers, even when
they themselves failed to build the towers correctly. In a
study designed to examine this question with preschool
children, Jacques et al. (1999) presented 3-year-old chil-
dren with the dimensional change card sort, in which
children are shown two target cards (e.g., a blue rabbit
and a red boat) and are asked to sort a series of test cards
(e.g., red rabbits and blue boats) first according to one di-
mension (e.g., color) and then according to the other
(e.g., shape). Most 3-year-olds perseverate during the
postswitch phase, continuing to sort test cards by the
first dimension (e.g., Zelazo et al., 2003). In order to
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assess error detection, Jacques et al. (1999) asked chil-
dren to evaluate the sorting of a puppet. When 3-year-
olds watched the puppet perseverate, they judged the
puppet to be correct. When they saw the puppet sort cor-
rectly, they judged the puppet to be wrong, which sug-
gests that 3-year-olds’ perseverating performance and
error detection are closely linked in this task.

Behavioral measures used to study self-monitoring
can also be supplemented with psychophysiological
methods to obtain a more comprehensive picture of
ACC and PFC involvement in monitoring processes. A
good deal of work studying these functions has focused
on an error-related potential known as the error-related
negativity (ERN). The ERN is a specific neural activity
pattern associated with cognitive monitoring that is
produced after the commission of an error and has a cen-
tromedial scalp distribution (Falkenstein et al., 1991;
Gehring et al., 1993; van Veen and Carter, 2002). It is usu-
ally observed between 50 and 150 ms postresponsewhen
participants make errors (Falkenstein et al., 1991;
Scheffers et al., 1996). Due to its localization and involve-
ment withmonitoring, the ERN is seen as part of a neural
system that interacts with the PFC to contribute to more
efficient cognitive processing (Luu and Tucker, 2001; van
Veen and Carter, 2002). The ERN is followed by a posi-
tive deflection (Pe) peaking between 200 and 500 ms af-
ter the ERN (Davies et al., 2004) and has been associated
with awareness of an error (Nieuwenhuis et al., 2001).
Source localization models have indicated a generator
for the ERN in ACC (e.g., van Veen and Carter, 2002).

Although debate remains as to whether the ERN is a
result of error detection (Falkenstein et al., 1991; Gehring
et al., 1993) or response conflict processes (Carter et al.,
1998; Gehring and Fencsik, 2001), it is generally hypoth-
esized that the ERN is part of a larger performance mon-
itoring system that is influential in the development of
self-regulatory skills. As such, the ERN is suggested to
serve as a feedforward control mechanism by which
self-monitoring can influence future cognitive strategies
and overall behavioral performance (Rodriguez-Fornells
et al., 2002).

Davies et al. (2004) examined error detection in chil-
dren using a flanker task and found smaller (i.e., more
positive) ERN amplitudes for 7- to 8-year-old children
as compared to adolescents. Although ERN amplitudes
increase slowly with age, these young children showed
behavioral evidence of error detection because, as found
in adults, their responses slowed down following an
erroneous response. Furthermore, even the youngest
children in the study showed evidence of the Pe com-
ponent, further demonstrating error detection (Davies
et al., 2004).

Another type of self-monitoring is known as conflict
monitoring. As mentioned above, conflict monitoring
can be defined as interference and interactions between
different information processing pathways (Braver et al.,

2001). Conflict monitoring includes the ability to identify
discrepancies in self-performance, and some consider
error monitoring as detection of postresponse conflict
as opposed to preresponse conflict. Indeed, research
has shown an overlap in brain regions associated with
both conflict and error monitoring (Ridderinkhof et al.,
2004). Conflict monitoring has been found to have a neu-
ral basis in ACC. Studies have shown activation in this
region for both the conflict elicited by the external envi-
ronment and that elicited by the individual’s own behav-
ior or thoughts (e.g., Carter and van Veen, 2007; Casey
et al., 1997a; Posner and Fan, 2004). Once conflict has
been detected, the ACC signals for the recruitment of
higher-order cognitive processes associated with PFC
activation in order to alleviate this conflict (Kerns
et al., 2004).

While the majority of neuroimaging work demon-
strating ACC activation during conflict monitoring has
been found with adults, research shows that this struc-
ture also underlies conflict monitoring in children and
adolescents (Rubia et al., 2007). For example, in a neuro-
imaging study with 5- to 16-year-old children, perfor-
mance on a visual discrimination task that required
attention to conflict was positively correlated with the
size of a child’s right ACC (Casey et al., 1997a). Addition-
ally, in a study with 7- to 12-year-old children, behav-
ioral performance on a go/no-go task was correlated
with the degree of ACC activation (Casey et al., 1997b).

In sum, review of studies examining self-monitoring
and its neural correlates in children suggests that even
young children are capable of self-monitoring, as
reflected in error and conflict monitoring. Behaviorally,
children have been found to be capable of detecting er-
rors in simple tasks, but incapable of correcting them
or identifying them in more complex situations. In addi-
tion, for certain tasks, children slow down their re-
sponses following an error. Although evidence has
been found for self-monitoring in children, this function
continues to develop with age as evidenced by increas-
ing ERN amplitude. Thus, the research reviewed sug-
gests that, to a certain degree, children recruit similar
neural functions associated with self-monitoring as
adults. Specifically, children have been found to recruit
the ACC, which has been associated with both error and
conflict monitoring.

23.2 INDIVIDUAL DIFFERENCES IN
COGNITIVE CONTROL

23.2.1 The Role of Temperament in Cognitive
Control

Individual differences in the development of cogni-
tive control have been reported (e.g., Gehring et al.,
2000; Henderson, 2010; Lewis et al., 2006; McDermott
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et al., 2009; Stieben et al., 2007; White et al., 2011) and
have been linked to social outcomes in children. For ex-
ample, behavioral and physiological measures of cogni-
tive control have been linked to negativemood induction
conditions (Lewis et al., 2006, 2007) and to heightened
levels of trait anxiety and internalizing symptoms (e.g.,
Gehring et al., 2000; Stieben et al., 2007). Differences
among individuals in cognitive control have also been
associated with different types of temperament. For
example, a number of studies from different laboratories
have found that specific cognitive control functions
moderate the developmental trajectory of behavioral in-
hibition (BI) in children (Henderson, 2010; Thorell et al.,
2004; White et al., 2011). BI is a temperament identified
early in childhood that predicts heightened emotional
reactivity throughout childhood (Fox et al., 2005) and
increased risk for anxiety in adolescence (Chronis-
Tuscano et al., 2009).

For example, Thorell et al. (2004) examined how BI
and inhibitory control assessed at 5 years of age were
associated with socioemotional functioning at 9 years
of age. The results indicated that behaviorally inhibited
children with high levels of inhibitory control were
reported as being more socially anxious than behavior-
ally inhibited children with low levels of inhibitory con-
trol. Similarly, Fox and Henderson (2000) found that
behaviorally inhibited 4-year-olds with high inhibitory
control were less socially competent and more socially
withdrawn than behaviorally inhibited children with
low inhibitory control.

These findings about the role of inhibitory control for
temperamental BI are the opposite of results regarding
another EF, attention shifting (Eisenberg et al., 1998).
For example, Eisenberg et al. (1998) found that children
low on attention shifting and high on parental reports of
negative emotions, such as fear, sadness, and anxiety,
were rated by their parents and teachers as more shy
2 years later.

White et al. (2011) examined how attention shifting
and inhibitory control, which were tested at 48 months
of age, moderated the association between BI assessed
at 24 months of age and anxiety problems in the
preschool years. The results indicated that high levels
of inhibitory control increased the risk for anxiety disor-
ders among behaviorally inhibited children whereas high
levels of attention shifting decreased the risk for anxiety
problems in these children.

In a different study, Lahat et al. (2012a) examined how
these two EFs – attention shifting and inhibitory control –
moderated the relation between exuberant tempera-
ment in infancy and propensity for risk taking in child-
hood. Temperamental exuberance has been defined
by positive reactivity to novelty, approach behavior,
and sociability (Putnam and Stifter, 2005). Children with
an exuberant temperament are also characterized by im-
pulsivity, sensitivity to reward, fearlessness, and risk

taking (Fox et al., 2001; Polak-Toste and Gunnar, 2006;
Rothbart and Bates, 2006). EF was assessed at 48 months
of age. Risk-taking propensity was measured when chil-
dren were 60 months of age. The results indicated that
exuberance was positively associated with risk-taking
propensity among children relatively low in attention
shifting but unrelated for children high in attention shift-
ing. Inhibitory control did not significantly moderate the
link between exuberance and risk-taking. Taken to-
gether, the findings from these sets of studies on temper-
ament and different types of EF demonstrate that
attention shifting and inhibitory control have differential
influences on levels of risk or adaptation. Furthermore,
these two studies (Lahat et al., 2012a; White et al.,
2011) suggest that high levels of attention shifting may
serve as a protective factor in the link between tempera-
ment and negative outcomes. This conclusion may have
important implications for prevention and intervention
efforts in the form of training in order to improve
attention-shifting skills.

McDermott et al. (2009) provided neurophysiological
evidence for the role of cognitive control among individ-
uals with different temperaments. These authors studied
adolescents who were part of a larger longitudinal study
and were assessed during infancy and early childhood
for BI. These adolescents were administered a flanker
task, during which ERPs were recorded. The study fo-
cused on the ERN component, which is a negative
deflection in the ERP waveform produced after the com-
mission of an error. The ERN was found to be larger for
adolescents with high childhood BI than for adolescents
low on childhood BI. This finding suggests increased er-
ror monitoring among highly behaviorally inhibited in-
dividuals. In addition, adolescents and their parents
completed semistructured diagnostic interviews to
assess lifetime presence or absence of anxiety disor-
ders. The results indicated that the ERN moderated
the relation between early BI and later anxiety disorders
such that, for the participants high on BI, larger ERNs
were related to a higher risk of anxiety disorders
(McDermott et al., 2009).

In a recent study using dense-array ERPs and source
analyses, Lamm et al. (2012) showed that, during an in-
hibitory control task, children high in temperamental
fearfulness showed modeled source activation in
areas suggestive of VLPFC across both emotional and
nonemotional conditions of the task. However, children
low in temperamental fearfulness only showed this pat-
tern of activationduring the emotional condition. Results
fromthis studysuggest thatwhile children lowin temper-
amental fearfulness recruited increased inhibitory control
only during the emotional conditions, or those conditions
in which more cognitive control recourses were likely
needed, children with high fearful temperaments sustain
this increased level of inhibitory control across both neu-
tral and emotional contexts (Lamm et al., 2012). These
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findings suggest that temperamentally fearful individuals
show increased vigilance not only in emotional situations
but also in nonemotional ones. Thus, these fearful individ-
ualsmay refrain even from social situations that do not in-
duce negative emotions.

Other neurophysiological evidence for the moderat-
ing role of inhibitory control has been found for the as-
sociation between shyness and social–emotional
maladjustment (Henderson, 2010). Henderson (2010) ex-
amined the associations between shyness, N2 compo-
nent of ERP, and social adjustment in 9- to 13-year-old
children. Participants were administered a flanker task
while ERPs were being recorded. In addition, they com-
pleted questionnaires assessing temperament, social
anxiety, attribution style, and self-perceptions. The re-
sults indicated that shyness was associatedwith poor so-
cial outcomes primarily among children with relatively
large N2 amplitudes. The results point to the role of con-
flict in shy children’s social adjustment (Henderson,
2010).

Individual differences in cognitive control and their
association with social and cognitive adjustment have
also been studied using the Stroop task. Perez-Edgar
and Fox (2003) examined 11-year-old children who were
administered an emotional Stroop task in which emo-
tionally charged words substitute the traditional color
words. Based on their RT performance on this task,
participants were divided into either an interference or
a facilitation group. Children in the interference group
were slower to respond to either negative or positive
words, whereas children in the facilitation group were
faster to respond to these words. The two groups were
assessed on cognitive, emotional, and social measures
collected at ages 4, 7, and 11. The interference group
showed greater socioemotional (but not cognitive) mal-
adjustment over time. In a second study, ERPs were
collected during this task. The findings reveal that neg-
ative words, as compared with positive words, involve
ERP components that are considered to tap attentional
processes. Additionally, larger positive slow-wave
amplitudes were observed for the facilitation group.

In a different study (Warren et al., 2010), using the
emotional Stroop during fMRI, participants were also
administered the Attachment Script Assessment in
which they were asked to generate stories in response
to attachment-related word prompts. This measure as-
sesses secure-base-script knowledge or the degree to
which an individual is able to generate narratives
in a hypothetical situation in which attachment-related
threats are recognized and resolved. The findings indi-
cated that individuals with lower levels of secure-base-
script knowledge showed increased activity in brain
regions associated with emotion regulation, such as
the right OFC, as well as activity in regions associated
with inhibitory control, such as the left DLPFC, ACC,

and superior frontal gyrus. These findings suggest that
insecure attachment is associated with a greater need
in inhibitory control in order to attend to task-relevant
nonemotional information (Warren et al., 2010).

In sum, studies examining individual differences in
cognitive control and their social–emotional outcomes
have shown links with negative mood inductions
(Lewis et al, 2006) as well as anxiety disorders and
other social problems (e.g., Fox and Henderson, 2000;
McDermott et al., 2009; White et al., 2011). For example,
highly behaviorally inhibited children, who are also high
in inhibitory control, have been found to show negative
social outcomes as well as increased anxiety disorders.
Children with this temperament have also been found
to show increased self-monitoring, as reflected by larger
ERNs relative to children with low BI (McDermott
et al., 2009). Additionally, children with a fearful tem-
perament showed increased VLPFC source activation
even in response to nonemotional stimuli (Lamm et al.,
2012). Taken together, these studies suggest that high in-
hibitory control, as well as high self-monitoring, may re-
sult in negative social outcomes for children who are shy
or have a more fearful temperament.

23.2.2 Cross-cultural Differences in the
Development of Cognitive Control

Research on the development of cognitive control has
mostly been conducted in Western cultures. However,
an emerging body of cross-cultural studies suggests that
Asian children may outperform Western children on
measures of cognitive control (e.g., Lahat et al., 2010;
Sabbagh et al., 2006).

Research comparing children from Western and Asian
cultures has shown that Chinese children perform better
on behavioral and neurophysiological measures of EFs
than North American children (e.g., Chen et al., 1998; Ho,
1994; Lahat et al., 2010; Sabbagh et al., 2006; Wu, 1996).
For example, Sabbagh et al. (2006) administered a battery
of EF and theory ofmind (ToM) tasks to preschoolers from
China and the United States. ToM is the ability to attribute
mental states – beliefs, intents, and desires – to oneself and
others and to recognize that mental representations can
differ across individuals (Premack and Woodruff, 1978).
The Chinese preschoolers showed better performance
than the US preschoolers on all measures of EF, but not
on measures of ToM. However, individual differences in
EF predicted ToM performance in both groups.

Chinese children’s advanced performance on EF
tasks may stem from the opportunities to exercise and
practice these abilities that they encounter within their
culture. For example, Chinese parents expect children
to master impulse control at a much younger age than
North American parents (Chen et al., 1998; Ho, 1994;
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Wu, 1996). Compared with Western parents, Chinese
parents are more controlling and protective in child rear-
ing. For example, they often encourage their young chil-
dren to stay close to and to be dependent on them.
Indeed, most Chinese infants and toddlers sleep in
the same bed or in the same room as their parents
(Chen et al., 1998). In addition, impulse control is more
highly valued in Chinese daycare settings than in North
American daycare settings (Tobin et al., 1989).

Another possibility for Chinese children’s superior
cognitive control was suggested by Lahat et al. (2010) in
a study that focused on the N2 component of ERP.
Cultural differences in the importance that parents place
on impulse control could affect children’s motivation
to succeed on a task such as the go/no-go task, resulting
ingreater PFCactivation. The study compared 5-year-old
children from a Chinese-Canadian ethnic background
with children from a European-Canadian background
on a go/no-go task. No behavioral differences between
the twocultural groupswereobserved,but robustN2am-
plitude differences were found. Chinese-Canadian chil-
dren showed larger (i.e., more negative) N2 amplitudes
than European-Canadian children on the right side of
the scalp on no-go trials as well as on the left side of the
scalp on go trials. Source analyses of the N2 showed
greater modeled source activation for Chinese-Canadian
children in dorsomedial, ventromedial, and (bilateral)
ventrolateral PFC. These findings reveal that Chinese-
Canadian children showgreater hemispheric differentia-
tion than European-Canadian children, suggesting more
advanced cognitive control. Moreover, the asymmetri-
cally lateralized N2 may be a reliable marker of both ef-
fortful inhibition (on the right) and effortful approach
(on the left).

Behavioral cultural differences were not observed
in the Lahat et al. cross-cultural study, despite cultural
differences found in other research (e.g., Sabbagh et al.,
2006). This discrepancy can stem from the different cogni-
tive control tasks that were used or from the different age
groups that were studied. Furthermore, the Chinese-
Canadians in the Lahat et al. study grew up in Canada,
whereas previous research examined Asian children
living in Asia. In any case, this study demonstrates that
neurophysiological techniques can provide a measure of
neurocognitive function that ismore sensitive thanbehav-
ioral data alone.

In sum, individual differences in cognitive control have
alsobeenobservedincross-culturalvariations.Specifically,
an emerging body of research comparing children from
Asian and Western cultures has shown behavioral (e.g.,
Sabbagh et al., 2006) as well as neurophysiological (Lahat
et al., 2010) evidence, suggesting advanced cognitive con-
trol abilities among children from a Chinese cultural back-
ground compared with children from a Western cultural
background. Although the reasons for these differences

are not clear yet, it is possible that differences in socializa-
tion between the two cultures play a major role.

23.3 THE ROLEOF COGNITIVE CONTROL
IN DECISION MAKING AND

MOTIVATION

23.3.1 Motivation-related Decisions

Cognitive control has also been implicated in
decision-making processes. Studies with adults support
the idea of a frontostriatal network linking cognitive
control and motivation during decision making (see
Somerville and Casey, 2010). Fewer studies have exam-
ined the role of the development of cognitive control as it
affects the emergence of decision-making skills.

A simple paradigm that has been used to assess basic
decision making with young children is delay of gratifi-
cation, which measures children’s ability to give up an
immediate reward in favor of a larger reward later.
For example, participants are seated in front of a piece
of candy while an experimenter leaves the room. If they
wait for the experimenter to return, they get two treats;
otherwise they get only one (Mischel et al., 1972). Varia-
tions of the standard delay of gratification paradigm
have shown developmental differences throughout the
preschool years. For example, in one study (Kochanska
et al., 1996), children were asked to hold candy in their
mouth without eating it until they were told to do so.
In a second task, children were asked not to peek while
they could hear that the experimenter was wrapping a
gift for them. Children’s ability to delay gratification in-
creased significantly from 3 to 4 years of age. In a study
linking delay of gratification and decision making,
Prencipe and Zelazo (2005) examined children’s delay
of gratification for self and other (the experimenter).
Three-year-olds typically chose an immediate reward
for themselves and a delayed reward for other (the ex-
perimenter). According to Prencipe and Zelazo, these
findings suggest that 3-year-olds are capable of adaptive
decision making but still have difficulty regulating their
own approach behavior in motivationally salient situa-
tions. According to these authors, it is possible that their
behavior is driven by the relatively automatic processes
rather than by more deliberate prefrontal networks. The
findings can be explained in light of Barresi andMoore’s
(1996)model of the development of perspective taking. It
is possible that 3-year-olds may have made impulsive
choices in the self condition because they took an exclu-
sively first-person perspective on their own behavior
and had difficulty adopting a more objective, third-
person perspective according to which delay would be
preferred. In contrast, 3-year-olds may have chosen
delayed rewards in the other condition because they
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took an exclusively third-person perspective and had
difficulty appreciating the experimenter’s subjective
perspective (i.e., his or her own desire for immediate
gratification).

In more complex situations, individuals are often re-
quired tomake approach-avoidance decisions in the face
of uncertainty. One common measure of complex deci-
sion making in adults is the Iowa gambling task (IGT;
Bechara et al., 1994). In this task, participants are asked
to choose cards from four decks that contain a different
number of cards that could lead to their winning or
losing money. During the task, the participants learn
that some decks are more advantageous than others.
Kerr and Zelazo (2004) modified the IGT to create a
version for children that included two decks of cards,
one advantageous and one disadvantageous. Feedback
on participants’ decisions was provided in the form of
happy (reward) and sad (loss) faces. Choosing cards
from the disadvantageous deck resulted in more re-
wards on every trial but also with occasional (unpredict-
able) large losses. Three-year-olds failed to develop a
preference for the advantageous deck. However, 4-
and 5-year-olds were able to make advantageous deci-
sions (Kerr and Zelazo, 2004).

Although these studies suggest a steady improve-
ment in cognitive control and decision making with de-
velopment, according to Somerville and Casey (2010),
cognitive control and decision making can often be im-
paired in light of emotionally charged interactions. This
impaired cognitive control is especially pronounced
during adolescence when rates of risky behavior, such
as drug use and risky sexual conduct, increase (Casey
et al., 2005; Steinberg, 2008). Thus, although adolescents
show improvements in cognitive control, their goal-
oriented behavior can be diminished in light of motiva-
tional cues of potential reward (Cauffman et al., 2010;
Figner et al., 2009; Steinberg et al., 2009). For example,
Figner et al. (2009) used a gambling task inwhich reward
feedback was given either during decision making or af-
ter decision making. The findings show that adolescents
made riskier choices compared to adults, but only in the
condition in which the reward was given during the de-
cision. This condition is more emotionally charged and
elicits greater arousal.

Another study examined participants between the
ages of 10 and 30 years and used a delay discounting task
(Steinberg et al., 2009) in which participants were asked
to choose between an immediate reward of less value
(e.g., $400 today) and a variety of delayed rewards of
more value (e.g., $700 1 month from now or $800
6 months from now). The findings indicate that, before
age 16, children showed a greater willingness to accept
a smaller reward immediately than a large reward that
was delayed. Cauffman et al. (2010) obtained similar re-
sults examining the same age range with a modified ver-
sion of the IGT. Results indicate that approach behaviors

(a tendency to choose from the advantageous decks)
display an inverted U-shape relation to age, peaking
inmid- to late adolescence. In contrast, avoidance behav-
iors (a tendency to refrain from choosing from the disad-
vantageous decks) increase linearly with age, with
adults avoiding disadvantageous decks at higher rates
than both preadolescents and adolescents. Taken to-
gether, these studies show that risky choices tend to peak
between 14 and 16 years of age, followed by a decline in
risky behavior.

Casey et al. (2008) proposed a model describing the
neurocircuitry of the development of control and moti-
vational processes. According to this model, top-down
prefrontal regions involved in cognitive control develop
linearly with age, whereas bottom-up striatal regions,
which are involved in processing of salient cues in the
environment, develop in an inverted U-shaped function.
Evidence for such a frontostriatal circuitry comes from
studies using diffusion tensor imaging and fMRI. Casey
and colleagues (Casey et al., 2007; Liston et al., 2006)
have found that the strength of the connection between
frontal and striatal regions is associated with effective
cognitive control in typically and atypically developing
individuals.

fMRI studies examining the role of the striatum in
salient and motivational contexts support the idea that
adolescents show enhanced sensitivity to incentives
relative to children and adults (Ernst et al., 2005;
Galvan et al., 2006; Geier et al., 2010; May et al., 2004).
For example, Ernst et al. (2005) used a monetary reward
task and found stronger activation among adolescents
than adults in the left nucleus accumbens, a structure
in the striatum thought to be involved in reward proces-
sing. In addition, a reduction in the fMRI blood oxygen
level dependent (BOLD) signal in the amygdala in
response to reward omission was larger for adults than
for adolescents.

Few studies (e.g., Hardin et al., 2009; Jazbec et al.,
2006) have examined the link between cognitive control
and motivational processes. Recent research has shown
that adolescents’ cognitive control can be enhanced in
light of incentives. For example, when participants were
promised a financial reward for accurate performance
on certain trials of an antisaccade task, cognitive control
was improved for adolescents more than adults (Jazbec
et al., 2006). This finding has also been obtained with so-
cial rewards, such as a happy face (Kohls et al., 2009).
Geier et al. (2010) studied the neural underpinnings of
reward processing and its influence on cognitive control
in adolescence using a modified version of an antisac-
cade task. The results indicate that faster correct inhibi-
tory responses were provided on reward trials than on
neutral trials by both adolescents and adults. Addition-
ally, fewer inhibitory errors were made by adolescents.
For reward trials, the BOLD signal was attenuated in
ventral striatum in adolescents during cue assessment.
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This was followed by overactivation in adolescents
during response preparation (i.e., during fixation after
the reward cue) in the ventral striatum, as well as the
precentral sulcus, which is important for controlling
eye movements. These findings suggest enhanced
activation in adolescents in control regions as a result
of reward anticipation (Geier et al., 2010).

In sum, studies examining the development of cogni-
tive control in decision making have pointed to an
inverted U-shaped trend in development (see
Somerville and Casey, 2010). Studies with young chil-
dren show steady improvements in the ability to delay
gratification (e.g., Prencipe and Zelazo, 2005) as well
as more effective decision making (e.g., Kerr and
Zelazo, 2004). However, studies have shown a greater
propensity for risky decisions during adolescence in
light of motivationally salient situations (e.g.,
Cauffman et al., 2010). fMRI studies examining the link
between cognitive control processes and motivation
have found enhanced activation during adolescence in
brain regions associated with cognitive control during
anticipation of reward (Geier et al., 2010).

23.3.2 Social and Moral Decisions and Behavior

Evidence for the role of cognitive control in influenc-
ing more specific types of decisions, such as social and
moral decisions comes from behavioral, fMRI, and
ERP studies (e.g., Greene et al., 2001, 2004; Lahat et al.,
in press, 2012b; Lahat and Zelazo, 2010). In these studies,
participants are typically asked to make a decision about
whether a social or moral violation is acceptable or unac-
ceptable to perform. Moral violations involve intrinsic
negative consequences for others, such as physical harm
or issues of fairness (Nucci, 1981; Smetana, 2006; Turiel,
1983).

For example, Greene et al. (2001, 2004) found evidence
for the role of cognitive conflict and inhibitory control in
themoral judgments of adult participants. These authors
distinguish between impersonal moral dilemmas and
personal moral dilemmas. An example of an impersonal
dilemma is the trolley dilemma (Thomson, 1986) in
which one has to decide whether to allow an out-of-
control trolley to continue down a track where it will kill
five people or whether to push a switch diverting it to a
track where it will kill only one person. However, in a
variation of this dilemma, the footbridge dilemma, the
only way to save the five people is to push a large person
in front of the trolley, killing him but saving the others.
This latter dilemma is a personal dilemma as it is intro-
duced in an ‘up-close-and-personal manner’ (Greene
et al., 2001) and the bystander witnessing the event
now becomes a moral agent. Most individuals assert
that it is acceptable to sacrifice one person in order to
save five in the case of the trolley dilemma, but not in
the case of the footbridge dilemma (Greene et al.,

2001). Greene et al. (2001) found that RTs were longer
when participants judged personal moral violations as
acceptable than when they judged personal moral viola-
tions as unacceptable. This effect was not found for im-
personal moral judgments. According to Greene et al.
(2001), personal moral violations elicit a negative so-
cial–emotional prepotent response, which results in
judging the moral violation as unacceptable. An individ-
ual must overcome this prepotent response in order to
judge a personal moral violation as acceptable. Thus,
according to Greene, making a utilitarian judgment to
serve the greater good involves cognitive control in or-
der to overcome prepotent responses elicited by per-
sonal dilemmas.

In a different study (Greene et al., 2004), the authors
focused on personal moral dilemmas only and explored
whether different patterns of neural activity in response
to these dilemmas are correlated with differences in
moral decision-making behavior. For this purpose,
Greene et al. (2004) made a further distinction within
the class of personal dilemmas. They differentiated be-
tween difficult personal moral dilemmas, which elicit
high conflict, and easy personal moral dilemmas, which
elicit low conflict. Difficult personal dilemmas are a class
of dilemmas that create cognitive and emotional tension
compared to easy dilemmas. In response to these di-
lemmas, participants tend to answer slowly, and they ex-
hibit no consensus in their judgments. An example of a
difficult dilemma is the crying-baby dilemma in which an
individual and other townspeople have sought refuge in
a cellar to escape from enemy soldiers who have taken
over the village. The protagonist’s baby begins to cry
loudly, and this could summon the attention of the sol-
diers, who might kill the protagonist, his child, and the
others hiding out in the cellar. To save himself and
the others, the protagonist must smother his child to
death. This case contrasts with easy, low-conflict, per-
sonal moral dilemmas that receive relatively rapid and
uniform judgments. One such example is the infanticide
dilemma, in which a teenage mother must decide
whether or not to kill her unwanted newborn infant.
The latter dilemma is considered easy in the sense that
most participants tend to agree that an unwanted infant
should not be killed.

Greene et al. (2004) examined whether different brain
regions are involved in judgments of difficult versus
easy moral dilemmas. The dilemmas were classified as
either difficult or easy according to their RTs, with
difficult dilemmas having longer RTs. The findings indi-
cate that judgments of difficult dilemmas, as compared
to easy dilemmas, involved increased activity bilaterally
in both the DLPFC and the ACC. This contrast also
revealed activity in the inferior parietal lobes and the
posterior cingulate cortex. Greene et al. (2004) also com-
pared the neural activity associatedwith utilitarian judg-
ments (judging a personal moral violation as acceptable
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in favor of the greater good, such as smothering the baby
in the crying-baby dilemma) to that associated with non-
utilitarian judgments (prohibiting a personal moral vio-
lation despite its utilitarian value, such as allowing the
baby to live in the crying-baby dilemma). The authors
found increased activity for utilitarian, as compared
with nonutilitarian, moral judgments bilaterally in the
anterior DLPFC and in the right inferior parietal lobe.
In addition, they found increased activity for utilitarian
moral judgments in the more anterior region of the pos-
terior cingulate (Greene et al., 2004). These findings
show that judgments of difficult dilemmas engage brain
areas associatedwith the detection of conflict and the op-
eration of inhibitory control. According to Greene et al.
(2004), when participants respond in a utilitarian man-
ner, such responses reflect not only the involvement of
abstract reasoning but also the engagement of cognitive
control in order to overcome prepotent social–
emotional responses elicited by these dilemmas.

Evidence for the role of cognitive control in moral
judgments has been found in children as young as 10
years of age (Lahat et al., 2012b, in press; Lahat and
Zelazo, 2010). These authors obtained behavioral and
neurophysiological data suggesting that the detection
of cognitive conflict distinguishes between moral deci-
sions and social conventional decisions. Social conven-
tions are behavioral uniformities that serve to
coordinate individuals’ interactions in a social system
(Nucci, 1981; Smetana, 1981, 2006; Turiel, 1983). These
conventions, such as forms of address and modes of
greeting, are symbolic elements of social organization.
Social conventions, such as eating with one’s fingers or
wearing pyjamas to school, can vary across different so-
cial systems, are contingent on societal rules, and can be
altered by authority or social consensus. This is in con-
trast to moral acts, such as hitting, lying, and stealing,
which are considered universal, independent from rules
and authority, and unalterable.

In a set of studies, Lahat et al. (2012b, in press) mea-
sured RTs and focused on the N2 component of ERP,
which, as mentioned earlier, has been considered to be
an index of cognitive control (e.g., Nieuwenhuis et al.,
2003). Adults, children (10 years), and adolescents (12–
14 years) were administered a moral–conventional judg-
ments task while ERPs were being recorded and RTs
were measured. The task included scenarios describing
a social interaction and had three possible endings: a
moral violation, a conventional violation, and a neutral
act. Participants were to judge whether the act was ac-
ceptable or unacceptable to perform in a situation where
a social rule was assumed or removed (i.e., “imagine that
there is no rule against the act; is it okay or not okay to
perform the act?”). The findings revealed that, at all ages,
RTs were faster for moral rather than conventional vio-
lations when a rule was assumed (Lahat et al., 2012b).

ERP data indicated that adults’, but not adolescents’,
N2 amplitudes were larger (i.e., more negative) for con-
ventional rather than moral violations when a rule was
assumed (Lahat and Zelazo, 2010). Taken together, these
results suggest that judgments of conventional viola-
tions involve increased conflict detection compared to
moral violations, and these two domains are processed
differently across development. The findings were
explained by the idea that judgments of conventional vi-
olations aremore explicitly dependent on rules, and thus
a violation of the rule results in increased conflict detec-
tion. However, judgments of moral violations are based
more directly on the intrinsic negative consequences of
the act and thus less cognitive conflict is detected in these
trials. These findings inform theories of moral develop-
ment and suggest that cognitive processing of moral
judgments changes with age.

The role of cognitive control has also been found to be
crucial for moral behavior, specifically that of lie-telling
behavior in children and adolescents (Evans and Lee,
2011; Evans et al., 2011; Talwar and Lee, 2008). For exam-
ple, Talwar and Lee (2008) studied children between the
ages of 3 and 8 years. In this study, participantswere told
not to peek at a toy. However, most children could not
resist the temptation and peeked and later lied about
it. Children’s conceptualmoral understanding of lies, ex-
ecutive functioning, and theory-of-mind understanding
were also assessed. Results indicated that children’s ini-
tial denials about peeking were related to inhibitory con-
trol measured with a Stroop and whisper task (in which
children are required to whisper their responses rather
than say them aloud). Denials about peeking were also
related to moral understanding and first-order false
belief understanding; that is, telling a lie successfully
required deliberately creating a false belief in the mind
of another. Additionally, children’s ability to maintain
their lies was related to their second-order belief under-
standing (e.g., Ann knows that Sally thinks her toy is in
the box), a finding in line with research showing that
second-order beliefs begin to emerge around 6 years of
age and undergo steady development well into adoles-
cence (Sullivan et al., 1994). These findings suggest that
social and cognitive factors may play an important role
in children’s lie-telling abilities.

In a similar paradigm, designed for older participants,
Evans and Lee (2011) examined 8- to 16-year-old
children’s tendency to lie, the sophistication of their lies,
and related cognitive factors. Participants were left alone
and asked not to look at the answers to a test, but the
majority of children peeked. The researcher then asked
a series of questions to examine whether the participants
would lie about their cheating and, if they did lie, eval-
uate the sophistication of their lies. Additionally, partic-
ipants completed measures of EF, including inhibitory
control measured with a Stroop task. Results revealed
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that the sophistication of 8- to 16-year-old children’s lies,
but not their decision to lie, was significantly related to
executive functioning skills and performance on the
Stroop task. In these studies, participants with a better
performance on the Stroop were better able to conceal
incriminating knowledge they ought not to know.
According to these authors, the Stroop task is thought
to measure both inhibitory control and working mem-
ory. In the situation created in these studies, participants
were required to hold in working memory their incrim-
inating knowledge in order to create answers different
from this knowledge. At the same time, theymust inhibit
reporting the truth. Taken together, these findings sug-
gest that whether a person is a good liar who is able
to, or a bad liar who is not able to, maintain his/her
lie, is dependent on working memory in conjunction
with inhibitory control.

In a different study (Evans et al., 2011), Chinese pre-
schoolers’ ability to tell a strategic lie bymaking it consis-
tentwith the physical evidence of their transgressionwas
investigated. Participants in this studywere left alone in a
room and asked not to lift a cup to see its contents. If chil-
dren lifted up the cup, the contents would be spilled and
evidence of their transgression would be left behind.
Upon returning to the room, the experimenter asked chil-
dren whether they peeked and how the contents of the
cup ended up on the table. The findings revealed that
young childrenwere able to tell strategic lies to be consis-
tent with the physical evidence by about 4 or 5 years of
age, and this ability increases in sophistication with
age. Furthermore, the study revealed that children’s
theory-of-mind understanding and inhibitory control
skills were significantly related to their ability to tell stra-
tegic lies in the face of physical evidence. Although this
study was conducted in a non-Western culture, no
cross-cultural comparison was made and, although re-
search suggests that Chinese children aremore advanced
than Western children in cognitive control (e.g., Lahat
et al., 2010; Sabbagh et al., 2006), it is not known if Chinese
children are more advanced at telling strategic lies than
Western children.

In sum, studies examining the neural correlates of
moral judgments with adults have shown that certain
classes of moral dilemmas (i.e., difficult dilemmas) in-
volve inhibitory control and detection of conflict. These
studies show increased activation in ACC and DLPFC
during judgments of these dilemmas (Greene et al.,
2004). The role of cognitive control in moral and social
judgments has also been studied with a behavioral/
ERP paradigm in children, adolescents, and adults
(Lahat et al., 2012b; Lahat and Zelazo, 2010). Findings re-
veal larger N2 amplitudes for adults, but not children, in
response to conventional rather than moral violations.
This finding suggests that the morality–convention
distinction continues to develop well into early

adolescence. Finally, the role of inhibitory control has
also been demonstrated in moral behavior (e.g., Evans
and Lee, 2011).

23.4 CHAPTER SUMMARY AND FUTURE
DIRECTIONS

In this chapter, the role of cognitive control across
different social behaviors was reviewed. The chapter fo-
cused on the development of the neural correlates of two
specific cognitive control functions: inhibitory control
and self-monitoring (including conflict and error moni-
toring). As described earlier, these specific functions
have been found to develop with the maturation of the
PFC and patterns of activation increase with age
(Zelazo et al., 2008).

Studies examining the neural correlates of the deve-
lopment of inhibitory control have shown that PFC acti-
vation not only increases with age, but also becomes
more focalized (e.g., Bunge et al., 2002; Durston et al.,
2006; Luna et al., 2001). As discussed, with development,
brain regions not associated with task performance de-
crease in activation,while regions relevant to task perfor-
mance increase inactivation.Withdevelopment, children
also show improvements in self-monitoring abilities. For
example, they are better able to detect and correct errors
(e.g., Backen Jones et al., 2003; Bullock and Lutkenhaus,
1984).Thesebehavioraldataare in linewith findings from
neurophysiological studies, which show an increase in
ERN amplitude with age (Davies et al., 2004). An addi-
tional form of self-monitoring that has been studied is
conflict monitoring. Some argue that error monitoring
is a specific type of conflict monitoring, which occurs
postresponse and, although these abilities are distinct,
there is an overlap in their functional activation, namely
theACC (Ridderinkhof et al., 2004). Even young children
have been found to recruit the ACC in tasks that require
self-monitoring (Casey et al., 1997a,b).

Inhibitory control and self-monitoring have been
found to show associations with individual differences
and their social–emotional outcomes (e.g., Fox and
Henderson, 2000; Lamm et al., 2012; McDermott et al.,
2009;White et al., 2011). This body of research has shown
that children with a fearful temperament who are also
high in inhibitory control or self-monitoring are at risk
of developing negative social–emotional outcomes, such
as social withdrawal and anxiety disorders. Evidence on
individual differences associated with cognitive control
come mostly from behavioral and electrophysiological
studies. Future research should examine the association
between temperament and cognitive control using neu-
roimaging in order to better localize differences in brain
activation.
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Individual differences relating to cultural varia-
tions have also been found, particularly when com-
paring Chinese children with children from Western
cultures. These studies provide behavioral (Sabbagh
et al., 2006) as well as neurophysiological (Lahat
et al., 2010) evidence for advanced performance on
cognitive control tasks among Chinese children. It is
possible that socialization processes that differ across
the two cultures contribute to these differences in cog-
nitive control. The cross-cultural neurophysiological
work has been conducted with Asian children who
grew up in North America. Future research should
compare Western children with Asian children who
are raised in Asia. This would provide a more pure
cross-cultural comparison.

In this chapter, the role of cognitive control in the de-
velopment of decision making and motivation was also
reviewed. Studies have shown that the development of
decision making takes an inverted U-shaped form, with
steady improvements during childhood (e.g., Kerr and
Zelazo, 2004) and a propensity for risk taking during
adolescence (Somerville and Casey, 2010). fMRI studies
with adolescents (e.g., Geier et al., 2010) have shown in-
creased activation in brain regions associated with cog-
nitive control during anticipation of reward. Most of
the work has focused on monetary or other types of non-
social rewards. Future research should examine the rela-
tion between cognitive control and social reward, such
as social acceptance.

Research has shown that cognitive control also plays
a role in the development of moral and social decisions,
as well as moral behavior. Specifically, the role of cogni-
tive conflict has been demonstrated in studies with
adults, in which increased activation has been found
in the ACC and DLPFC (e.g., Greene et al., 2001, 2004).
Cognitive conflict has also been found to play a role
in adults’, but not children’s, distinction between moral
and conventional judgments, as reflected in N2 ampli-
tudes (Lahat and Zelazo, 2010). Finally, a role for the
development of inhibitory control has been identified
in children’s and adolescents’ moral behavior (Evans
and Lee, 2011). Future research on the role of cognitive
control in the development of moral judgment should
examine direct relations between neurophysiological
correlates of moral judgments and various types of
cognitive control. This would allow to better pinpoint
which cognitive control functions are involved in moral
development.

SEE ALSO

Diseases: The Developmental Neurobiology of
Repetitive Behavior; Induction and Patterning of the
CNS and PNS: Area Patterning of the Mammalian Cor-
tex; The Formation and Maturation of Neuromuscular

Junctions. Migration: Cell Polarity and Initiation of
Migration.
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24.1 INTRODUCTION

Executive function (EF) is anumbrella termthat encom-
passes the set of higher-orderprocesses (such as inhibitory
control, working memory, and attentional flexibility) that
govern goal-directed action and adaptive responses to
novel, complex, or ambiguous situations (Hughes et al.,
2005). Research into the neural substrate for EF (Golden,
1981) has long focused on the prefrontal cortex (PFC),
but this traditional view recently has been challenged for
two reasons. First, positron emission tomography studies
demonstrate that EF tasks activate parietal areas involved
in basic attentional processes more strongly than the PFC
(for a review, see Jurado and Rosselli, 2007); similar find-
ings also have been reported in a recent magnetic reso-
nance imaging (MRI) study of EF in children and
adolescents (Tamnes et al., 2010). Second, clinical studies
show that early pathology in any brain region leads to
executive deficits, such that, for children at least, intact
EF depends upon the integrity of the entire brain, not just
the frontal regions (Anderson and Catroppa, 2005).

Research into EF in children has grown exponentially
over the past few decades. A recent Scopus search using
the terms executive functions and children showed just 5
studies prior to 1980; 26 studies between 1980 and 1990;
216 studies between 1990 and 2000; and 1092 studies be-
tween 2000 and 2010. This massive expansion of research
reflects the growth of interest in childhood clinical
groups, and EF deficits are apparent in a number of dif-
ferent developmental disorders – especially attention
deficit hyperactivity disorder (ADHD) and autism spec-
trum disorder (ASD) (Pennington and Ozonoff, 1996;
Sergeant et al., 2002). However, recent years also have
seen a rapid growth in studies of normative age-related
changes in EF and its neural substrates, enabling a valu-
able crossover between research on typical and atypical
development. As Tau and Peterson (2010, p. 162) put
it, documenting normative pathways of brain develop-
ment “provides the Archimedean point fromwhich to in-
terpret and understand the aberrant pathways of brain
development that produce disease,” whereas studying
atypical groups “informs our knowledge of normal brain
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development by throwing into relief the developmental
pathways that are most sensitive to perturbation.”

Both the pervasiveness of EF deficits in childhood dis-
orders and the salience of EF for studies of normal brain
development can be understood in terms of the pro-
tracted nature of EF development. Thus, EF skills begin
to emerge in infancy (Diamond, 1988), showmarked im-
provements across toddlerhood and the preschool pe-
riod (Carlson et al., 2004; Hughes and Ensor, 2007;
Hughes et al., 2010), and continue to improve during
the school-age years (e.g., Huizinga et al., 2006), with
some aspects of EF continuing to develop throughout
adolescence (Luciana et al., 2005; Luna et al., 2004). Inter-
estingly, although several reviews of EF development
are available (e.g., Anderson, 2002; Best et al., 2009;
Blair et al., 2005; Blakemore and Choudhury, 2006;
Garon et al., 2008; Hughes and Graham, 2002), few span
the full period of development (for an exception, see
Diamond, 2002). To address this gap, the first section
of this chapter provides a synopsis of research findings
on developmental trajectories for EF from infancy to ad-
olescence in both typical and atypical populations.

Having a protracted developmental course also
makes EF a focus of interest for researchers interested
in exploring environmental influences. As noted by
Garon (2008) and Hughes and Ensor (2009), this topic
of environmental influence on EF is a promising new di-
rection for research because the slow maturation of the
frontal cortex and its networks makes it heavily depen-
dent on the environment (e.g., Noble et al., 2005).
However, until recently, the processes underpinning en-
vironmental influences on EF have been, in research
terms, largely terra incognita. To rectify this gap, the sec-
ond section of this chapter provides an overview of three
strands of recent research that investigate (1) effects of
training or intervention programs on children’s emerg-
ing EF skills, (2) influences of parent–child interactions
on EF, and (3) studies of environmental influence on
EF in clinical groups.

Interwoven with perspectives on EF that emphasize
typical or atypical development, the expansion of re-
search in this field also mirrors the intensity of research
into children’s understanding of mind; numerous stud-
ies have reported a robust association between EF and
children’s theory-of-mind skills that is evident across a
broad age range, independent of covariant effects of lan-
guage ability and intelligence quotient, and applies to
both typical and atypical populations. In addition, recent
research has demonstrated that early emerging skills in
both EF and theory of mind are strong predictors of chil-
dren’s readiness for school and their performance in ac-
ademic subjects. The third section of this chapter aims to
bring together the findings from research, tracing links
between EF and children’s academic, sociocognitive,
and social success at school.

24.2 NORMATIVE DEVELOPMENTAL
TRAJECTORIES FOR EF FROM INFANCY

TO ADOLESCENCE

The past two decades have seen a massive increase in
the availability of child-friendly EF tasks (for a useful
summary, see Garon et al., 2008), leading to dramatic im-
provements in the understanding of the development of
EF. For instance, it is now known that EF is a unitary con-
struct with partially dissociable components (Garon
et al., 2008) that begins to emerge in the first few years
of life (e.g., Diamond, 1991) and continues to develop
through to adulthood (Huizinga et al., 2006). However,
most studies in this field have been cross-sectional in
design and have not controlled for peripheral task de-
mands. As a result, both cohort effects and developmen-
tal changes in how children cope with peripheral task
demands may contribute to age-related contrasts in EF
performance. In addition, simplifying adult tasks to
make them age-appropriate for young children carries
the danger of losing the critical EF component (Garon
et al., 2008). These notes of caution need to be remem-
beredwhen considering the summary review of findings
from infants to adolescents given below.

24.2.1 Infancy

The first evidence that EF emerges in the first year of
life (much earlier than previously believed) came from
studies using Piaget’s object permanence task in which
babies are repeatedly allowed to retrieve an attractive
object from one location (A) before seeing it hidden at
a new location (B). Early studies indicated that while
8-month-olds and older babies typically search correctly
at location B, 5-month-olds persist in searching for the
object at location A (e.g., Harris, 1975). Although Piaget
interpreted this ‘A not B’ error as a failure to recognize
that objects have an independent existence in the world
(i.e., a lack of ‘object permanence’), later studies showed
that when looking times rather than physical reaches are
used to assess perceptual understanding, even 4-month-
olds do well (e.g., Baillargeon et al., 1985). Thus, young
babies who make the A not B error in their reaching re-
sponses may know that the object has been moved, but
fail to inhibit their previously successful (and therefore
prepotent) reach to A. Thus, success on this task can
be seen as reflecting infants’ growing cognitive flexibility
and volitional control (Diamond and Goldman-Rakic,
1989). Other tasks that also demonstrate early executive
skills in infancy include a detour-reaching task, in which
infants are invited to retrieve an object that is visible be-
hind a Perspex screen; success on this task depends on
making a ‘detour reach’ around the side of the screen
(Diamond et al., 1989). In short, a rudimentary ability
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to inhibit prepotent responses is clearly evident by 7–12
months (Diamond, 2002).

More recent studies of infants also indicate an early
emergence of other aspects of EF. In particular, building
on the finding by Rothbart et al. (2003) that 2-year-olds’
anticipatory looking (i.e., looking to the location of a tar-
get prior to its appearance) is associated with parental
ratings of self-regulation, Sheese and colleagues (2008)
have reported that 6- and 7-month-olds who display
high levels of anticipatory looking also show more signs
of self-regulation in their approach toward novel toys.
Together, these two studies indicate that executive atten-
tion (indexed by anticipatory looking) is also evident
very early in life. Interestingly, Sheese et al. (2008) found
that anticipatory looking was also associated with look-
ing away from disturbing stimuli (facemasks), support-
ing proposals (e.g., Aksan and Kochanska, 2004;
Rothbart et al., 2000) for a link between early systems
of emotional control (e.g., fear and caution) and later sys-
tems of cognitive control.

24.2.2 Preschoolers

Research into the preschool years accounts for the
lion’s share of studies of EF in childhood. As will be dis-
cussed in the third section of this chapter, this focus on
preschoolers partly reflects the intensity of research
into children’s understanding of mind, which shows
dramatic improvements in the preschool years (e.g.,
Wellman et al., 2001). Another reason for a research
focus on preschoolers is that a wide variety of age-
appropriate tasks have been developed in response to
the previous dearth of tasks suitable for young children
(e.g., Carlson, 2005; Diamond et al., 1997; Espy et al.,
1999; Hughes, 1998; Zelazo and Muller, 2002).

However, even when these conceptual and methodo-
logical factors are taken into account, the growth of re-
search on preschool EF remains remarkable and is
difficult to summarize briefly. Fortunately, a recent com-
prehensive review by Garon et al. (2008) is helpful in at
least three respects. First, adopting the ‘unity and diver-
sity’ model proposed byMiyake and colleagues (2000) to
account for the coherent yet fractionated nature of EF in
adults, Garon et al. (2008) demonstrate that the three key
components of EF (working memory, response inhibi-
tion, and set shifting) in adults are all evident before
the age of 3 years. Second, Garon et al. (2008) address
the question of how developmental changes in EF
across the preschool years should be characterized,
and, consistent with proposals from other theorists
(e.g., Rothbart and Posner, 2005), highlight the impor-
tance of age-related improvements in attention and coor-
dination of distinct EF components. As they observe,
attention also appears central to theoretical accounts that

characterize EF development in terms of increased abil-
ity to overcome prepotent thoughts/acts (Diamond,
2002) or latent representations (Munakata, 2001) or to in-
tegrate conflicting rules (Zelazo et al., 2003).

Third, Garon et al. (2008) offer a number of sugges-
tions for future research. One suggested direction (dis-
cussed more fully in the next section of this chapter)
concerns the importance of studying environmental in-
fluences, as the slow maturation of the PFC and its net-
works make it heavily dependent on the environment
(Noble et al., 2005). Another suggested direction is the
use of longitudinal designs in order to examine develop-
mental changes in EF. This is an important point as re-
search into preschool EF (like so many fields within
developmental psychology) is heavily dominated by
cross-sectional studies that do not allow researchers to
control for individual differences. In one exceptional lon-
gitudinal study, Hughes et al. (2010) applied latent-
variable analyses to demonstrate that: (1) latent factors
for EF in preschool and early school age show measure-
ment invariance (supporting the validity of across-time
comparisons of average EF performance); (2) individual
differences in the preschool latent factor for EF are pos-
itively related to both maternal education and early ver-
bal ability; and (3) rates of growth in EF are inversely
related to verbal ability (such that preschoolers with
low verbal ability begin to catch up with their peers fol-
lowing the transition to school) but are unrelated to ma-
ternal education (i.e., there is no independent catch-up
effect for children with less-educated mothers). As these
findings illustrate, adopting longitudinal study designs
to examine developmental trajectories in early EF is
valuable, both theoretically and for the development of
educational policy.

24.2.3 School Age

Studies of EF in school-aged children often involve
computerized tasks, which allow researchers to stan-
dardize administration, to include large numbers of tri-
als, and to collect information on reaction times. One
widely used battery of computerized EF tasks is the
CANTAB (CAmbridge Neuropsychological Tests –
Automated Battery), which was developed for work
with adult clinical groups (Luciana, 2003) and was first
administered to children in the Hughes et al. (1994)
study of children with ASD; subsequent studies have
confirmed that the CANTAB is sensitive to EF deficits
in ASD across a wide range of ages and ability
levels (Ozonoff et al., 2004). Normative data on age-
related improvements in EF in typically developing
children (screened to exclude children with learning
or behavioral difficulties) have also been gathered
(Luciana, 2003).
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A key finding to emerge from studies of EF across the
school years is that step-wise improvements are evident
at different ages for different aspects of EF. Specifically
(as noted earlier), the preschool years are characterized
by dramatic improvements in inhibitory control, but
studies of young school-aged children highlight im-
provements in cognitive flexibility and studies of
preadolescents emphasize improvements in working
memory and planning ability. For example, using the
intradimensional/extradimensional (IDED) shift task
from the CANTAB battery, Luciana (2003) reported a
marked improvement in children’s ability to shift their
mental set around the age of 6 or 7 years. The IDED task
is a multistage task that is based on the Wisconsin Card
Sorting Task, which requires participants to work out a
rule for sorting cards (e.g., sort by color, number, or
shape of stimuli) and, then, when they receive negative
feedback indicating that the rule has changed, to shift
strategy in order to sort by a new rule. In the same
study, Luciana (2003) showed that clear improvements
on the Tower of London planning task or on a self-
ordered search test of working memory were often
not evident before the age of 11 or 12 years. Other stud-
ies using different tasks have reported a similar contrast
in the developmental trajectories of different aspects
of EF. For example, several studies report improve-
ments in mental flexibility around age 8 years (e.g.,
Anderson, 2002; Anderson et al., 2001c), while plan-
ning, organizing, and strategic thinking are typically
reported to emerge later and to show age-related
improvements throughout adolescence (Anderson
et al., 1996, 2001a; De Luca et al., 2003; Krikorian
et al., 1994; Welsh et al., 1991).

At odds with this general pattern, however, are
findings from another study that suggest a long devel-
opmental progression for cognitive flexibility, with 13-
year-olds still not at adult levels (Davidson et al.,
2006). A closer look at the specific tasks suggests that
the contrast in these findings may be explained by
Diamond’s (2009) ‘all or none’ theory. According to
this theory, the brain and mind work effortlessly (or
under difficult conditions) at a gross level, but require
effort (or more optimal conditions) to work in a more
selective manner. Thus, it is easier to inhibit a domi-
nant response all the time than only some of the time.
As a result, even older children are likely to show fre-
quent errors on task-switching paradigms, such as
those used in the Davidson et al. (2006) study. This
study also revealed several other interesting develop-
mental contrasts. For example, adults slowed down on
difficult trials to preserve accuracy, but children (and
especially young children) were impulsive and so
made errors on difficult trials. These contrasting speed
accuracy trade-offs highlight the value of using com-
puterized tasks to assess EF. At the same time, these

advantages may be offset by a reduction in sensitivity.
For example, children with ASD have been found to
perform significantly better on a computerized set-
shifting task than on a manual version (Ozonoff,
1995). In addition, computerized tasks are likely to
have lower ecological validity, such that there is still
a need for manual tasks that mimic everyday EF de-
mands. Here, one task battery that deserves mention
is the behavioral assessment of dysexecutive syn-
drome (Norris and Tate, 2000), which includes tasks
that tap into abilities for multitasking, problem solv-
ing, and strategic thinking.

24.2.4 Adolescence

Consistent with the findings from younger samples
described above, different aspects of EF have been
reported to show distinct trajectories across the adoles-
cent years. For example, in a study of Australian 11- to
17-year-olds that included a variety of EF tasks,
Anderson et al. (2001b) found clear linear age-related im-
provements on tests of selective attention, working
memory, and problem solving, but no age-related differ-
ence in planning performance.

Also echoing findings from studies of younger sam-
ples is an emerging theme from the adolescent litera-
ture regarding the importance of considering EF
alongside other key brain systems. For example, Tau
and Peterson (2010) note that adolescents and adults
differ not just in the maturity of their EF functions,
but also in the extent to which they avoid risk and re-
spond to reward/peer influence (adolescents are less
risk-averse, more driven by reward and more easily
influenced by peers). As a result, accounts of develop-
mental change in everyday behavior should consider
not only top-down EF systems but also bottom-up mo-
tivational and emotional responses to situations of risk
and reward.

Similar conclusions emerge from a recent community-
based study of relations between EF, problem behaviors,
and risk taking in 10- to 12-year-olds (Romer et al., 2009).
In this study, the children’s self-reported impulsivity
was inversely related to both working memory and re-
versal learning and explained individual differences in
both externalizing problems and performance on a
risk-taking task. Noting that interventions to improve
children’s working memory have led to reductions in
impulsive behaviors (e.g., Klingberg et al., 2005), the au-
thors of this study concluded that young people who
have difficulties in considering multiple (and potentially
conflicting) goals will be less likely to either ‘look before
they leap’ or temper their interest in novel or exciting
experiences.
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24.3 CLINICAL INSIGHTS, FROM
INFANCY TO ADOLESCENCE

In parallel with, and perhaps fueling the growth of,
research on normative development in EF, studies of
EF in atypical child populations have grown dramati-
cally and yielded several interesting findings that to-
gether emphasize the extent to which EF can be
impaired by brain abnormalities or insults, especially
if these occur early in life.

24.3.1 Infancy

The first clinical study of EF in infancy highlighted the
importance of dopamine for EF. Specifically, Diamond
et al. (1997) conducted a 4-year longitudinal study of
children treated early and continuously for phenylke-
tonuria (PKU), a metabolic disorder characterized by a
failure to convert phenylalanine to tyrosine (the precur-
sor of dopamine) that, if untreated, is the most common
biochemical cause of intellectual disability. On tests of
working memory and inhibitory control, children with
PKU with high plasma levels of phenylalanine per-
formed more poorly than all other control groups
(including siblings and PKU children with lower levels
of phenylalanine). Moreover, this impairment was spe-
cific to performance on EF tasks, directly related to levels
of phenylalanine, and evident across the age groups,
from the youngest (6–12 months) to the oldest (3½–7
years).

Long-term deficits in EF are also found in infants born
prematurely and infants exposed prenatally to high
levels of alcohol. In a recent meta-analysis, Mulder
et al. (2009) showed that children born prematurely dis-
played a variety of EF impairments, with the degree of
impairment predicted by: (1) gestational age (i.e., ex-
tremely premature infants show greater deficits), (2)
age at test (group differences attenuate with age), and
(3) aspect of EF under test (this ‘catch-up’ effect is evi-
dent for selective attention skills but not for attentional
set-shifting skills). No corresponding systematic review
of EF in children with prenatal alcohol exposure is yet
available, but individual studies consistently report def-
icits in EF that are independent of IQ (e.g., Connor et al.,
2000; Green et al., 2009; Mattson et al., 1999; Schonfeld
et al., 2001) and somewhat distinct from EF deficits in
other groups, such as children with ADHD (e.g.,
Vaurio et al., 2008). Moreover, a recent friendship train-
ing study involving primary-school-aged children with
prenatal alcohol exposure showed that parental ratings
of EF predicted gains in social skills, even when effects
of IQ were taken into account (Schonfeld et al., 2009).
In short, prenatal alcohol exposure has long-term ad-
verse effects on children’s emerging EF skills, which in

turn not only underpin academic achievement (see later
in this chapter) but also play a key role in these children’s
social competencies.

24.3.2 Preschoolers

From a clinical perspective, preschool milestones in
EF have attracted considerable attention from re-
searchers studying the cognitive profiles associated with
ASD. For example, Hughes and Russell (1993) demon-
strated that children with ASD (with a verbal mental
age of at least 4 years) displayed significant difficulties
on two tasks that most 4-year-olds passed with ease.
The first of these was the ‘Windows’ task in which, for
each of 20 trials, children could win a treat (visible
through a window in a box) by choosing a visibly empty
box. Children with ASD (and many 3-year-olds) chose
the baited box, and often persisted in this incorrect re-
sponse across all 20 trials. Moreover, administering the
task in four different conditions (verbal/nonverbal;
competitor present/absent) led to no change in the re-
sults. In the second task, to retrieve a large and attractive
marble from inside a metal box, children needed to per-
form a simple but arbitrary means–end action (flicking a
switch at the side of the box that turned off a simple cir-
cuit with an infrared beam that, if tripped, activated a
small trapdoor on which the marble was resting). Once
again, most older childrenwithASD and typically devel-
oping 3-year-olds (but not 4-year-olds) persisted in
making a direct and unsuccessful attempt to reach into
the box.

These findings added weight to reports of impaired
performance by children with ASD on more traditional
(and complex) EF tasks (e.g., Hughes et al., 1994;
Ozonoff et al., 1991; Prior, 1979) and sparked a sustained
program of research on EF deficits in ASD (for reviews,
see Hill, 2004; Pennington and Ozonoff, 1996). The
breadth and sophistication of current research in this
field are nicely illustrated by a handful of recent findings
that include: (1) evidence for associations between im-
paired inhibitory control and high-level repetitive be-
haviors (e.g., compulsions and preoccupations) in
children with ASD (Mosconi et al., 2009); (2) imaging re-
sults that indicate reduced functional connectivity and
network integration between the frontal, parietal, and
occipital regions among individuals with ASD in com-
pleting EF tasks (Solomon et al., 2009); (3) longitudinal
evidence for the importance of early EF in shaping the
developmental trajectory of theory-of-mind skills in chil-
dren with ASD (Pellicano, 2010); and (4) evidence for
age-related improvements in EF from childhood to ado-
lescence in ASD, indicating the presence of plasticity and
suggesting a prolonged window for effective treatment
(for a review, see O’Hearn et al., 2008).
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24.3.3 School Age

Earlier, in the section on EF in typically developing
school-aged children, concern was raised about the eco-
logical validity of the computerized tasks that are often
usedwith this age group. This issue of ecological validity
is also salient from a clinical perspective, as EF deficits in
children with ADHD (who, by definition, show marked
problems of impulsivity/inattention/disorganization in
their everyday lives) are often less pervasive and severe
than the EF deficits shown by children with ASD (e.g.,
Geurts et al., 2004; Goldberg et al., 2005; but see also
Happé et al., 2006), such that contemporary causal ac-
counts of ADHD also include additional deficits in the
signaling of delayed rewards (e.g., Sonuga-Barke, 2005).

In his review, Sonuga-Barke (2005) also argues for the
importance of considering EF deficits alongside environ-
mental influences, a view that is supported by the peak
in diagnosis for ADHD at age 12 (Mandell et al., 2005);
that is, just following the transition to secondary (or
‘middle’) school, which brings a significant increase in
demands for self-controlled and planful behavior. In-
deed, a recent longitudinal study that modeled trajecto-
ries for parent-rated ADHD symptoms confirms that the
age-related decline in symptoms is at least transiently re-
versed following the transition to secondary school
(Langberg et al., 2008). Likewise, in a study that involved
carefully matched samples, Happé et al. (2006) found
that children with ASD, but not children with ADHD,
showed age-related improvements in EF performance.
Together, these findings highlight the importance of
adopting a developmental perspective when examining
EF deficits in atypical groups.

24.3.4 Adolescence

Much of the clinical work on EF in adolescence has
concerned risk taking and substance abuse. In particular,
several researchers have reported a robust predictive as-
sociation between poor EF and impulsivity in preadoles-
cence and high levels of drug use in late adolescence
(e.g., Aytaclar et al., 1999). Similarly, in a review of alco-
hol addiction in adolescence, Wiers et al. (2007) pro-
posed a model in which repeated alcohol use leads to
compromised EF development coupled with sensitiza-
tion of a reward-based approach system. Note that this
model adopts Tau and Peterson’s (2010) recommended
dual focus on top-down and bottom-up processes.

In the dual-focus study by Fairchild et al. (2009), there
is a comparison between how adolescent boys with
early- versus late-onset conduct disorder (CD) or con-
trols perform on tests of EF (Wisconsin Card Sort Test)
and decision making (Risky Choice task) under condi-
tions of varyingmotivation and stress. Controlling for ef-
fects of IQ, they found nonsignificant group differences

in EF, but more risky choices in both CD groups than in
controls; adolescent boys with early-onset CD made
risky choices even when the gains were relatively small.
These findings suggest a shift in the balance between
sensitivity to reward and punishment among boys with
CD (particularly the early-onset form) that is similar to
the imbalance proposed by Wiers et al. (2007) in top-
down and bottom-up processes in addictive adolescents.
Perhaps unsurprisingly then, CD is, as Fairchild et al.
(2009) note, associatedwith a significantly increased sus-
ceptibility to substance-use disorders.

24.4 FROM BIOLOGICAL TO
ENVIRONMENTAL PREDICTORS OF
INDIVIDUAL DIFFERENCES IN EF

Biological studies have been hugely influential in re-
search on EF in childhood. For example, the impact of
Diamond and colleagues’ (1989) EF account of age-
related improvements in infants’ performance on the
A not B task was greatly increased by the convergent
findings from parallel studies of: (1) rhesus monkeys
(Diamond et al., 1989), which highlighted the dorsolat-
eral PFC as pivotal to success on this task, and (2) chil-
dren with PKU, which demonstrated the importance
of dopamine for success on a wide battery of simple
EF tasks (Diamond et al., 1997). More recently, in their
review of studies using functional MRI, Tau and
Peterson (2010) concluded that age-related improve-
ments in EF in childhood are associated with increased
activation of (dopamine-rich) frontal and striatal circuits.

Other seminal findings include the demonstration of
Golden (1981) that myelination of the prefrontal cortex is
associated with age-related improvements in EF in chil-
dren. More recent technological advances have led to
significant progress in documenting parallels between
milestones in EF development and changes in brain
myelination (e.g., Nagy et al., 2004). This progress is par-
ticularly evident in Giedd et al.’s (1999) large-scale lon-
gitudinal MRI work on adolescence, which has shown
that this period is characterized by both a linear increase
in white matter and a nonlinear decrease in gray matter.
Gains in white matter have clear functional conse-
quences, which include faster and more efficient sharing
of information within the frontostriatal circuits and
smoother communication between the frontal cortex
and other brain regions (Paus, 2010). Peak periods of re-
duction in gray matter occur just after puberty and at the
transition from adolescence to adulthood; although typ-
ically attributed to synaptic pruning, this ‘loss’ of gray
matter may simply reflect gains in white matter (Paus,
2010). As noted in a recent review (Blakemore and
Choudhury, 2006), structural changes in the adolescent
brain are particularly evident in the frontal cortex
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and are linked to age-related improvements in inhibitory
control (Luna et al., 2004), working memory (e.g.,
Luciana et al., 2005), and decision making (e.g.,
Hooper et al., 2004).

The studies of EF in atypical groups summarized in
the previous section provide a third strand of research
with a clear biological perspective. In particular, impair-
ments in EF are most pronounced among children with
ADHD or ASD (Pennington andOzonoff, 1996), two dis-
orders that show substantial genetic influence (Kuntsi
et al., 2004; Ronald et al., 2006). Indeed, EF has recently
been implicated in the genetic basis for ADHD (e.g.,
Bidwell et al., 2007; Gau and Shang, 2010). More direct
evidence for strong genetic influences on early EF comes
from studies that include genotyping (e.g., Fossella et al.,
2002; Rueda et al., 2005), which demonstrate that chil-
dren with the homozygous long allele for the DAT1 gene
(associated with high effortful control and low extrover-
sion) outperform those with the heterozygous (long/
short) allele on EF tests of conflict resolution (for a recent
review of molecular genetic studies of EF in children, see
Brocki et al., 2009).

However, none of the above findings precludes envi-
ronmental factors also contributing to either develop-
mental change or individual differences in EF. Indeed,
genetic factors often show substantial interactions with
environmental influences, such that genetic vulnerabil-
ity is expressed only among individuals exposed to
environmental stressors, such as harsh parenting or fam-
ily chaos (Asbury et al., 2003, 2005). Moreover, as noted
earlier, the development of EF has a very protracted
course, which makes it particularly sensitive to environ-
mental influence (Farah et al., 2006; Noble et al., 2005). In
addition, current cognitive models of EF (e.g., Duncan,
2001) highlight the fluidity of relations between the pre-
frontal cortex and EF performance. Specifically, neurons
within the PFC show a rapid adaptation to changing task
demands (Freedman et al., 2001), making it difficult to
map between behavioral and neuronal functions. In
comparison with research on biological influences, stud-
ies of environmental influences on EF are largely terra in-
cognita. Nevertheless, there is growing recognition that
early experiences contribute to children’s neurocogni-
tive development. Specifically, unfavorable early envi-
ronmental experiences adversely affect both brain
structure (e.g., De Bellis, 2005) and function (e.g.,
Rutter and O’Connor, 2004); conversely, positive experi-
ences (especially with caregivers) appear to have a pos-
itive impact on brain development (e.g., Nelson and
Bloom, 1997; Schore, 2001). As Bierman et al. (2008,
p. 823) put it, ‘EF development depends, in part, upon
sensitive responsive caregiving and opportunities for
guided exploration of the social and physical environ-
ment, fostering sustained joint attention, emotional un-
derstanding, planning, and problem solving.’

Direct evidence for environmental effects on EF
comes from intervention studies, which can be consid-
ered in two sets. The first set of studies involves direct
training on task analogs. In the first of these studies,
Kloo and Perner (2003) gave a simplified version of the
Wisconsin Card Sort task to typically developing pre-
schoolers and found that both card-sorting training
and false-belief training (each delivered in two sessions
on separate days) led to positive effects on EF at posttest.
More recently, Rueda et al. (2005) gave 5 days of atten-
tion training to groups of 4- and 6-year-olds, and
reported that children who performed poorly at pretest
showed the greatest gains from this training program,
with the overall improvements in executive attention
and IQ performance being equivalent to half the differ-
ence between older and younger participants (i.e., to
gains expected from 1 year’s difference in age). Similarly,
in a recent review, Klingberg (2010) reported that, across
a wide variety of age groups, training leads to significant
improvements in working memory. However, not all as-
pects of EF appear so malleable to training. For example,
a 5-week preschool training program has been shown to
produce significant improvements in working memory
but not in inhibitory control (Thorell et al., 2009), raising
interesting questions as to whether the distinct processes
that underpin different aspects of EF lead to contrasts in
the extent to which performance can be improved by
training. The final study in this set of training interven-
tions was conducted by Karbach and Kray (2009) and in-
volved training on task switching, administered to both
school-aged children (aged 8–10 years) and two groups
of adults (aged 18–26 and 62–76 years). All three groups
showed positive effects that transferred to other EF
tasks and to tests of fluid intelligence (e.g., tests of ab-
stract thinking and reasoning); however, when the train-
ing tasks were variable, improvements were reduced for
children but increased for adults. This interaction effect
highlights the importance of adopting a develop-
mentally sensitive approach to the development of
interventions.

The second set of intervention studies adopts a
broader and more naturalistic approach and is thus per-
haps of greater relevance for theories of how everyday
social environments might impinge on children’s EF de-
velopment. At least three such interventions have been
assessed using randomized control trials (RCTs). The
first of these, Head Start REDI (REsearch based, Devel-
opmentally Informed), is integrated into the Head Start
prekindergarten program for disadvantaged children
and involves brief lessons, ‘hands-on’ extension activi-
ties, and specific teaching strategies linked empirically
with the promotion of social–emotional competencies,
language development, and emergent literacy skills.
In their RCT, Bierman et al. (2008) reported that the
REDI intervention led to significant improvements in
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children’s abilities to stay on task, coupled with margin-
ally significant gains in set-shifting performance. An-
other well-recognized intervention is the Vygotskian
‘Tools in the Mind’ preschool curriculum (Bodrova
and Leong, 1996; Diamond et al., 2007), which includes
a variety of specially designed activities (e.g., sociodra-
matic play and shared reading) that enable children to
progress from external to shared to self-regulation;
teachers are also trained to foster early skills in literacy
and mathematics by encouraging reflective thinking
and metacognition. Interestingly, although language
plays a pivotal role in Vygotskian accounts of cognitive
development, the Tools curriculum appears to have pos-
itive effects on EF (as indexed by low problem behavior
scores), but no significant impact on language develop-
ment (Barnett et al., 2008). The third RCT focused on
an 8-week school-based intervention for older children
(7- to 9-year-olds) that aims to promote mindful aware-
ness practices through twice-weekly half-hour sessions.
Comparing teachers’ and parents’ pre- and post-
program ratings of EF skills, Flook et al. (2010) reported
that less well-regulated children showed particularly
clear treatment-related gains (evident both at school
and at home); note that this finding echoes earlier results
from preschoolers (e.g., Rueda et al., 2005).

Together, the findings from these three RCTs support
two of the three dimensions of adult–child interactions
that Carlson (2003) has proposed as likely to favor EF
in children: scaffolding (which provides children with
successful experiences of problem-based learning) and
mind-mindedness (which provides children with verbal
tools for progressing from external to internal forms of
self-regulation). Positive effects on EF of the third dimen-
sion of sensitivity (which provides infantswith successful
experiences of impacting on the environment) have been
reported by Bernier et al. (2010) in their recent longitudi-
nal study of 80 infants in which maternal sensitivity,
mind-mindedness, and scaffolding (or ‘autonomy sup-
port’) were evaluated at 12–15 months of age, and EF
was assessed at 18 and 26 months. All three measures
of parenting predicted child EF; however, once the ef-
fects of maternal education and general cognitive ability
were taken into account, scaffolding was the strongest
predictor of EF at each age. Another recent study, con-
ducted by Bibok et al. (2009), offers a refinement of
how parental scaffolding may promote young children’s
EF skills (indexed by performance on an attention-
switching task). Specifically, observations of parents
scaffolding children’s goal-directed activities revealed
that the timing of parents’ elaborative utterances was a
key predictor of children’s attention-switching skills.

In short, there is now good evidence that parents’ de-
liberate efforts to scaffold children’s goal-directed activ-
ities do indeed foster the development of early EF skills.
However, as highlighted by research on children’s

developing social understanding, family influences are
often incidental rather than deliberate. For example,
young children are extremely acute observers of family
life, paying particularly close attention to injustices such
as parents’ differential treatment of siblings (Dunn,
1993). This point can be applied to young children’s ob-
servational skills more generally; most parents will be
able to recall episodes in which their actions have been
mimicked with uncanny accuracy. This attention to de-
tail favors children’s rapid mastery of complex action
plans: while simple mimicry of adults’ planful behavior
does not constitute executive control, acquiring a reper-
toire of ‘goal-directed’ acts is likely to promote EF skills.
Support for this view comes from a recent longitudinal
observational study by Hughes and Ensor (2009) involv-
ing a socially diverse sample of 125 children. In this
study, bothmaternal scaffolding (in structured playwith
jigsaws) and opportunities for observational learning
(indexed by maternal strategic behavior in a multitask-
ing paradigm and in a shared tidy-up task) predicted im-
provements between the ages of 2 and 4 in children’s EF
scores, even when effects of verbal ability were con-
trolled. Note that including EF assessments at both time
points enabled Hughes and Ensor (2009) to take the
temporal stability of individual differences in EF into ac-
count and sominimize the confounding effects of genetic
factors (Kovas et al., 2007).

Reinforcing the importance of incidental effects,
Hughes and Ensor (2009) also found that EF develop-
ment from age 2 to age 4 was negatively correlated with
parental ratings of disorganized and unpredictable fam-
ily life, suggesting that families can hinder as well as
help young children’s emerging EF skills. Here it is
worth noting that the social diversity of Hughes and
Ensor’s (2009) study sample is important: just as socio-
economic (SES) effects appear strongest at the bottom
end of the scale (e.g., Scarr, 2000), adverse environmental
measures (e.g., ratings of family chaos) may only show
significant variance if low SES families (who are most
at risk of exposure to multiple stressors) are included.
Using an expanded sample from the same longitudinal
study (i.e., the target children, plus friends recruited at
age 4; N¼191), Hughes et al. (in preparation) have
applied latent-variable analyses to demonstrate that
each of three distinct measures of maternal well-being
(specifically, depression, parental efficacy, and satisfac-
tion) showed independent associations with individual
differences in EF. Interestingly, of these three factors,
only maternal depression was also (negatively) related
to individual differences in children’s verbal ability;
that is, while positive effects of favorable family en-
vironments appear specific to EF, unfavorable family
environments appear to adversely affect cognitive devel-
opment in general. Note also that the significant inverse
relation between maternal depression and preschool EF
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reported byHughes et al. (in preparation) appears devel-
opmentally specific, as research on both older children
and adolescents with depressed mothers has led to null
findings (Klimes-Dougan et al., 2006; Micco et al., 2009).
That said, the significant inverse relation betweenmater-
nal depression and poor EF in preschoolers reported by
Hughes et al. (in preparation) is supported by findings
from a recent study of internationally adopted children,
which demonstrate that, despite good catch-up in many
specific areas of development, these young children
(who were exposed to severe adverse early environ-
ments) showed persistent difficulties in EF and atten-
tional regulation (Jacobs et al., 2010).

Clinical studies have also highlighted the importance
of environmental influences. For example, studies of
children who have experienced maltreatment or severe
neglect highlight the impact of such extreme adverse en-
vironments on neuroendocrine and autonomic stress re-
activity, which in turn leads to increased demands on EF
systems of regulatory control (e.g., Bierman et al., 2008;
Cicchetti, 2002). Moreover, findings from children with
traumatic brain injury indicate that higher-order brain
functions (such as EF) are particularly vulnerable while
they are still emerging. Specifically, in their recent
review of the effects of early brain injury on EF,
Anderson et al. (2010) examined findings from children
with focal brain pathology evident on MRI scans; they
compared EF performance in late childhood/adoles-
cence (assessed across a variety of domains) in children
who sustained early brain injury at each of six develop-
mental periods (congenital/perinatal/infancy/pre-
school/mid-childhood/late childhood), with these six
groups being matched for gender, SES, lesion size, loca-
tion, or laterality. Their findings clearly supported theo-
retical perspectives that emphasize vulnerability rather
than plasticity in brain function. Specifically, children
who experienced brain injury very early in life displayed
markedly more severe deficits in EF (and IQ). In
other words, while the development of EF can be dis-
rupted, with either transient or more permanent con-
sequences, EF skills, once established, are relatively
robust (Johnson, 2005; Thomas and Johnson, 2008).

24.4.1 Early EF Predicts Academic,
Sociocognitive, and Social Success at School

This third section aims to bring together the findings
from research tracing links between EF and children’s
academic, sociocognitive, and social success at school.
Interestingly, each of these research areas highlights dif-
ferent aspects of EF: working memory appears central in
accounts of EF and academic performance; cognitive
flexibility is highlighted by more than one account of
EF and social cognition; and inhibitory control is central

to accounts of EF and social success. At the same time,
overlapping associations are likely, as there is very close
interplay between children’s academic ability, social
understanding, and social behavior at school.

24.4.1.1 EF and Academic Performance

Over the past two decades, research into the neuro-
cognitive underpinnings of children’s competence in
core academic domains such as literacy and numeracy
has expanded rapidly; interestingly, several accounts
give EF (especially working memory) a prominent role
(e.g., Blair and Razza, 2007; Gathercole and Pickering,
2000; Geary, 1990). Empirical research confirms the im-
portance of workingmemory for academic achievement.
For example, in a recent longitudinal study, Alloway and
Alloway (2010) found that workingmemory at age 5 (i.e.,
at the start of formal education) eclipsed IQ as a predic-
tor of academic success 6 years later. Likewise, accounts
of academic failure among children and adolescents
with ADHD highlight the importance of deficits in EF
(e.g., Alloway et al., 2010; Clark et al., 2000), while
Dahlin (2010) found that primary school children with
special needs who completed a cognitive training pro-
gram designed to enhance working memory also dis-
played accelerated reading development. That said,
the role of working memory in mathematical compe-
tence is more complex than previously thought (Geary,
2010). In particular, echoing the finding (discussed in
the first section of this chapter) that developmental tim-
ing is a stronger predictor of EF impairment than loca-
tion of brain injury (Anderson et al., 2010), recent
studies have shown significant changes in brain–mathe-
matics relations as children develop andmature (Ansari,
2010; Meyer et al., 2010).

Working with younger children, and adopting a
rather different theoretical perspective (in which early
EF rather than academic performance is center stage),
Blair and colleagues have shown that individual differ-
ences in EF in preschool predict both school readiness
and children’s success in numeracy and literacy (Blair
and Diamond, 2008; Blair and Peters, 2003; Blair and
Razza, 2007; Razza and Blair, 2009). In their review of
this field, Blair and Diamond (2008) argue that early
self-regulation reflects an emerging balance between
emotional arousal and cognitive regulation, such that
self-regulation (and hence children’s school readiness)
is likely to be enhanced by school interventions that link
emotional/motivational arousal with activities designed
to promote EF.

More recently, Hughes and Ensor (in press) have ex-
tended this research field in two ways: adopting a devel-
opmentally dynamic approach to examine growth of
EF across the transition to school and considering
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individual differences in EF trajectories in relation to
children’s own perceptions of their (academic and social)
success at school. Research on children’s self-perceived
academic abilities has burgeoned over recent years,
fueled by the finding that individual differences in IQ
fail to account for up to 50% of the variance in academic
performance (e.g., Chamorro-Premuzic and Furnham,
2005; Rhode and Thompson, 2007). Indeed, a meta-
analytic review has shown that, even controlling for pre-
vious achievement, self-perceived abilities exert small
but consistent effects on later achievement (Valentine
et al., 2004). Conversely, poor self-perceptions in early
childhood are associated with loneliness, withdrawal,
and peer exclusion (Coplan et al., 2004). Together, these
findings suggest that self-perceptions may be a key as-
pect of children’s psychological (as opposed to practical)
school readiness. In their study (in which 191 children
were followed from ages 4 to 6), Hughes and Ensor (in
press) found that, even with effects of concurrent verbal
ability and EF controlled, children who had made rapid
gains in EF across the transition to school reported
higher levels of academic competence at age 6. Given
that this is the first study to report an association be-
tween preschool EF and school-children’s self-perceived
abilities, it is worth noting that similar findings have
been obtained from adult samples. In particular,
Tangney and colleagues (2004) have reported that,
among adults, individual differences in self-control (a
construct that is closely related to EF) show robust asso-
ciations with individual differences in self-esteem.

24.4.1.2 EF and Social Cognition

The finding that individualdifferences inEF trajectories
predict children’s self-perceived academic competence
brings us to another hot topic, namely the robust associa-
tion between variation in preschoolers’ EF skills and in
their understanding of mind. Interestingly, this link be-
tween EF and understanding ofmind is evident at several
different periods of development, from toddlerhood (e.g.,
Carlson et al., 2004; Hughes and Ensor, 2005) to adoles-
cence (Dumontheil et al., 2010). Equally remarkable, theas-
sociationbetweenEFandtheoryofmindhasbeenreported
for a variety of clinical groups, including children with
ASD (e.g., Pellicano, 2007), hyperactivity or conduct prob-
lems (Hughes et al., 1998), traumatic brain injuries (Dennis
et al., 2009), and fetal alcohol syndrome (Rasmussen et al.,
2009). Thus, the link between EF and theory of mind
appears pervasive. How then should it be explained?

In an early review of the evidence for associations be-
tween EF and theory of mind, Perner and Lang (1999) of-
fered five possible explanations: (1) theory-of-mind skills
are necessary for children to pass EF tasks (e.g., in order to
inhibit a particular response, children have to be able

to represent it asmaladaptive); (2) EF is needed for children
to develop their understanding of mental states (e.g., experi-
ence of goal-directed action improves children’s concep-
tual understanding of intentional states); (3) the relevant
theory-of-mind tasks require EF (e.g., standard false-
belief tasks place heavy demands on children’s inhibi-
tory control and/or working memory); (4) tests of both
EF and theory of mind require the same kind of embedded con-
ditional reasoning; and (5) the two systems are not func-
tionally related, but have overlapping or neighboring
neural substrates.

Having reviewed the evidence, Perner and Lang
(1999) concluded that only a third of these proposals
could be ruled out with confidence; in a subsequent
study (see also Perner et al., 2002), the fourth account
was also ruled out (as false-belief tasks appear as diffi-
cult as card-sorting tasks, despite requiring less complex
conditional reasoning). Since then, evidence that similar
brain regions are implicated in EF and theory of mind
has grown (for reviews, see Perner and Aichhorn,
2008; Perner et al., 2006); thus, the fifth account (neuro-
anatomical proximity may well contribute to the associ-
ation between the two domains) remains plausible.
Indeed, very recent research demonstrates that dopa-
mine, long recognized as pivotal to EF (e.g., see studies
of PKU described in the first section of this chapter), also
plays a key role in children’s growing understanding of
mind. For example, findings from a recent EEG study in-
dicate that the dorsal medial PFC (which is rich in dopa-
mine receptors and lies at the end of the mesocortical
dopamine pathway) is a specific neurodevelopmental
correlate of preschoolers’ theory-of-mind development
(Sabbagh et al., 2009). Likewise, using an archive of pre-
schoolers’ EEG recordings, Lackner et al. (2010) have
reported that individual differences in eye-blink rate
(an indirect but reliable measure of dopamine function)
predicted theory-of-mind performance even controlling
for several other related factors, including age, verbal
ability, gender, and performance on a Stroop task (which
taps the ability to inhibit a maladaptive response).
Interestingly, as Lackner et al. (2010) note, dopamine pro-
vides a mechanism that may explain both neurobiological
and experiential influences on theory-of-mind develop-
ment. Specifically, dopamine promotes the neural plastic-
ity needed to respond flexibly to environmental feedback
by changing goals and expectations (e.g., Montague et al.,
2004) and so may mediate the impact of family factors
known to predict theory-of-mind development (e.g., fre-
quencies of family conversations about mental states)
(Ensor and Hughes, 2008) or of interactions with siblings
(Perner et al., 1994) that depend on children’s ability to re-
flect on (and revise) their own concepts of mind in order
to accommodate new information from the environment.

Another area of progress in this research field has
been the growth of longitudinal studies, including
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microgenetic studies (e.g., Flynn, 2006) and studies of
toddlers (Carlson et al., 2004; Hughes and Ensor, 2007).
One consistent finding to emerge from these studies is
that early EF predicts later mental-state awareness more
strongly than early mental-state awareness predicts later
EF. This asymmetry in predictive relationships challenges
Perner and Lang’s first account (namely that theory of
mind provides a foundation for EF). Instead, without go-
ing as far as stipulating that EF is, in some sense, neces-
sary for the emergence of mental-state awareness, it
seems reasonable to argue that EF improvements in the
preschool years help explain how children make use of
their early intuitive understanding of mind.

It is also worth noting that the relationship between EF
and theory of mind may well be developmentally dy-
namic. For example, in a critique of the original theory-
of-mind account of ASD (which is often diagnosed long
before children are expected to pass false-belief tasks),
Tager-Flusberg (2001) proposed that early-onset ‘socioper-
ceptual’skills (or intuitivementalizing)dependonmodular
cognitive processes, whereas later-onset ‘sociocognitive’
skills (or off-line mental-state reasoning) depend on other
aspects of cognition, such as language and EF. This model
of dual processes (e.g., Apperly et al., 2009; de Vignemont,
2009)alsogoessomewaytoexplainingwhytypicallydevel-
oping young children can showquite sophisticatedmenta-
lizing skills in their everyday interactions and yet fail
experimental false-belief tasks.

Note also that other models of theory-of-mind de-
velopment also suggest a developmentally dynamic
relationship with EF. For example, Wellman and col-
leagues (Wellman and Liu, 2004) have proposed that im-
provements in children’s understanding of mind involve
a series of distinct achievements, such that different as-
pects ofEFmaybeparticularly important for specificmile-
stones. Conversely, the stage-like nature of development
in EF outlined in the first section of this chapter also sug-
gests the need for a more differentiated approach. For ex-
ample, in their study of children with traumatic brain
injuries,Dennis et al. (2009)usedpathanalysis to elucidate
the nature of relations betweenEF and theory ofmind and
argued that their findings support models of EF in which
inhibitory control serves as a foundation for other aspects
of EF, in particular workingmemory (Barkley, 1997). Spe-
cifically,Dennis et al. (2009) found that the relationshipbe-
tween impaired inhibitory control and theory ofmindwas
mediated, at least among childrenwith traumatic brain in-
jury, by impairments in working memory.

24.4.1.3 EF and Social Competence

For adults, there is robust evidence that deficits in EF
are associated with problems of antisocial behavior: in a
meta-analytic review of this literature, Morgan and

Lilienfeld (2000) reported that the average EF per-
formance of antisocial groups fell 0.62 standard devia-
tions below that of control groups. Building on this
work, Raine (2002) reviewed evidence from neuropsy-
chological, neurological, and brain imaging studies
and concluded that prefrontal structural and functional
deficits are implicated in antisocial or aggressive behav-
ior throughout the lifespan. Most recently, Beauchamp
and Anderson (2010) have conducted a theoretical re-
view of the cognitive underpinnings of children’s devel-
oping social skills and noted that, within EF, attentional
control (i.e., self-monitoring, response inhibition, and
self-regulation) is especially critical.

In one of the earliest studies to link EF to young chil-
dren’s social competence (and the first to use direct ob-
servational methods), Hughes et al. (2000) found that, in
a socially diverse sample of preschoolers (half of whom
had been rated by parents as ‘hard tomanage’), poor per-
formance on a battery of EF tasks (but not on theory-of-
mind tasks) was associated with higher frequencies of
anger and antisocial behavior toward friends. In other
words, the interpersonal problems of these hard-to-
manage preschoolers appear not to reflect difficulties
in social understanding per se, but rather failure of
behavioral regulation. In a follow-up study with the
same sample, Hughes et al. (2001) showed that poor
EF at age 4 predicted negative behavior at age 5 and that
this group of hard-to-manage children continued to
show rule violations and perseverative errors at age 7
(Brophy et al., 2002).

In a further longitudinal observational study (for
more details, see Hughes, 2011), Hughes and colleagues
followed a socially diverse sample of 140 children from
toddlerhood through to school age, recruiting best
friends for each target child at age 4, such that their find-
ings are best presented in two parts. In the first, Hughes
and Ensor (2008) examined children’s EF, verbal ability,
and theory-of-mind scores at ages 2, 3, and 4 in relation
to aggregate (multi-informant and multi-setting) mea-
sures of problem behaviors at each time point and made
the following findings: (1) poor EF at age 2 predicted
worsening problem behaviors from ages 2 to 4; (2) indi-
vidual differences in EF at age 3 fully mediated the influ-
ence of age 2 language deficits upon age 4 problem
behaviors; and (3) by age 4, individual differences in
problem behaviors showed specific associations with in-
dividual differences in EF (but not theory of mind or ver-
bal ability). Capitalizing on the expanded sample
(N¼191), Hughes and Ensor applied latent growth
models, which showed that high EF gains across the
transition to school predicted low levels of teacher-rated
emotional symptoms, hyperactivity, conduct problems,
and peer problems at age 6 (as well as higher self-
reported academic competence, as noted earlier). To-
gether, these findings highlight the importance of
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preschool EF for early social adjustment and demon-
strate the value of examining developmental change in
EF (gains in EF across the transition to school predicted
social outcomes even when individual differences in
concurrent EF were controlled).

Links between EF and social competence may also be
indirect. For example, Razza and Blair (2009) have
reported that false-belief understandingmediates the as-
sociation between early individual differences in chil-
dren’s EF and later teacher ratings of children’s social
competence. On a related note, Maszk et al. (1999) found
that 4- to 6-year-olds rated by peers and teachers as high
in behavioral and emotional self-control became increas-
ingly popular over the school year and so argued that in-
dividual differences in self-control may be meaningful
for how children are viewed by others and hence for
how they view themselves. This raises the interesting
possibility with regard to Hughes and Ensor’s findings.
Specifically, children’s awareness of their own gains in
EF across the transition to school may shape both social
behavior and self-concepts. If so, interventions to im-
prove children’s social adjustment might aim beyond in-
creasing children’s EF to ensuring that children are
aware of their own progress in regulating and organiz-
ing their thoughts and behaviors.

At this point, it is worth noting that the findings
reviewed in this chapter and elsewhere suggest that EF
canact asamoderator,mediator, andoutcomeof interven-
tions. For example, studies of both school-aged children
(e.g., Flook et al., 2010) and preschoolers (e.g., Rueda
et al., 2005) indicate that the effects of interventions are
often particularly impressive for children with poor EF.
Likewise, improvements in children’s inhibitory control
have been shown to at least partially mediate the positive
effects of the PATHS curriculum on children’s behavior
(Riggs et al., 2006). Similarly, the threeRCTs reviewed ear-
lier in this chapter all demonstrated thatpositive effects on
EFcanbeexpected fromenrichedandstructured curricula
that promote scaffolding (and hence lead to experiences
of successful problem-based learning) and adult mind-
mindedness (enablingaprogression fromexternal to inter-
nal forms of self-regulation). Thesemultiple roles for EF in
interventions to promote social behavior highlight the im-
portanceofadoptingabroadandcontextualizedapproach
to identifying underlyingmechanisms. The next step is to
place research on interventions within a developmental
perspectiveto identifywhetherdifferentprocessesarepiv-
otal for different age groups.

24.5 CONCLUSIONS

This chapter on EF in childhood has covered con-
siderable ground, including development from in-
fancy to adolescence in typically developing and

atypical groups; positive and negative effects of envi-
ronmental influences (from training on specific tasks
to exposure to enriched and predictable environ-
ments); and academic, sociocognitive, and social out-
comes associated with individual differences in early
EF (or EF trajectories). Perhaps the main pair of con-
clusions to emerge from this review is that both con-
tinuities and contrasts in EF in children of different
ages are striking. One striking commonality across
studies of typically developing children of different
ages is a close interplay between top-down systems
of EF and bottom-up reward-oriented systems, such
that, from infancy through to adolescence, poor EF ap-
pears associated with risk taking and sensation seek-
ing. Indeed, research on several atypical groups,
including children with ADHD, CD, or problems of
substance abuse, also highlights this interplay be-
tween top-down and bottom-up processes. Although
not yet evident in research on ASD, it is worth noting
that the amygdala, which is a key substrate involved
in reward processing, is central to at least one prom-
inent account of ASD (Baron-Cohen et al., 2000). Thus,
extending this dual focus on EF and reward proces-
sing to children with ASD would appear a fruitful di-
rection for future research.

A second notable developmental continuity is that,
across a wide age range, typically developing individ-
uals with good EF are more likely than their peers to
do well on tests of theory of mind and show positive
self-concepts and less likely to display antisocial behav-
iors. Perhaps related to these stable correlates of EF, lon-
gitudinal studies support EF as a predictor of later
academic achievement in both young children and ado-
lescents. Finally, across a wide variety of ages, at least
some aspects of EF (e.g., working memory) appear mal-
leable to training effects.

Examples of age-related contrasts include differences
in the nature of EF: improvements in some aspects of EF
(such as inhibitory control) can be seen from a very early
age, while other aspects (e.g., planning) do not show
marked improvements until much later on in develop-
ment. Another important contrast concerns the extent
to which EF can be associated with a localized neural
base: age-related improvements in EF appear hand in
hand with an increase in frontostriatal activation, such
that development is characterized by a progression from
diffuse to specific neural substrate. Several age-related
functional changes in children’s performance on EF
tasks suggest that this progressive localization of neural
substrate may reflect increases in how strategic children
and adolescents are when completing EF tasks. For ex-
ample, adults and children differ markedly in how they
respond tomore challenging situations; while adults can
reduce their speed of response to remain accurate, young
children typically show a drop in accuracy. Similarly,
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young children are particularly likely to show an ‘all or
none’ effect, in that they can inhibit a response if this is
consistently required of them, but find it much harder to
cope with situations that place varying demands on this
system of inhibitory control. Finally, related to these con-
trasts in strategy use, training studies indicate an age-
related contrast in the optimal format of the training
tasks, with task variability increasing training benefits
in adults but reducing training benefits in children.

Together, the above age-related contrasts lead to a
third key conclusion, namely the need to take develop-
mental issues seriously when examining a construct
such as EF that shows such a protracted developmental
course. For example, if the differences noted above do in-
deed reflect an age-related contrast in strategy use on EF
tasks, then the validity of across-age comparisons is in
question, as different sets of skills may well underpin
performance on the same task for children of different
ages. An important first step in addressing this issue is
to establish measurement invariance before comparing
EF skills across different age groups (cf. Hughes et al.,
2010). Developmental issues are also raised by findings
from studies of atypical groups. Thus, studies compar-
ing different clinical groups (e.g., children with ASD
and children with ADHD) should be designed so that
contrasts in developmental trajectories can be elucidated.
The few existing studies that adopt a developmental per-
spective indicate that children with ASD may show
greater progress than children with ADHD, but the rea-
sons for this are not yet known.

The final conclusions to emerge from this review
concern the interplay between EF and children’s envi-
ronments. First, although individual differences in EF
have been viewed as almost entirely genetic in origin
(e.g., Friedman et al., 2008), there is growing evidence
that, for young children at least, environmental influ-
ences can be substantial. Thus, detailed longitudinal
studies highlight the importance of family factors
(e.g., maternal well-being, sensitivity, and consistency
of parenting). In addition, at least three RCTs show that
early educational interventions have positive effects on
EF. These positive effects may be: (1) strongest for chil-
drenwith low levels of EF (i.e., EFmoderates the impact
of interventions); (2) pivotal to explaining the substan-
tial improvement in children’s behavior as a result
of such interventions (i.e., EF is a mediator of interven-
tion effects); and (3) achieved indirectly via improve-
ments in children’s theory-of-mind skills, or in how
children are viewed by others, or how they view them-
selves. Clearly then, tracing out the mechanisms that
underpin associations between family environments
and children’s growing EF skills as well as between
interventions and children’s social and cognitive
achievements is an important challenge for future
research.
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25.1 INTRODUCTION

Over a half century of research using animal models
has documented the impact of early-life stress on neuro-
behavioral development (Sanchez et al., 2001). Both stress
to themother ormore directly to the fetus during prenatal
development and stressors that affect mother and infant
during postnatal development have been shown to
impact circuits that are developing during the period
of stressor exposure, including the development of

stress-mediating systems. Alterations in stress-mediating
systems, in turn, influence how the organism responds to
stressors throughout development, producing cascading
effects that may result in significant physical and mental
health problems later in life. Research on the neurobiolog-
ical sequelae of stress during human pre- and postnatal
development has a much shorter history. However, in-
roads are being made in understanding how exposure
to stress early in life influences neurobehavioral develop-
ment and lifelong health (Shonkoff et al., 2009).
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Activity of the hypothalamic–pituitary–adrenocortical
(HPA) axis, a stress-sensitive neuroendocrine system,
has figured prominently in animal studies of early-life
stress ever since it was noted in the 1950s that early
experiences permanently altered its reactivity and regu-
lation (Levine, 1957). Because the HPA axis produces
hormones that function as gene transcription factors in
numerous organs and tissues and because experience al-
ters its activity as well as the activity of its receptors,
research on early-life stress has continued to include a
focus on the HPA axis. Attention to activity of this
system in studies of human development has been pro-
moted by the availability of assays that allow noninva-
sive measurement of cortisol, its end hormone, in
small samples of saliva (Gunnar and Donzella, 2002).
Consistent with the history of research in this area, a fo-
cus is maintained, although not exclusively, on the HPA
axis in reviewing the research on early-life stress and hu-
man neurobehavioral development.

This chapter consists of four parts. First, it contains a
brief review of the anatomy and physiology of the ma-
ture HPA axis and related stress-mediating systems
and second, a discussion of prenatal stress and fetal pro-
gramming. Third, there is a discussion on the postnatal
development of the HPA system, the importance of so-
cial regulation of the HPA axis in early human develop-
ment, and what is currently known about long-term
impacts of early-life stress on later physical and mental
health. Finally, issues that need to be addressed are con-
sidered as this field moves forward.

25.2 THE ANATOMY AND PHYSIOLOGY
OF STRESS

Stressors are real or perceived threats to psychological
or physical viability that are responded to by stressor-
specific release of molecules termed stress mediators.
These molecules bind to their receptor targets and or-
chestrate integrated responses that have evolved to in-
crease survival in the immediate face of threat (Joels
and Baram, 2009). Glucocorticoids (cortisol in humans)
are steroid hormones that serve as a major mediator of
themammalian stress response. Glucocorticoids are pro-
duced by the cortex of the adrenal glands; the medulla of
the adrenals produces adrenaline, a hormone that is cen-
tral to the fight/flight response. Glucocorticoids serve
multiple roles in defensive responding (Sapolsky et al.,
2000). At basal levels they are permissive, in the sense
that they maintain organs and tissues in a state that per-
mits rapid and sustained mobilization by other neuro-
transmitters or hormones. At elevated levels they
suppress the actions of other stress-mediating systems
and, through negative feedback, return the HPA system
to basal levels of activity. Via effects on gene transcription,

glucocorticoids also can have long-term effects on neural
systems mediating perception and response to threat,
both up- and down-regulating reactions to subsequent
stressors. Critically, the effects of acute activations of the
HPA system and those of chronic activation are markedly
different, with chronic activation resulting in progressive
changes in the expression of stress-mediating genes, alter-
ation in neuronal systems that process signals of threat,
and changes in neuronal firing patterns throughout the
brain.

The cascade of events that produce changes in cortisol
release by the adrenals begins with the release of
corticotropin-releasing hormone (CRH) and arginine
vasopressin (AVP) by cells in the paraventricular nuclei
of the hypothalamus (see Figure 25.1, reviewed in
Gunnar andVazquez (2006)). CRH andAVP are released
through small blood vessels to the anterior pituitary
where they stimulate the release of adrenocorticotropic
hormone (ACTH) into the bloodstream. Cells on the cor-
tex of the adrenal glands respond to ACTH and start a
cascade of enzymatic actions that convert cholesterol
to cortisol (corticosterone in rodents). Activation of the
adrenal cortex by ACTH also results in the production
of dehydroepiandrosterone (DHEA), an adrenal andro-
gen that because of its anabolic effects has antistress
properties. Once released into the circulation, because
of its lipid solubility, cortisol enters the cytoplasm of
cells throughout the body and brain where it interacts
with its receptors if they are present.

Cortisol has affinity to two receptors, mineralocorti-
coid receptors (MRs) and glucocorticoid receptors
(GRs). Its affinity with MRs is many times greater than
to GRs; hence, if both are present MRs will be occupied
and activated first, followed by GRs. In most areas of the
body, however, cortisol cannot access MRs because an
enzyme is present (11 beta hydroxysteroid dehydroge-
nase or 11b-HSD) that converts cortisol to a form with
low MR affinity. As discussed later, this enzyme is also
present in the placenta where it serves to regulate im-
pacts of maternal cortisol on the placenta and fetus. In
the brain, however, the enzyme is not present, allowing
the levels of cortisol in circulation to determine the bal-
ance between MR and GR activation. Under basal levels
MRs tend to be almost wholly occupied; while when cor-
tisol rises to stress levels and also at the peak of the diur-
nal rhythm, GRs become occupied as well. MRs tend to
mediate many of the permissive effects of cortisol, while
GRs mediate many of the more catabolic stress effects.
GRs are also involved in negative feedback of the axis,
functioning at the level of the pituitary, hypothalamus,
hippocampus, and likely also the medial frontal cortex,
to contain the HPA response and help return the axis
to basal levels of activity.

While there is increasing evidence that under condi-
tions of stress, rapid cell-membrane-mediated effects
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of cortisol occur,most effects of cortisol involve transloca-
tion of the cortisol–receptor complex from the cytoplasm
to the cell nucleus where cortisol interacts with glucocor-
ticoid receptive elements (GREs) in the promotor region
ofmany genes.Activation ofGREs increases or decreases
gene transcription in interaction with other gene tran-
scription factors. Because many of cortisol’s effects are
produced via gene transcription, they take minutes to
hours to be produced. This means that while acute threat
may stimulate increases in cortisol production, cortisol

itself is not a major factor in fight/flight responses that
proceed on the basis of seconds to minutes.

Activation of the HPA axis is regulated by complex
signals derived across a number of pathways that carry
information about the state of the internal and external
milieu (see Figure 25.2). Activation of the system in re-
sponse to threats to internal homeostasis (e.g., blood
volume loss), travel to the CRH-producing cells in the
hypothalamus through brainstem pathways. Psycholog-
ical threats that require integration of information about

PFCtx

AMY

HYP

HC

Pituitary

NTS

Hippocampus

Hypothalamus

CRH/AVP

Pituitary

Adrenal gland

GC
(cortisol,

corticosterone)

(b)

(a)

ACTH

GABA

(−)
(−)

(−)

(−)

(+)

(+)

Raphe

Locus coeruleus

FIGURE 25.1 TheHPA system. (a) depicts the anatomy of the HPA system and structures important in its regulation. PFCtx, prefrontal cortex;
AMY, amygdala; HYP, hypothalamus; HC, hippocampus; NTS, nucleus of the tractus solitarius. (b) depicts the activation (þ) and negative feed-
back inhibition (�) pathways of theHPA system. Increases in GCs are initiated by the release of CRH/AVP from themedial parvocellular region of
the paraventricular nucleus (mpPVN) in the hypothalamus. Negative feedback inhibition operates through GCs acting at the level of the pituitary,
hypothalamus, and hippocampus. GABA, gamma animobutyric acid; CRH, corticotropin releasing hormone; AVP, arginine vasopressin; ACTH,
adrenocorticotropic hormone. Reproduced from GunnarMR and Vazquez D (2006) Stress neurobiology and developmental psychopathology. In: Cicchetti D

and Cohen D (eds.) Developmental Psychopathology:Developmental Neuroscience, 2nd edn., vol. 2, pp. 533–577. New York: Wiley, with permission.
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external events are mediated through pathways involv-
ing the amygdala and bed nucleus of the stria terminalis
(BNST). Notably, neural systems involved in activating
the axis in response to psychosocial threats either pro-
duce CRHor have receptors for CRH. The central nucleus
of the amygdala is one region rich in CRH-producing

neurons, activation of which plays a role not only on acti-
vating the HPA axis but also in stimulating increases
in central norepinephrine and peripheral activation of
the sympathetic nervous system. The extrahypothalamic
CRH system is part of the fight/flight system and a key
orchestrator of fear behavior (Rosen and Schulkin, 1998).
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FIGURE 25.2 Schematic representation of the activating (right side) and inhibiting (left side) circuits that contribute to the regulation of the
HPA system. Catecholamines, norepinephrine (NE), and epinephrine (E) arising from medullary nuclei of the brainstem are the primary neurotrans-
mitters providing activation of CRH synthesis and release from the mpPVN. Serotonin originating from dorsal raphe is weakly activating; it acts
both directly onmpPVN and indirectly through excitatory glutamate neurons or inhibitory gamma aminobutyric acid (GABA) inputs. Paradoxically, the
inhibitory GABA neurotransmitter activates the mpPVN to secrete CRH, as two GABA neurons activated in series leads to excitation and not
inhibition. Extrahypothalamic CRH also acts as a neurotransmitter to initiate autonomic and behavioral responses to stress. The activation of the extrahy-
pothalamic CRH system is initiated by rising glucocorticoid levels that operate on the amygdala to secrete CRH that, in turn, impacts on the locus
cerouleus (LC). Through the activation of catecholaminergic brainstem nuclei there is also stimulation of descending pathways leading to NE/E
release from the adrenal medulla that facilitates cardiovascular autonomic responses to stress. Inhibition of the HPA axis seen in the left side is
provided by glucocorticoids acting on glucocorticoid receptors (GR) in the hypothalamus and pituitary where CRH and ACTH release is halted.
The hippocampus serves to inhibit the stress response via multiple circuits, some of which are direct inhibitory GABA inputs; others are indirect
through glutamate excitatory inputs to GABA neurons converging in the mpPVN. GABA neurons located in each of the structures further modify
the stress reactivity and inhibition from other brain regions such as the thalamus, association cortex, cortical and limbic afferents. *Glucocorticoids
provide positive stimulation to the amygdala for the synthesis and release of CRH, but negative to the pituitary, hypothalamus, and hippocampus.
†Interaction is through glutamate outflow from these regions that synapse on local GABAergic neurons, producing inhibition of mpPVN. Repro-
duced from Gunnar MR and Vazquez D (2006) Stress neurobiology and developmental psychopathology. In: Cicchetti D and Cohen D (eds.) Developmental
Psychopathology: Developmental Neuroscience, 2nd edn., vol. 2, pp. 533–577. New York: Wiley, with permission.
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The expression of CRH and its receptors in the various
brain regions involved in emotion and cognition is age-
dependent and regulated by stress throughout the life
span. Recent evidence indicates that effects of stress on
neurodevelopment are mediated by CRH, as well as
cortisol (Korosi and Baram, 2008).

25.3 PRENATAL STRESS AND
NEUROBEHAVIORAL DEVELOPMENT

25.3.1 Fetal Programming

Fetal development proceeds at amore rapid pace than
any later developmental stage (Barker, 1998a,b). For this
reason, the human fetus is particularly vulnerable to
both organizing and disorganizing influences, which
have been described as programming. Programming is
the process by which a stimulus or insult during a vul-
nerable developmental period has a long-lasting or per-
manent effect (Barker, 1998a,b; Kuzawa, 2005). The
effects of programming are dependent on the timing
(i.e., the developmental stage of organ systems and the
changes in maternal and placental physiology) and
the duration of exposure (Davis and Sandman, 2010;
Nathanielsz, 1999). There is convincing support for fetal
programming of adult health outcomes including heart
disease, diabetes, and obesity; however, the evidence
comes primarily from retrospective studies that rely on
birth phenotype (e.g., small size at birth or preterm de-
livery) as an index of fetal development (e.g., Barker,
1998a,b). It is unlikely that birth phenotype alone is the
cause of subsequent health outcomes. Birth phenotype,
instead, reflects fetal adaptation to exposures that shape
the structure and function of physiological systems that
underlie health and disease risk (Gluckman andHanson,
2004). Prenatal exposure to maternal stress signals is one
of the primary pathways for prenatal programming of
later health and development. In the first section, the role
that prenatal maternal stress signals might play in pre-
paring the fetus for adaptation to the postnatal world
is discussed.

25.3.2 Stress Regulation and Pregnancy

During the prenatal period, signals from the maternal
host environment influence the fetal developmental tra-
jectory. Some of these effects may have evolved to help
prepare the infant for the postnatal environment. The
HPA axis participates in a surveillance and response sys-
tem that is present in many species, from the desert-
dwellingWestern Spadefoot tadpole to the human fetus,
and allows for the detection of threat so that develop-
ment can be adjusted accordingly. For instance, rapidly
evaporating pools of desert water result in the elevation

of CRH in the tadpole, accelerating metamorphosis, and
increasing the likelihood of survival. If the CRH re-
sponse is blocked during environmental desiccation,
then development is not accelerated and the tadpole’s
survival is compromised. There are long-term conse-
quences for the tadpole that survives this early-life stress
because its growth is stunted and it is at a disadvantage
in the competition for food and reproduction (Denver,
1997). It has been argued that a similar signaling path-
way participates in the regulation of human fetal devel-
opment. Detection by the fetal/placental unit of stress
signals from the maternal environment (e.g., cortisol) in-
forms the fetus that there may be a threat to survival.
This information may prime or advance the placental
clock (McLean et al., 1995) by activating the promoter re-
gion of the CRH gene and increasing the placental syn-
thesis of CRH (Sandman et al., 2006). The rapid increase
in circulating CRH begins the cascade of events resulting
in myometrial activation and in extreme cases, preterm
birth. Early departure (i.e., preterm birth) from the in-
hospitable host environment may be essential for sur-
vival, but it also may have long-term consequences for
the human fetus just as it does for the tadpole. The devel-
opmental trajectory of the fetus, whether born early or at
term, is influenced by the maternal environment and
adaptation of the developmental program to maternal
stress signals may prepare the fetus for postnatal
survival.

25.3.2.1 Changes in the Maternal HPA and
Placental Axis Over the Course of Pregnancy

Regulation of the HPA axis is altered dramatically
during pregnancy because the placenta expresses the
genes for CRH (hCRHmRNA) and the precursor for
ACTH and betaendorphin (proopiomelanocortin; see
Figure 25.3). All of these stress-responsive hormones in-
crease as pregnancy advances, but the exponential in-
crease in placental CRH (pCRH) over the course of
gestation inmaternal plasma is remarkable, as by the lat-
ter half of gestation it reaches levels observed only in the
hypothalamic portal system during physiological stress.
pCRH is identical to hypothalamic CRH in structure, im-
munoreactivity, and bioactivity. There is, however, one
crucial difference in its regulation. In contrast to the neg-
ative feedback regulation of hypothalamic CRH, cortisol
stimulates the expression of hCRHmRNA in the pla-
centa, establishing a positive feedback loop that allows
for the simultaneous increase of pCRH, ACTH, and cor-
tisol over the course of gestation (see for review,
Sandman and Davis, 2010). The normative increase in
stress-responsive hormones such as cortisol and pCRH
plays an important role in the regulation of pregnancy
as well as facilitating maturation of the fetus. However,
because of the positive feedback between cortisol and
pCRH, the effects of maternal stress on the fetus may
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be amplified with potentially negative consequences for
the developing fetus.

The effects of CRH and cortisol are modulated by the
activities of binding proteins and enzymes. For example,
in conjunction with the rapid acceleration of pCRH,
CRH-binding protein levels decline sharply toward the
end of gestation, increasing the availability of bioactive
pCRH (McLean et al., 1995). Levels of binding protein
have been associated with birth outcome (Hobel et al.,
1999) and may moderate the activity and the effects of
pCRH on the fetal nervous system. Maternal production
of cortisol binding globulin (CBG) is stimulated by estro-
gen and thus levels increase progressively with advanc-
ing gestation, but then decline before term increasing
fetal exposure to maternal cortisol in late gestation (Ho
et al., 2007). Variations in CBG may contribute to indi-
vidual differences in developmental outcomes because
levels have been shown to be lower in women with
growth-restricted fetuses (Ho et al., 2007). Another ges-
tational timing effect may relate to the activity of the pla-
cental enzyme 11b-HSD2. This enzyme oxidizes
maternal cortisol into cortisone, inactivating it and pro-
tecting the fetus from its direct and sometimes harmful
effects during critical periods of development. The levels
of placental 11b-HSD2 rise as gestation progresses before
falling precipitously near term ensuring maturation of
the fetal lungs, CNS and other organ systems in full-term
births (Murphy and Clifton, 2003). Despite the presence
of this protective enzyme early in gestation, maternal
cortisol does reach the fetus and the amount varies with

circulating maternal levels (Gitau et al., 1998). In addi-
tion, maternal stress down-regulates 11b-HSD2 activity
in the placenta allowing a greater proportion of maternal
cortisol to cross the placenta to reach the fetus (Mairesse
et al., 2007; O’Donnell et al., 2011) with negative conse-
quences for fetal growth and development (Kajantie
et al., 2003). This is another mechanismwhereby the con-
sequences of maternal stress for the developing fetus
may be amplified. Because of the timetable of fetal devel-
opment and the changes in maternal and placental phys-
iology, the consequences of stress exposures will vary on
the basis of the gestational period of exposure.

It is critical to acknowledge that the differences in re-
productive and stress physiology, even in very closely
related species such as humans and nonhuman pri-
mates, limit the validity of generalizing from animal
models (Power et al., 2006). For these reasons, this re-
view focuses on studies of gestational stress in humans.

25.3.3 Fetal Adrenal Development

The fetal adrenals make unique contributions to both
the regulation of fetal development and the timing of
parturition. Cortisol is thought to play critical roles in
the promotion of fetal maturation in preparation for ex-
trauterine life. Further, DHEA sulfate produced by the
fetal adrenal is an obligate precursor for placental estro-
gen and is thought to contribute to the initiation of
parturition.
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FIGURE 25.3 The regulation of the maternal HPA axis changes dramatically over the course of gestation with profound implications for the
mother and the fetus. One of the most significant changes during pregnancy is the development of the placenta, a fetal organ with significant
endocrine properties. In nonpregnant women, exposure to stress activates a cascade of events including the release of CRH, ACTH, and cortisol.
This stress system is regulated by a negative feedback loop in which cortisol ‘turns off’ the HPA axis. During pregnancy, CRH is released from the
placenta into both the maternal and fetal compartments. In contrast to the negative feedback regulation of hypothalamic CRH, cortisol increases the
production of CRH from the placenta. Placental CRH (pCRH) concentrations rise exponentially over the course of gestation. Because of the positive
feedback between cortisol and pCRH, the effects of maternal stress on the fetus may be amplified representing one pathway by which stress may
exert influences on the fetus. In addition to its effects on pCRH, maternal cortisol passes through the placenta. However, the effects of maternal
cortisol on the fetus are modulated by the presence of a placental enzyme 11bHSD2 which oxidizes it into an inactive form, cortisone. Activity of
this enzyme increases as pregnancy advances, and then drops precipitously so that maternal cortisol is available to promotematuration of the fetal
lungs and central nervous system aswell as other organ systems. Structures of theHPA axis begin their development early in gestation and become
increasingly functional with the progression toward term. See the text for description.
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Morphologically, the fetal adrenal gland is comprised
of two zones: the outer, definitive zone, and the large, in-
ner fetal zone. Between these two zones is the transi-
tional zone. The fetal and definitive zones can be
recognized after the eighth gestational week. The fetal
adrenals grow rapidly until the third trimester so that
at term the fetal adrenals are significantly larger, relative
to bodyweight, than the adult adrenals. At the end of hu-
man pregnancy, the fetal zone begins to atrophy. The hu-
man fetal adrenal has steroidogenic enzymes as early as
the seventh gestational week and cortisol secretion can
be detected as early as the eighth week. Cortisol produc-
tion from the fetal adrenal is regulated by ACTH and
ACTH-containing cells can be seen in the pituitary by
eight gestational weeks (Jaffe et al., 1998; Kempna and
Fluck, 2008). There is evidence that the fetus responds
to pain with an increase in cortisol during the latter half
of gestation (Gitau et al., 2001).

25.3.3.1 Fetal Brain Development and
Susceptibility to Stress and Stress Hormones

The rapid changes in the developing fetal brain render
it particularly susceptible to organizing and disorganiz-
ing influences of stress-responsive hormones such as
cortisol and pCRH. Between 8 and 16 gestational weeks
migrating neurons form the subplate zone, awaiting con-
nections from afferent neurons originating in the thala-
mus, basal forebrain, and brainstem. Once neurons
reach their final destination, they arborize and branch
in an attempt to establish appropriate connections
(Sidman and Rakic, 1973). Cessation of neuronal prolif-
eration and migration to the cortical plate occurs around
20–24 weeks. However, dramatic changes in the organi-
zation of the cerebral cortex continue through term
(Bourgeois, 1997; Volpe, 2008). During the last third of
human pregnancy the fetal brain is forming secondary
and tertiary gyri, and exhibiting neuronal differentia-
tion, dendritic arborization, axonal elongation, synapse
formation and collateralization, and myelination
(Bourgeois, 1997; Volpe, 2008). Synapse formation dur-
ing this period accelerates to a rate of approximately
40000 synapses per minute (Bourgeois, 1997). Linear in-
creases in total gray matter volume of 1.4% per week are
seen from 29 to 41 gestational weeks and approximately
50% of the increase in cortical volume occurs between 34
and 40 gestational weeks (Kinney, 2006).

Regions of the brain that are both integral to the reg-
ulation of stress responses and vulnerable to exposure to
stress hormones, including the hippocampus and amyg-
dala, develop rapidly throughout gestation. Both are
identifiable between 6 and 8 gestational weeks and by
term the basic neuroanatomical architecture of these re-
gions is present. Limited information exists regarding
the time course of prenatal development of cortisol re-
ceptors in humans. There is evidence that both types

of cortisol receptors are present in the human hippocam-
pus by 24 gestational weeks (Noorlander et al., 2006).

Data from animal models have documented that ex-
posure to prenatal maternal biological and psychosocial
stress influences the developing fetal brain and endo-
crine systems producing long-term effects on cognition,
emotion, and physiology in the offspring (Kapoor et al.,
2006). Evidence for persistent organizational changes or
programming influences on the nervous system has
been growing and may include changes in neurotrans-
mitter levels, cell growth and survival, and adult neuro-
genesis. For instance, at high concentrations, the CRH
and cortisol may inhibit growth and differentiation of
the developing nervous system. Considerable evidence
indicates that glucocorticoids, such as cortisol, are neu-
rotoxic to hippocampal CA3 pyramidal cells, and fetal
exposure to high levels of glucocorticoids produces irre-
versible damage to the hippocampus. Similar neurotoxic
effects are observedwith exposure to high levels of CRH.
Exogenously administered CRH increases neuronal ex-
citation leading to seizures in limbic areas associated
with learning and memory and may participate in the
mechanisms of neuronal injury. These data from animal
models suggest mechanisms by which early-life stress
may provoke long-term effects on stress, emotional reg-
ulation, and cognition (see Joels and Baram, 2009; Seckl,
2008 for reviews).

25.3.4 Gestational Stress Influences
the Human Fetus

In humans, a compelling body of work has documen-
ted that both maternal report of elevated maternal stress
or anxiety and exposure to traumatic events during
pregnancy are associated with increased risk for preterm
birth. These associations are independent of sociodemo-
graphic and obstetric risk factors. There are several path-
ways bywhichmaternal stress may lead to preterm birth
including accelerated production of pCRH and altered
vascular and immune functioning (see Dunkel Schetter
and Glynn, 2011 for review). Preterm birth is associated
with pervasive developmental delays (Aarnoudse-
Moens et al., 2009). It is believed, however, that intra-
uterine exposures, including stress, contribute to these
impairments independently from birth outcomes. The
study of human fetal development is important because
it provides a direct test of the fetal programming hypoth-
esis with the opportunity to assess the effects of gesta-
tional stress on development before the effects of
external forces, such as birth outcome, parenting, and
socialization, are exerted.

The idea that the fetus is responsive to maternal dis-
tress is not new and there are a number of reports suggest-
ing that maternal exposure to trauma (e.g., earthquake)
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during pregnancy has direct and profound implications
for fetal physiology and behavior (Ianniruberto and
Tajani, 1981). More direct tests of the effect of maternal
psychological state on the fetus come from studiesmanip-
ulatingmaternal stress or anxiety and evaluating the con-
sequences for fetal behavior. Fetuses display a consistent
response profile in response to maternal exposures to
moderate laboratory challenges such as the Stroop color-
word test or viewing videos of labor and delivery
(DiPietro, 2004). The nature of these responses appears
to be moderated by maternal psychological state
(Kinsella and Monk, 2009). These laboratory studies pro-
vide compelling evidence that fetuses are responsive to
maternal stress and anxiety and they raise the possibility
that repeated exposures over the course of gestation may
influence the developing fetal nervous system.

Direct measures of fetal responses to external stimula-
tion provide an index of fetal nervous system develop-
ment and have been used to assess the developmental
consequences of exposure to physical or maternal psy-
chological stress. The response to a vibroacoustic stimu-
lus (VAS) is an indication of fetal maturity reflecting
maturation and integrity of neural pathways through
the cerebral cortex, midbrain, brainstem, vagus nerve,
and the cardiac conduction system. Using the fetal re-
sponse toVAS, it has been shown that stress signals,most
clearly pCRH trajectories, influence the developing fetal
nervous system. Low pCRH is associated with more ma-
ture or earlier development of the fetus’ ability tomount a
response to the VAS and with a more mature profile to a
classichabituation/dishabituationparadigm(Class et al.,
2008; Sandman et al., 1999). Othermaternal stress signals
including overexpression of beta-endorphin and under-
expression of ACTH have additionally been linked to
the fetal response to VAS (Sandman et al., 2003).

These studies provide evidence that signals of mater-
nal stress during gestation exert programming influ-
ences on the nervous system that cannot be explained
by postnatal experiences. Continuity between the fetal
and infant periods in assessments of movement and
heart rate indicate that maternal influences that shape
developmental trajectories during the prenatal period
will continue to influence functioning postnatally
(DiPietro, 2004). It is additionally clear that consider-
ation of sexually dimorphic profiles of fetal development
is necessary, as discussed later in this chapter.

25.3.5 Prenatal Maternal Psychosocial Stress
and Infant and Child Development

25.3.5.1 Socioemotional Development

A growing literature indicates that prenatal exposure
to elevated levels of maternal psychosocial stress is asso-
ciated with behavioral and emotional disturbances

during infancy and childhood among healthy full-term
infants that is independent of postpartum maternal psy-
chosocial stress (Bergman et al., 2007; Blair et al., 2011;
Davis et al., 2004, 2007). Both maternal report of psycho-
social stress and report of stressful life events are associ-
ated with more fearful and reactive behaviors during
infancy and toddlerhood. Effects on social and emo-
tional development continue to be observed during
childhood and adolescence. Maternal antenatal anxiety
and depression predict reports of childhood behavioral
and emotional problems, including attention deficit hy-
peractivity disorder and anxiety problems (Davis and
Sandman, 2012; O’Connor et al., 2002; Van den Bergh
and Marcoen, 2004). These associations remain signifi-
cant after controlling for birth outcomes and postnatal
maternal psychological state. This suggests that signals
of maternal psychosocial stress influence the fetal devel-
opmental trajectory with implications for children’s
functioning after birth.

25.3.5.2 HPA Axis Functioning

Alterations to the fetal HPA axis are frequently pro-
posed as the primary biological pathway underlying fe-
tal programming of later health and development.
Animal studies suggest that the fetal HPA axis may be
particularly vulnerable to prenatal exposure to maternal
stress (Kapoor et al., 2006); however, relatively little is
known about the consequences of prenatal maternal
stress for HPA axis functioning in humans. There is ev-
idence for higher cortisol levels, during a laboratory
challenge among infants and toddlers exposed prena-
tally to elevated maternal cortisol (Grant et al., 2009).
Several studies have suggested that prenatal maternal
psychosocial stress is associated with altered circadian
regulation during childhood and adolescence, both on
typical days (O’Connor et al., 2005; Van den Bergh
et al., 2007) and on days when stressors such as the first
day of school are experienced (Gutteling et al., 2005).
These studies suggest that prenatal exposure tomaternal
psychosocial stress may influence the developing fetal
HPA axis and that this has implications for the regula-
tion of cortisol production during infancy, childhood,
and adolescence.

The mechanism by which maternal psychosocial
stress is communicated to the fetus is unknown. It is un-
likely that maternal cortisol mediates the effect of mater-
nal report of psychosocial stress on child outcomes, as
the majority of published studies find that during gesta-
tion maternal cortisol and psychosocial distress are not
correlated and they exert independent effects on child
outcomes (e.g., Davis and Sandman, 2010; de Weerth
and Buitelaar, 2005; Harville et al., 2009). Data from hu-
man and animal models indicate that an epigenetic
mechanism may underlie both the maternal commu-
nication of adversity to the fetus and the persistent
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influence of the exposure (Champagne and Curley, 2009;
Oberlander et al., 2008; Szyf, 2011). Further, maternal
psychosocial stress exerts widespread influences on a
number of stress-sensitive systems other than the HPA
axis including the immune and vascular systems
(Dunkel Schetter and Glynn, 2011) indicating alternative
pathways by which maternal psychological distress sig-
nals may impact the developing fetus.

25.3.5.3 Neurodevelopment

The influence of gestational exposure tomaternal psy-
chosocial stress on cognitive and motor development is
less clear. There is evidence that maternal self-report of
elevated stress and anxiety as well as exposure to trau-
matic life events, such as severe ice storms, during preg-
nancy are associated with delayed infant and child
cognitive, language, and neuromotor development,
and that these deficits may persist into adolescence.
However, not all studies have demonstrated such asso-
ciations and there is evidence that modest elevations in
psychosocial stress during late gestationmay actually in-
crease cognitive maturation (Davis and Sandman, 2010;
DiPietro et al., 2006).

Inconsistencies across studies may suggest that
moderate exposure to prenatal maternal psychosocial
stress does not negatively affect neurodevelopment. It
is plausible, however, that generalized self-report
measures of psychological distress do not adequately
characterize stress that is unique during pregnancy.
As reviewed in Davis and Sandman (2010), evidence
is emerging that measures of pregnancy-specific stress
(e.g., “I am fearful regarding the health of my baby,”
“I am concerned or worried about losing my baby”)
are better than measures of generalized psychological
distress for predicting neurodevelopmental outcomes
including fetal behavior, infant neurodevelopment, in-
fant and toddler cognitive and motor development,
and child brain development. It is important to note
that these associations are not explained by actual
medical risk associated with pregnancy and birth out-
come. Support for the importance of pregnancy-spe-
cific stress for developmental outcomes comes from
a recent study documenting associations between ele-
vated pregnancy-specific anxiety and decreased gray
matter density at 6–10 years of age (Buss et al.,
2010). Elevations in pregnancy-specific anxiety, partic-
ularly early in gestation, are associated with gray mat-
ter volume reductions in the prefrontal cortex, the
premotor cortex, the medial temporal lobe, the lateral
temporal cortex, the postcentral gyrus as well as the
cerebellum, extending to the middle occipital gyrus
and the fusiform gyrus. These brain regions are asso-
ciated with a variety of cognitive processes including
reasoning, planning, attention, memory, and lan-
guage, and raise the possibility that developmental

alterations to these regions may underlie associations
between elevated pregnancy-specific anxiety and cog-
nitive performance observed in prior studies (Buss
et al., 2011).

25.3.6 Prenatal Maternal Biological Stress
Signals and Infant and Child Development

Alterations to the maternal HPA and placental axis
are most frequently cited as the mechanisms that
underly fetal programming of later health and develop-
mental outcomes. Although robust evidence exists from
animal models, there are only a handful of studies that
have evaluated the influence of biological stress signals
during gestation on human development.

25.3.6.1 Social/emotional Development

Prenatal exposure to elevated maternal cortisol
predicts increased fussiness, negative behavior, and
fearfulness during infancy (Blair et al., 2011; Davis
et al., 2007; de Weerth et al., 2003) and toddlerhood
(Bergman et al., 2007). Further, there is evidence that
elevations in pCRH contribute to the increased fearful-
ness observed during infancy (Davis et al., 2005).
These studies suggest that maternal HPA and placen-
tal axis hormones contribute to the development of a
fearful or reactive temperament. These data indicate
that maternal and placental hormones contribute to
the development of fearful temperament. New data
from our prospective cohort suggest that this effect
persists. Elevated gestational cortisol levels are associ-
ated with an increase in anxiety risk among preadoles-
cent children (Davis and Sandman, 2012).

25.3.6.2 HPA Axis Functioning

Few studies have evaluated the consequences of pre-
natal maternal cortisol on HPA axis regulation in the off-
spring. In a prospective study with multiple prenatal
assessments, it was documented that prenatal exposure
to elevated levels of maternal cortisol is associatedwith a
larger and more prolonged infant response to stress
(Davis et al., 2011b). There is emerging, but as yet lim-
ited, evidence that this effect persists. In samples of 24
and 29 children, respectively, Gutteling et al. (2004)
found that elevated maternal cortisol stress measured
at one time during gestation (15–17 gestational weeks)
independently predicted children’s higher cortisol levels
on the day of an inoculation and on the first day of a new
school year. These studies provide evidence for effects of
prenatal maternal cortisol on HPA axis functioning.
Further prospective studies with multiple prenatal and
postnatal measures are needed to address this question.
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25.3.6.3 Neurodevelopment

Although little is known about the role of biological
stress signals in shaping infant and child cognitive de-
velopment, it is apparent that timing of exposure will
be critical to understanding the developmental effects
on outcome. Evidence suggests that the trajectory of ma-
ternal cortisol across gestation is the strongest predictor
of child neurodevelopment. Elevated maternal cortisol
during early and mid gestation has been associated with
decreased neuromuscular maturity in the newborn
(Ellman et al., 2008) and delayed cognitive development
during toddlerhood (Bergman et al., 2010; Davis and
Sandman, 2010). Conversely, elevated maternal cortisol
late in gestation has been associated with significantly
higher scores on measures of mental development at
1 year (Davis and Sandman, 2010).

These findings linking cortisol to neurodevelopment
are remarkably consistent with its function in the matu-
ration of the human fetus. Early in pregnancy, the fetus is
protected from the naturally occurring increases in ma-
ternal cortisol by 11b-HSD2 (see Figure 25.3). However,
because 11b-HSD2 is only a partial barrier, excessive in-
creases inmaternal cortisol early in gestation will expose
the fetus to toxic levels with potentially detrimental con-
sequences. In contrast, as pregnancy advances toward
term, exposure to cortisol is necessary and beneficial
for fetal maturation and exposure to increased cortisol
is facilitated by the sharp drop in 11b-HSD2 activity,
allowing a greater proportion of maternal cortisol to
cross the placental barrier (Murphy and Clifton, 2003).
The beneficial effects of modestly elevated cortisol dur-
ing late gestation are consistent with animal models
demonstrating that modest cortisol increases during
the early postnatal period are associated with persisting
beneficial effects for the developing brain (Catalani
et al., 2000).

25.3.7 Is This Fetal Programming?

One concern that challenges research with humans is
whether associations between maternal stress and anxi-
ety and fetal outcomes should be interpreted as fetal pro-
gramming, or alternatively, as a reflection of shared
genetic factors. In the studies of naturally occurring var-
iations in maternal cortisol or maternal self-reported
stress, it is difficult to differentiate between these alterna-
tive explanations. The programming findings reported
here, however, are consistent with animal models where
random assignment is possible (Kapoor et al., 2006) and
with human studies that evaluated the consequences of
randomly occurring traumatic events, such as natural
disasters (LaPlante et al., 2004; Yehuda et al., 2005) and
with prenatal exposure to synthetic glucocorticoids
(Davis et al., 2006, 2011a; French et al., 1999). More

convincingly, in a recent human study, similar effects
of prenatal stress on child outcomes were documented
among children conceived by in vitro fertilization in a
model where mother and fetus were genetically unre-
lated (Rice et al., 2009). Thus, while in most human stud-
ies of prenatal stress, genetic mechanisms cannot be
ruled out as a possible explanation, there is reasonable
evidence to warrant the conclusion that maternal stress
has effects on the neurodevelopment of the fetus.

25.3.8 Summary

Both psychosocial and biological maternal stress sig-
nals are associated with developmental consequences
for the fetus. Further, these effects cannot be accounted
for by birth outcome or postnatal maternal psychological
distress. However, it is important to acknowledge that
biological and psychosocial stress signals tend not to
be correlated during pregnancy and have been shown
to exert independent influences on developmental out-
comes (Sandman and Davis, 2012). Future research will
have to examine vascular or immune pathways that
could be mechanisms by which increases in maternal
psychosocial stress might also affect the fetus.

These studies emphasize the importance of perform-
ing prospective longitudinal studies in order to evaluate
the trajectory of maternal stress signals across gestation
and its association with infant and child developmental
outcomes. Data indicate that the trajectory or profile bi-
ological and psychosocial stress signals may be more
critical for determining developmental outcomes as
compared to level at a given gestational interval (Davis
and Sandman, 2010; Glynn et al., 2008). Both severity
and timing of exposure must be considered in order to
evaluate associations between prenatal stress measures
and infant outcomes. The adaptive significance of these
associations is yet to be determined and requires long-
term follow-up evaluating the interaction between the
prenatal and the postnatal environments.

25.4 POSTNATAL DEVELOPMENT

25.4.1 Postnatal Development of the HPA Axis

At birth, the HPA axis is not morphologically mature
(Gunnar and Vazquez, 2006). The adrenal cortex still in-
cludes the fetal zone that involutes over the first six post-
natal months. As the fetal zone involutes, the structure of
the mature gland becomes more distinct. CBG is low in
the neonate, increasing gradually over the initial postna-
tal months. As a result, small increases in total (bound
and unbound) plasma cortisol concentrations in re-
sponse to stressors in the neonatal period may index
large increases in the biologically active unbound
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fraction of the hormone. There is also some indication
that adrenal sensitivity to ACTH decreases over the first
postnatal months (Forest, 1978), being higher in months
1–4 than later in development. Thus for several months
following birth, the human HPA axis is more highly re-
active to stimulation than it is later in development. This
is consistent with evidence that during the first 3 or
4 months even mild stimulation (e.g., being undressed,
weighed, andmeasured) provokes significant elevations
in cortisol, while by 4 months of age the same stimula-
tion no longer elevates cortisol in most typically devel-
oping infants.

Thepatternofdiurnal cortisolproductionalso changes
over the first few years of life (Gunnar and Vazquez,
2006). At birth, basal levels of cortisol bear no relation
to time-of-day, although they are associated with levels
of behavioral arousal. By as early as 6 weeks of age, an
early morning peak and evening nadir can be observed;
however, because of marked day-to-day variability, ob-
serving these aspects of the diurnal rhythm requires ana-
lytical methods that isolate average patterns from
variability. In the next months, the peak and nadir be-
come more distinct; but, it is not until about 4 years of
age as children give up their daily naps that a more fully
mature pattern is noted from mid-morning to late after-
noon. Throughout the first fewyears of life, napping is as-
sociated with decreases in cortisol over the nap periods
and rebounds to prenap levels by about 30–45 min after
the child awakens. Other normal daily events have also
been associatedwith decreases and then rebounds in cor-
tisol levels; the rebounds can bemisinterpreted as a stress
response. Such normal events include the car trip the
child takes on the way to the laboratory for testing. Thus
accurate assessment of HPA activity during infancy re-
quires control of more than time-of-day.

Following infancy, there is little developmental
change in cortisol levels or reactivity until puberty. Over
the pubertal transition, basal cortisol levels increase,
with the sharpest increase around Tanner stage 3
(Netherton et al., 2004). Reactivity of the axis to psycho-
social stressors also appears to increase with puberty
(Stroud et al., 2009). As there is evidence that pubertal
maturation is associated with increased reactivity of
emotion systems, researchers have speculated that in-
creased HPA activity at puberty may contribute to the
psychiatric vulnerability associated with this period of
development (Spear, 2000). It may also be that the im-
pacts of early experience on the development of HPA re-
activity and regulation are not fully realized until the
neurobiological changes associated with puberty and
adolescent development have occurred.

Because the HPA axis is under multifactorial regula-
tion (Ulrich-Lai and Herman, 2009), developmental
changes in HPA reactivity and regulation are also de-
pendent on the development of themany systemswhose

activity ultimately impinges on CRH-producing neu-
rons in the hypothalamus. With regard to psychological
stressors, the amygdala and BNST are critical in activa-
tion of the axis, while the hippocampus and medial pre-
frontal cortex (mPFC) are involved in constraining and
terminating its response (see Figure 25.2). There is no
information on how development of these extrahypo-
thalamic structures affects reactivity and regulation of
the human HPA response to stressors during childhood
and adolescence. Furthermore, there is little information
on the developmental changes in GRs in extrahypothala-
mic regions in humans. There is evidence that, unlike
in the rodent, there is no developmental increase in
GR in the hippocampus over development, suggesting
that the capacity of the hippocampus to contain and ter-
minateHPA responses to stressors is relativelymature at
birth (Pryce, 2008). In contrast, GR mRNA expression
levels do increase into adolescence in regions of the pre-
frontal cortex, consistent with evidence that GR expres-
sion is as high or higher in the neocortex in humans as it
is in the hippocampus (Pryce, 2008). This latter finding
suggests that in human development, activity of the
HPA axis both impacts and is importantly affected by
the ontogeny of prefrontal circuits. The protracted devel-
opment of neural systems involved in and affected by
activity of the HPA axis further suggests that postnatal
experiences will shape the complex circuitry of what
Joels and Baram (2009) termed the ‘neurosymphony of
stress.’

25.4.2 Social Regulation of the HPA Axis
in Human Development

In rodents and nonhuman primates, there is consider-
able evidence that proximity and contact with the care-
giver is critical to regulation of the HPA axis (Sanchez
et al., 2001). This is also true in human development.
As early as the first months of life, infants cared for by
more sensitive and responsive caregivers show a more
rapid return to baseline following activation of the axis
(Blair et al., 2006), while those receiving insensitive care
exhibit increases in cortisol during parent–infant play
sessions (Spangler et al., 1994). The role of sensitive
and responsive care in regulating the axis extends to in-
fants’ experiences with surrogate caregivers, including
child care providers (Vermeer and van IJzendoorn,
2006). Indeed, throughout the preschool period there is
evidence that, for children in out-of-home child care, el-
evations in cortisol over the child care day are larger for
those who receive less sensitive and/or more intrusive/
overcontrolling care than for those who are receiving
more sensitive care.

Sensitive responsive caregiving is an important
feature in the development of secure attachment
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relationships. Attachment security is not a trait of the
child but characterizes the relationship between a child
and their adult caregiver. Children can be securely
attached to one parent and insecurely attached to the
other. Notably, all studies of the relations between at-
tachment security and regulation of the HPA axis have
been done examining mother–child relationships. Over-
all, children are able to use the presence and availability
of their mother more effectively to regulate reactivity of
the HPA axis if their relationship is secure rather than in-
secure (Gunnar and Donzella, 2002). This has been
shown in studies using brief separations followed by
reunions as the stressor, as well as in studies using
physical stressors (i.e., inoculations). In studies of psy-
chosocial threat (e.g., approach by strange objects, indi-
viduals), whether or not the effect is observed depends
on whether the child exhibits fear behavior or not. For
those exhibiting fear, the presence and availability of
the attachment figure in secure relationships blocks ele-
vations in cortisol, while in insecure relationships eleva-
tions are observed. What this suggests is that access to
the mother in secure attachment relationships prevents
fear and other negative emotions from stimulating eleva-
tions in cortisol. However, this is not the case when the
mother is present but the attachment relationship is inse-
cure. There is no understanding of the neurobiological
processes underlying maternal buffering of the axis for
frightened/distressed infants. One possibility is that se-
cure relationships stimulate larger increases in oxytocin,
a presumed antistress neuropeptide (Gouin et al., 2010).
Among adults, intranasal infusions of oxytocin increase
the stress-buffering effects of social support (Heinrichs
et al., 2003). Thus greater productions of oxytocin among
fearful infants when the mother is present in secure re-
lationshipsmay help to buffer or block cortisol increases.

While sensitive, responsive care and secure attach-
ment relationships are expected to shapemore regulated
anxiety and stress responses over time, it is clear that
early in life the actual presence of the attachment figure
is needed to buffer activity of the HPA axis. A study of
toddlers entering a new child care arrangement has
shown that while toddlers in secure attachment relation-
ships had lower cortisol levels during days when their
mother accompanied them to child care (adaptation),
as soon as she was no longer present, no differences in
cortisol levels were observed as a function of attachment
security (Ahnert et al., 2004). Furthermore, marked ele-
vations in cortisol, relative to home levels, were noted
for the first several weeks of child care, with these eleva-
tions decreasing but not eliminated after 5 months of ex-
perience in the care setting. Thus, however the buffering
effect of attachment security is operating early in life, it is
a characteristic of the relationship and requires the pres-
ence of the adult figure with whom the child is securely
attached.

25.4.3 Early Care and HPA Axis Functioning

Given the powerful role of social relationships in reg-
ulating reactivity of the HPA axis early in life, one might
expect that a child’s early care history will shape the de-
velopment of behavioral and HPA reactivity and regula-
tion. That is, as in the animal literature, programming of
threat reactive systems will extend into the postnatal pe-
riod (Sanchez et al., 2001). While there is no question that
early pathogenic care increases the risk of a variety of
poor outcomes in human development, in every domain
studied individual differences in susceptibility are sub-
stantial and numerous factors beyond early exposure
to adverse care appear to be involved in predicting
whether significant early experience effects are observed
or not (Cicchetti and Rogosch, 1996).

The range of early care conditions examined in
human studies is large, including not only normal vari-
ations in parental sensitivity and responsiveness but also
neglect, physical and sexual abuse, exposure to inter-
parental conflict and violence, global deprivation (as in
orphanages/institutional care), parental loss, and condi-
tions that often interfere with adequate caregiving (e.g.,
maternal depression, extreme poverty, homelessness).
Some of the conditions involve repeated, acute experi-
ences of threat (i.e., physical abuse), others more chronic
experiences of the absence of supportive care (e.g., insti-
tutional rearing, neglect). Typically, these experiences
do not occur in isolation from one another, and often
their effects appear to be cumulative (Brown et al.,
2009). With rare exceptions (e.g., children adopted from
orphanages), care conditions early in life are more or less
predictive of care conditions throughout childhood.
Thus it is often challenging to isolate the impacts of early
versus later experiences on activity of the HPA axis.
Adding to the challenge of understanding the role of
early care qualities is the fact that few studies of vulner-
able children have examined reactivity and regulation of
the HPA axis under conditions known to elicit stress re-
sponses. Most studies have either examined patterns of
diurnal cortisol production and/or exposed children to
mild challenges that do not activate the axis in most in-
dividuals (i.e., cognitive testing without feedback;
Dickerson and Kemeny, 2004).

25.4.3.1 Diurnal Cortisol Patterns

As noted, the diurnal rhythm of the HPA axis is still
maturing during the first years of life. It appears to be
sensitive to adverse care, although alterations in diurnal
patterns do not appear to be permanent, but rather asso-
ciated with the more immediate contexts of early care.
Effects of care context ondiurnal patternswere first noted
in research on 2- and 3-year-olds living in a Romanian in-
stitution. Of the 46 children studied, not one exhibited a
typical diurnal pattern as sampled soon after wakeup,
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at noon, and in the early evening. Compared to home-
reared Romanian children, average levels were sig-
nificantly lower in the early morning and tended to be
higher, but not significantly so, in the early evening hours
(Carlson and Earls, 1997). Similar results have been
obtained in studies of preschool-aged children recently
removed from maltreating homes and placed in foster
homes (Bruce et al., 2009). It is not clear whether the
child’s age or type of adverse care influences associations
with diurnal patterns. There is some evidence that
among preschool-aged children emotional maltreatment
may be associated with elevated early morning cortisol
levels, while neglect is associated with abnormally low
levels (Bruce et al., 2009). Studies of children adopted
from institutions have noted similar low early morning
levels, and hence a relatively flat pattern of cortisol pro-
duction over thedaytimehours.Nonetheless,whenpost-
institutionalized children are studied several years after
adoption they all exhibit the typical pattern of highmorn-
ingand loweveningcortisolproduction (e.g.,Kertesetal.,
2008). In addition, for children studiedmonthly for a year
in foster care, increasingly flat diurnal patterns have been
observed in the absence of interventions designed to help
foster parents provide more supportive care, with lower
early morning levels being associated with the degree of
parenting stress reported by the foster parent (Fisher and
Stoolmiller, 2008). Thus, it seems likely that the degree,
and possibly the type of alteration in the diurnal rhythm
in young children indexes stress in relation to the current
context and is not a reflection of permanent alterations in
the set point or regulation of the diurnal rhythm.

There are several caveatsworth noting. First, although
the results have focused on average patterns in cortisol
production over the day, day-to-day variability may be
just as important. Indeed, one of the impacts of providing
support and training to foster parents is that over the
course of a year, evening cortisol levels in the children be-
come increasingly stable and low from day to day, while
this is not the case for children in regular foster care. Sec-
ond, in most studies, early morning samples were taken
30 or more minutes after awakening, and thus it is not
clearwhether themagnitudeof the cortisol awakening re-
sponse iswhat is reflected in the findings andnotwakeup
cortisol, which reflects the diurnal rhythm. Thus far, to
our knowledge, there are no published studies of the cor-
tisol awakening response during early childhood in chil-
dren experiencing early adverse care.

25.4.4 Effects of Early Care on Cortisol Set
Points and Reactivity

Animal models of early care lead to the prediction of
unidirectional effects. That is, poorer quality care early in
life shapes the set point of the HPA axis and increases

behavioral and physiological reactivity to threat.
Recently, Boyce and Ellis (2005) have argued for a U-
shaped pattern whereby moderate parental support
early in life reduces, while both extremely high and
low supportive care results in heightened behavioral
and physiological reactivity. Thus far, there have been
few tests of the argument that extremely supportive care
is associated with heightened behavioral and physiolog-
ical reactivity to threat. There is more support for the ar-
gument that poorer care and/or conditions associated
with poorer early-life care predict increases in HPA set
points and reactivity or lability. Thus, children whose
mothers reported significant economic stress and de-
pressive symptoms during the children’s infancy exhib-
ited higher afternoon cortisol levels at age four if the
family was still under economic stress at that time,
and levels of cortisol at this age predicted heightened in-
ternalizing problems in first and second grade (Essex
et al., 2002; Smider et al., 2002). Among extremely poor
families in rural Mexico, a cash-transfer program insti-
tuted during the children’s infancy was associated with
lower cortisol levels, but not less HPA reactivity, when
the children were 2 to 6 years old (Fernald and
Gunnar, 2009). Likewise, after controlling for later de-
pressive symptoms in the mother, offspring of women
who suffered postnatal depression were found to exhibit
higher and more labile early morning cortisol concentra-
tions at age 13, whichmediated the expression of depres-
sion in the children by age 16 (Halligan et al., 2007).

In contrast to these findings, studies of internationally
adopted children who experienced severe neglect before
adoption challenge the expectation of elevated set points
and reactivity following lack of supportive care early in
life. Among a small sample of preschool-aged children
studied 3 years post adoption, severe preadoption
neglect was associated with higher basal urinary cortisol
levels and poorer cortisol regulation following amother–
child, but not stranger–child stressor task (Wismer Fries
et al., 2008). Among a larger group of children studied in
middle childhood, higher early morning levels were
noted, but only as a function of physical growth delay
at adoption (Kertes et al., 2008). Consistent with the pos-
sibility of continued programming of the axis during the
postnatal period, this latter finding is very reminiscent of
programming effects that have associated poorer intra-
uterine growth with activity of the HPA axis later in life
(Phillips et al., 2000).

Thus far, work on postinstitutionalized children has
not revealed evidence of hyperresponsivity of the axis
to psychosocial stress in the formof the Trier Social Stress
Test (TSST), a public speaking stressor (Gunnar et al.,
2009), although only one study has been reported thus
far and the children were largely prepubertal. Notably,
a recent study of teenage girls in child protective service
examined cortisol and cardiac reactivity to the TSST and
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noted blunted cortisol but not cardiac responses in these
maltreated girls relative to nonmaltreated controls
(MacMillan et al., 2009). It is not clear whether the differ-
ence between findings for postinstitutionalized andmal-
treated children reflect differences in the type and timing
of early adversity, the timing of assessment (pre- versus
postpubertal) or the concurrent life circumstances of
the children (stable families versus foster care).

Adult studiesof individualsmaltreatedaschildrenhave
shown that patterns of HPA reactivity to psychosocial
stressorsdependonpsychiatricdiagnosis. For those suffer-
ing major depression, childhood maltreatment is associ-
ated with hyperreactivity and poor regulation of the axis,
apatternnotseenamongdepressedadultswithoutanearly
history of maltreatment (Heim et al., 2008). Conversely,
among emotionally healthy adults, histories of more
adverse family life conditions in childhood (i.e., maltreat-
ment, interparental conflict, rejection)havebeenassociated
with a lower set point of the HPA axis and smaller cortisol
responses to psychosocial stressor tasks (Carpenter et al.,
2007). It has also been noted that among school-aged chil-
dren, whether those who were sexually abused before
age 5 exhibited altered cortisol production during a 5-
day camp for maltreated children depended on whether
the child exhibited internalizing behavior problems or
not (Cicchetti et al., 2010). The confluence of internalizing
problems and early sexual abuse predicted altered cortisol
production, while neither factor alone appeared to have
anyassociationwith cortisol levels (although for contradic-
tory findings, see MacMillan et al., 2009).

The effects of traumaon theHPAaxis also appear tode-
pend on whether the individual develops posttraumatic
stress disorder (PTSD) or not. Studied among adults, indi-
viduals with PTSD exhibit normal to low basal levels of
cortisol;withvarying evidenceofhyper- or hyporeactivity
to stressors, perhaps related to the extent that the stressor
is reminicient of the original traumatizing experience
(Yehuda, 2000). Among prepubertal children, PTSD ap-
pears to be associated with elevated levels of cortisol pro-
duction (see review, Tarullo and Gunnar, 2006). Among
sexually abused girls with PTSD assessed over time, ele-
vated cortisol levels have been noted in childhood, with
decreasing levels beginning in adolescence and levels
lower than normal by adulthood (Trickett et al., 2010). It
is stillnot clearwhetherpuberty shifts therelationbetween
PTSD and set points of the axis from hyper to hypo, or
whether it is the time since trauma,which gradually alters
the axis from hyper- to hypofunctioning.

25.4.5 Individual Differences

Numerous factors likely influence susceptibility to
both pre- and postnatal programming of fear- and
stress-response systems. Three factors are briefly

mentioned here: sex differences, temperamental fearful-
ness or inhibition, and genes.

There is a developing literature suggesting that there
are sexually dimorphic profiles of fetal development
(Clifton, 2010). Compelling data from animal models
document sex-specific consequences of stress hormone
exposure (Goel and Bale, 2009). Further, there is growing
appreciation that human fetal neurological development
is different for males and females (Bernardes et al., 2008;
Buss et al., 2009; DiPietro et al., 1998) and that gestational
influences on fetal neurodevelopment may be associated
with sex-specific postnatal developmental trajectories
including risk for psychiatric disorders (Costello et al.,
2007; Goel and Bale, 2009). The role of sex as a moderator
of the effects of early postnatal care on fear- and stress-
response systems is not clear (Gunnar and Vazquez,
2006). While there are some studies that indicate larger
impacts of early parental care for boys than girls, many
other studies have not indicated differential sensitivity
by sex to variations in supportive early care.

Behavioral inhibition describes a temperament di-
mension defined by greater behavioral reactivity and in-
hibition of approach to novel, arousing, or unpredictable
stimulation. Behaviorally inhibited infants often develop
into children who are shy and prone to social anxiety
(Chronis-Tuscano et al., 2009). While there is some evi-
dence that extremely inhibited children have higher cor-
tisol levels and reactivity (Kagan et al., 1987; Schmidt
et al., 1997), this is not always found and likely depends
on contextual factors, such as the degree of support the
child has from attachment figures and whether inhibit-
ing approach is an effective option for regulating stress
(Gunnar, 2001; Gunnar and Donzella, 2002). The larger
cortisol responses that fearful, inhibited children experi-
ence in the context of less supportive care may help
mediate the greater vulnerability of these children to ad-
verse early-life care (Phillips et al., 2011). However, their
sensitivitymay also allow them to excel in higher-quality
care environments; a possibility proposed by Boyce and
Ellis in their biological sensitivity to context theory
(Boyce and Ellis, 2005).

As suggested by the work on behavioral inhibition,
sensitivity to variations in the quality of early-life care
may be influenced by genetic inheritance. For example,
the type 1 CRH receptor mediates behavioral and phys-
iological reactions to threat-provoking stimuli and there
is now evidence that variants in the CRHR1 gene interact
with early abuse histories to increase the risk of depres-
sion (Gillespie et al., 2009). A number of genetic poly-
morphisms have also been noted in genes that play
key roles in the regulation of GR and thus the expression
of glucocorticoid-responsive genes (Derijk and de Kloet,
2008). These too may influence risk and resilience to
trauma and variations in the quality of early care environ-
ments (Derijk and de Kloet, 2008; Gillespie et al., 2009).
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In the studies of children, variations in other genes, in-
cluding those regulating major neurotransmitter sys-
tems, have been found to moderate relations between
care experiences and reactivity of the HPA and sympa-
thetic nervous system (Frigerio et al., 2009). Notably,
although from a stress-diathesis perspective one might
view genetic factors as increasing vulnerability to ad-
verse early care, they may instead produce differential
susceptibility to both the positive and negative qualities
of early care (Belsky and Pluess, 2009).

25.4.6 Summary

Research on infants and children conducted over the
last few decades has begun to illuminate the impact of
postnatal experiences on the development of stress-
mediating neurobiological systems. The human HPA
axis continues to develop postnatally with significant
changes in functioning over the first six postnatal
months. Throughout infancy and early childhood the
axis is under strong social regulation. Sensitive, respon-
sive care maintains the axis in a relatively quiescent state
and permits rapid returns to basal functioning following
perturbations. There is increasing evidence that adverse
care early in life impacts neurobehavioral development
and impacts diurnal patterns of cortisol production
assessed concurrently. There is emerging, but as yet
sparse and sometimes conflicting, evidence that early ne-
glect and abuse may be associated with long-term
changes in the reactivity and regulation of the HPA axis
and that effects on this neuroendocrine system may me-
diate some of the poor mental and physical outcomes of
early maltreatment. In part, some of the conflicting find-
ings appear related to the age at assessment as there may
be changes in HPA functioning following earlymaltreat-
ment or trauma that differ as a function of whether as-
sessment is conducted before or after puberty. Some of
the conflicting findings also appear to be related to
whether or not the individual is suffering from an affec-
tive disorder or not, and if so, the nature of the disorder
(i.e., depression, PTSD). Genetic variation likely contrib-
utes to the heterogeneity of outcomes noted both with
regards to impacts on the HPA axis and on emotional
functioning. Of particular note, however, are recent ar-
guments that the same genes and/or emotional temper-
ament that may result in heightened vulnerability to
poor outcomes following early adverse care may also re-
sult in more optimal functioning, given positive early
care experiences. Thus, while postnatal experiences ap-
pear to influence the developing neurobiology of stress
reactivity and regulation, the role of individual differ-
ences and developmental timing are critical issues
whose effects are still in need of a more complete
explication.

25.5 FUTURE DIRECTIONS

The study of pre- and postnatal stress and its impact
on neurodevelopment and health has thus far proceeded
largely independently. It is time for this work to become
integrated, both empirically and theoretically. While re-
searchers studying prenatal stress have sometimes
obtained measures of outcomes later in life, it is rare that
postnatal experiences are examined as anything other
than potential confounds to be controlled statistically.
Yet, postnatal experiences have the potential to either
ameliorate or exacerbate prenatal effects. In addition, al-
terations in infant functioning related to prenatal experi-
ences may result in differential sensitivity to variations
in early care experiences and/or behaviors that elicit dif-
ferent responses from caregivers. As noted, some re-
searchers are beginning to address how the postnatal
care interacts with prenatal stress exposure to influence
cognitive, behavioral, and health outcomes. More of this
work is needed.

From a fetal programming perspective, it is especially
critical that conceptual models are examined via longitu-
dinal studies that track postnatal development. Thus, if
as some models posit, fetal programming via stress me-
diators prepares the fetus to survive in a harsh postnatal
world (Gluckman and Hanson, 2004), then evidence is
needed to support such a hypothesis. There is some ev-
idence that this may be the case with regard to nutrition
such that concordance in pre- and postnatal nutrition
leads to more functional health outcomes than discor-
dance (Armitage et al., 2005; Cleal et al., 2007). However,
it is not knownwhether a similar adaptive advantage ex-
ists for other types of prenatal stressors and/or for other
kinds of postnatal outcomes.

Consistent with early literature on outcomes for
premature infants, it is also possible that a supportive
postnatal environment may ameliorate and a harsh envi-
ronment exacerbates the neurobehavioral sequelae of
prenatal stress. In this case, discordance in the harshness
of pre- and postnatal experience may predict better out-
comes. Recent human studies have provided support for
this possibility demonstrating that high-quality mater-
nal care can compensate for the negative effects of prena-
tal stress exposures (Bergman et al., 2008, 2010). It
remains likely that the effects of stress during the prena-
tal and postnatal periods will differ by developmental
outcome and there is a clear need for prospective studies
with multiple prenatal and postnatal assessments.

Asnotedearlier, there isanemergingliteraturethatsug-
gests that prenatal stressmay operate on circuits that sup-
port enhanced behavioral inhibition or anxiety. If so, then
an intriguing possibility is that prenatal stress may en-
hance the young child’s sensitivity to its rearing context,
resulting inmoreoptimaloutcomesundersupportivecon-
ditions and poorer outcomes under harsh conditions than

46125.5 FUTURE DIRECTIONS

II. COGNITIVE DEVELOPMENT



may be noted for infants from nonstressed pregnancies.
Whether this is the casehasnot beenexplored, but is anex-
ample of the need to integrate pre- and postnatal concep-
tual models.

Thus far, only these future direction comments on the
value of incorporating research and theory on postnatal
stress into models and research on prenatal stress have
been focused upon. Perhaps a more critical need is for
those studying postnatal stress to consider the role that
prenatal stress may be playing in their findings. Cer-
tainly it seems likely that children who are abused,
neglected, or abandoned to orphanage care may be the
product of stressed pregnancies. It also is likely that they
are the products of pregnancies complicated by poor nu-
trition and exposure to alcohol and drugs. Unfortu-
nately, in many studies of postnatal stress there is
meager information about prenatal conditions or even
birth outcomes. Retrospective reports obtained from
parents in studies, for example, of child maltreatment
must be suspect. For children abandoned to orphanage
care, often even the child’s age at abandonment is un-
known, let alone their gestational age and health at birth
and any record of prenatal conditions. Nonetheless, de-
spite the challenge of obtaining accurate information on
prenatal conditions for children identified because of
their poor postnatal care, studies are needed where such
information can and has been obtained. This is particu-
larly important in studies examining interventions to im-
prove outcomes as prenatal conditions may moderate
how the child responds.

Finally, one area that would seem ripe for integration
into research on pre- and postnatal stress is the role that
the dramatic hormonal changes that accompany preg-
nancy contribute to the quality of postnatal caregiving.
Stress and reproductive hormones during pregnancy
are associated with maternal cognitive functioning
(Glynn, 2010), the development of postpartum depres-
sion (Yim et al., 2009), and the quality of maternal care
(Feldman et al., 2007). The maternal hormonal milieu
also impacts the developing fetus, as was discussed.
Thus, to close the loop on the understanding of the ways
in which stress impacts the developing fetus and young
child, studies that incorporate the impacts of stress and
maternal hormonal changes on the mother, her caregiv-
ing, and her response to her infant are needed.

SEE ALSO

Cognitive Development: The Neural Correlates of
Cognitive Control and the Development of Social
Behavior.
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26.1 INTRODUCTION

Psychological and neural sex differences are a topic
of great interest for their relevance to both applied and
basic science questions. From an applied perspective,
they figure into discussions ranging from women’s un-
derrepresentation in science and math careers (Ceci
and Williams, 2010; Halpern et al., 2007) to sex differ-
ences in incidences and forms of psychopathology
(Hartung and Widiger, 1998; Zahn-Waxler et al., 2008).
From a basic science perspective, sex represents an im-
portant dimension of individual difference, and factors
that lead to differences between the sexes can help us
to understand variation generally. The focus of this
chapter is sex differences in the human brain and behav-
ior, with an emphasis on cognitive abilities; our goal is to
describe what is known and hypothesized about the dif-
ferences, their development, and their etiology, and to
begin to link brain differences to cognitive differences.

The chapter is organized into several sections. First, we
summarize the evidence concerning psychological sex dif-
ferences in human beings and the ways in which they
develop across age, focusing on changes from infancy
through young adulthood. Second, we consider the main
theories that have been offered to explain the differences
and the evidence that supports those perspectives. Third,
we summarize the evidence concerning sex differences in
the human brain andwhat (little) is known about their de-
velopment. Fourth, we review the small body of research
about the etiology and psychological correlates of brain
sex differences. Fifth, we emphasize the gaps in our
knowledge and provide suggestions for further research.

26.2 PSYCHOLOGICAL SEX
DIFFERENCES: NATURE AND

DEVELOPMENT

Sex differences are found in many psychological do-
mains, from sensory thresholds to career choices. We
focus here on cognitive sex differences but note other sig-
nificant psychological domains in which the sexes differ.
Our goal is not to provide an exhaustive review of the

extensive literature in this area, but to provide a sum-
mary of the findings, highlighting the key differences
and, in later sections, explanations of these differences,
as well as the links between cognitive and brain sex dif-
ferences. Detailed reviews, with supporting references,
are available elsewhere, as cited throughout the chapter.
Consistent with others, we describe sex differences
in terms of effect size, d (Cohen, 1988): small (d�0.2,
85% overlap in distributions of the sexes), moderate
(d�0.5, 67% overlap, probably noticeable), and large
(d�0.8, 53% overlap, very noticeable).

As a prelude to a description of the differences,wenote
that there is some controversy over the size of these differ-
ences,whether theyhavedeclined over time, andwhether
they even exist (Hyde, 2005). Some of the controversy re-
lates towhat isameaningfuldifference,withsomearguing
that sexdifferences are too small to beworthwhile. But sex
differences are among the largest effects in psychology;
compare the effects described below with typical effects
in psychology and medicine described elsewhere (e.g.,
Meyer et al., 2001). This is illustrated in Figure 26.1. Fur-
thermore, there is not always a perfect mapping between
the size of a difference and its significance.

26.2.1 Cognitive Abilities

Thesexesdonotdiffer inoverall intelligence (discussed
in Camarata and Woodcock, 2006; Halpern, 2012;
Roivainen, 2011), but, as detailed below, they do differ in
their pattern of abilities: on average, boys andmen are bet-
ter thangirlsandwomeninspatialandsomemathematical
skills, whereas girls and women are better than boys and
men in many verbal abilities, memory, and processing
speed (Halpern, 2012). One analysis of the structure of in-
telligence (Johnson and Bouchard, 2007) concludes that it
consists of three dimensions: a rotation–verbal dimension
(at one end of the dimension, tasks measuring mental ro-
tation and other spatial skills, and at the other end, verbal
tasks); a focus–diffusion dimension (at one end, attention
focused on one main stimulus in the environment, and at
the other end, attention focused diffusely on several cues
simultaneously); andmemory.Typically,menwere found
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to be nearer the rotation and focus ends of those two di-
mensions, and women at the verbal and diffusion ends,
and women to have better memory. Figure 26.2 provides
a summary of the cognitive sex differences expressed in
standard deviation units, d.

26.2.1.1 Spatial Abilities

One widely studied cognitive sex difference is spatial
ability. There are several ways to parse the domain,
but boys and men outperform girls and women in most
aspects of spatial ability, with the size of the difference

varying across abilities (Halpern, 2012; Lawton, 2010).
The largest sex difference is inmental rotation, especially
rotationofobjects in threedimensions.This sexdifference
is apparent beginning in infancy (Moore and Johnson,
2008; Quinn and Liben, 2008), with boys andmen having
better ability than girls and women and with the differ-
ence increasing slightly from childhood to adulthood
(Geiser et al., 2008).

There are moderately sized sex differences in spatial
perception and the ability to identify spatial relations
with respect to one’s body in relation to external space
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or to identify the true vertical or horizontal (Halpern,
2012). This ability is measured by tasks such as the
‘rod and frame task’ (Voyer and Bryden, 1993) and
‘water level task’ (Vasta and Liben, 1996).

There are also sex differences in abilities related to
navigating in the real world (Lawton, 2010), an ability
typically referred to as ‘wayfinding.’ Boys and men are
better than girls and women at remembering and
navigating to distant locations in large spaces; some of
the difference results from sex differences in strategy,
with men relying on cardinal (north, south, east, and
west) directions and women relying on landmarks.
Considering larger issues of the spatial environment,
there is a huge sex disparity amongNational Geography
Bee winners (despite equal participation from boys
and girls); the sex ratio increases at each level of compe-
tition, so that in many years, all ten finalists are boys
(Liben, 1995).

There is one aspect of spatial ability on which the sex
difference is reversed: memory for spatial location. Girls
and women are better than boys and men in remember-
ing the location of objects (Voyer et al., 2007).

26.2.1.2 Mathematical Abilities

The sexes differ in quantitative abilities, with the dif-
ferences again varying by type of ability and age
(Halpern, 2012). In school, girls get better grades than
do boys in arithmetic and mathematics classes (as they
do in all classes), but they do not perform aswell on stan-
dardized tests of math knowledge and skills (e.g., the
SAT). The main math sex difference is in problem-solving
tasks, with boys outperforming girls, especially at older
ages. Recent data show the sex difference to be small
(Lindberg et al., 2010), although the size of the difference
is larger in some countries than in others, in ways that are
sometimes, but not always, related to indices of gender
equality in those countries (Else-Quest et al., 2010; Guiso
et al., 2008). There are no sex differences in understanding
mathematical concepts, and girls outperform boys in com-
putation, especially before puberty.

The sexes also differ in their variability in spatial and
mathematical abilities (Hedges and Nowell, 1995). For
example, for the past 20 years, about four times as many
seventh-grade boys as girls have scored in the high
ranges of the SAT-Mathematics (Wai et al., 2010); before
that time, there were even higher ratios of boys to girls at
the top end.

26.2.1.3 Verbal Abilities

There are many different kinds of verbal and
language-related skills, such as vocabulary size, use of
correct grammar, reading, doing anagrams, and follow-
ing verbal instructions. The sexes are similar on some
skills. When there are differences, they are generally in

the direction of girls andwomen having better skills than
boys and men, although the size of the difference varies
with ability and age (Halpern, 2012).

Language learning occurs earlier in girls than in boys,
with boys catching up by age 6 (Bornstein et al., 2004;
Wallentin, 2009). Language disorders are more common
in boys than in girls (Wallentin, 2009). In terms of specific
verbal skills, females have a small to moderate advan-
tage over males in several skills, most prominently read-
ing comprehension, verbal fluency, and phonological
processing, but males have a small edge in analogies
(Halpern, 2012). In terms of verbal abilities that are par-
ticularly important educationally, there is great concern
about boys’ lag in reading performance (Chudowsky
and Chudowsky, 2010). Boys also write less well than
girls, a difference that is especially notable at the highest
ability levels (Hedges andNowell, 1995;Wai et al., 2010).

Females also process verbal materials more rapidly
than males, including intelligence scale subtests, verbal
fluency tests asking for many words to be generated
quickly, letters of the alphabet, and digits (Camarata
and Woodcock, 2006; Roivainen, 2011). Females’ faster
processing speed may be one contributor to their supe-
rior reading and writing abilities.

26.2.1.4 Memory

As with other cognitive domains, there are several as-
pects of memory. In some, the sexes do not differ. But in
several, girls and women are better than boys and men:
they show more accurate recall for learning facts or ma-
terial that they read, more readily learn lists of words,
have better recall for lists of common objects such as an-
imals, food, furniture, and appliances, and have better
recognition memory (Halpern, 2012; Johnson and
Bouchard, 2007). Women have better verbal memory
in part because they use more efficient clustering
strategies.

Sex differences in memory are especially consistent
for episodic memory, that is, memory of specific events
and episodes. For example, women are better than men
at recognizing faces that they have seen before. Many ep-
isodic memories are verbally based, but women have
better episodic memories even when the tasks are not
verbal (e.g., face recognition) except when the memory
tasks are clearly spatial, in which case men do better
(Herlitz et al., 2010). Women also recall the identities
and locations of objects better than men, although it
has been suggested that this might be due to women’s
better memories overall (Voyer et al., 2007). Sex differ-
ences in memory are generally small to moderate in size.

26.2.1.5 Perceptual Speed

In addition to faster processing of verbally based cog-
nitive tasks, girls and women are faster than boys and
men in another type of speeded task, called perceptual
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speed (Burns and Nettelbeck, 2005). Most intelligence
tests have some subscales that measure this ability. In
general, these tests involve the ability to perceive details
and shift attention quickly, often while using fine motor
skills such as finger movements (Halpern, 2012). The dif-
ference ranges from small to large, depending on the
particular measure used.

26.2.2 Noncognitive Sex Differences

There are many other psychological domains in
which the sexes differ, but we focus here on those that
have received the most attention, that are relatively large
in size, or that illustrate important points about studying
sex differences (e.g., the importance of developmental
status, measurement, and social context). Figure 26.3
provides a summary of the noncognitive sex differences
expressed in standard deviation units, d.

26.2.2.1 Physical and Motor Skills

Sex differences in physical and motor skills vary by
aspect and age (Blakemore et al., 2009). Boys are more
active than girls (Eaton and Enns, 1986; Else-Quest
et al., 2006), and activity level becomes increasingly
sex-differentiated with age, with the differences largest
in familiar, nonthreatening settings and when peers
are present. There are few sex differences in early mile-
stones of reaching, sitting, crawling, and walking,
but differences in motor skills begin to appear in the
second year (Mondschein et al., 2000). The earlier neuro-
logical development of girls compared to boys results in

early development of some abilities, such as eye–hand
coordination. Overall, girls develop sooner than and
are superior to boys with respect to fine motor skills,
whereas boys have better gross motor skills and are
stronger than girls (Largo et al., 2001a,b), which combine
with boys’ advantage in spatial skills to result in
large sex differences in targeting (hitting a target with
a ball) (Kimura, 1999). Sex differences in many (but
not all) physical and motor abilities increase with age,
although the patterns vary considerably depending on
the particular skill (Dorfberger et al., 2009; Thomas
and French, 1985).

26.2.2.2 Activity Interests

One of the largest and most important sex differences
concerns interests (Blakemore et al., 2009; Ruble et al.,
2006). In childhood, boys and girls prefer and engage
with different toys (e.g., trucks and dolls) and participate
in different activities (e.g., playing sports and playing
dress-up). In adolescence, boys and girls continue to pre-
fer and participate in different leisure activities (e.g.,
building things and dance), household chores (e.g., tak-
ing out the garbage and preparing food), and academic
pursuits (e.g., math and language arts). In adulthood,
men and women continue to prefer and participate in
different activities, and are differentially represented
in different occupations; for example, men prefer occu-
pations that involve working with things, and women
prefer occupations that involve working with people
(Su et al., 2009). Although the sexes overlap in their in-
terests and activity participation, the average differences

Fine motor skills

Activity level*

Global self-esteem*

Extroversion, adult*

Agreeableness, adult*

Neuroticism, adult*

Surgency, child*

Effortful control, child*

Risk-taking*

Decoding of nonverbal cues*

Prosocial behavior*

Aggression (spontaneous)*

Interest in babies

Time in sports, age 10

Child boy-typical activities (report)

Child play w/boys’ toys, observed

Adult occupational interests

0 0.5 1 1.5 2 2.5

FIGURE 26.3 Sample sex differences in noncognitive characteristics (not including play or sex partners): absolute value of the differences in
standard deviation units, d (data from Blakemore et al., 2009); asterisks (*) indicate results from meta-analyses.
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are large to very large. Interests are important beca-
use they are reasonably stable, and shape future car-
eer choices, especially with respect to domains such
as mathematics and the physical sciences (Diekman
et al., 2010).

26.2.2.3 Temperament and Personality

Overall, most aspects of temperament show small or
no sex differences (Else-Quest et al., 2006). The main ex-
ception is effortful control, which shows a moderate ad-
vantage for girls, and has been suggested to be consistent
with the greater incidence of externalizing disorders in
boys, which are characterized by inattentive, antisocial,
and aggressive behaviors. In addition, boys have higher
levels of surgency than girls, reflecting their greater
activity and high-intensity pleasure.

Research on ‘the big five’ personality factors shows
small differences between adult men and women.
Costa and colleagues (2001) reported that women were
higher than men in neuroticism, agreeableness, and ex-
troversion. They also found cross-cultural similarities
in the patterns of sex differences, but the differences be-
tween men and women were found to be largest in Eu-
ropean and North American countries, and smallest in
African and Asian countries.

There are also small sex differences favoring boys and
men in global self-esteem, especially after childhood
(Kling et al., 1999). Sex differences vary across the
different domains of self-esteem, with males having
consistently higher appearance-related, personal self,
self-satisfaction, and athletic self-esteem, and females
having higher ethical and behavioral conduct self-
esteem (Gentile et al., 2009).

26.2.2.4 Social Behaviors

The stereotypes about sex differences in social
behavior – that girls and women are emotionally ex-
pressive and perceptive, and more attuned to babies,
and that boys and men take risks and are aggressive –
have some basis in evidence, but the differences are
not large and depend on context. Consider some exam-
ples (for details, see Blakemore et al., 2009). Regarding
emotional expression, there is some suggestion that boys
and men express more anger and less fear and sadness
than girls, but more convincing is evidence that boys
come to hide emotions like sadness and fear purpose-
fully, especially in the presence of peers (Kyratzis,
2001). Regarding perceiving emotion in others, girls
and women are somewhat more sympathetic, empathic,
and accurate at decoding emotions than are boys andmen,
but the differences are small and depend on how they are
measured (larger on self-report than on physiological re-
sponse) (Eisenberg et al., 2006; McClure, 2000). Girls show
more interest in andnurturant interactionwith babies than
boys do, although the size of the sex difference varies

across the particular situations measured in various
studies (summarized in Blakemore et al., 2009). Regarding
risk-taking, boys aremore likely than girls to take risks and
to be injured (Byrnes et al., 1999; Morrongiello and
Matheis, 2007).

Aggression is one social behavior where sex differ-
ences are well known. Aggression is defined as behavior
intended to harm others and includes physical, verbal,
and indirect aggression. Males are more physically
and verbally aggressive than females (Card et al., 2008;
Dodge et al., 2006) from childhood through adulthood.
Although the social context affects aggression, and the
size of the difference varies across age and culture, there
are no instances in which females are more directly
aggressive than males.

Sometimes physical aggression moves into the do-
main of seriously antisocial or criminal behavior. Altho-
ugh few people show the type of high levels of physical
aggression that would be called violent or antisocial, or
at the very extreme, commit murder, the majority of
those who do are male, in childhood, adolescence, and
adulthood (Archer, 2004; Dodge et al., 2006; Moffitt
et al., 2001; Rutter et al., 1998).

Another form of aggression is often called indirect,
social, or relational aggression (e.g., Crick, 1995). This
form of aggression involves such things as manipulating
social relationships or purposefully excluding others.
It has been seen as the ‘feminine’ form of aggression
and often (but not always) reported to be more common
in girls (see discussion in Blakemore et al., 2009). How-
ever, a recent meta-analysis (Card et al., 2008) found
no significant differences between boys and girls in indi-
rect aggression from childhood through adolescence.

26.2.2.5 Psychological Disorders

Many forms of serious behavioral problems and men-
tal illness occur at different rates in the two sexes
(Hartung and Widiger, 1998). Psychological problems
are often described as being internalizing (e.g., anxiety
and depression) or externalizing (e.g., conduct disorder,
antisocial behavior, including, among other things,
criminal acts and excessive aggression, and attention-
deficit hyperactivity disorder). The incidence of internal-
izing problems is higher in girls and women, whereas
the incidence of externalizing problems is higher in boys
and men (Zahn-Waxler, 1993; Zahn-Waxler et al., 2008);
boys are also more likely than girls to have learning
and reading disabilities (Blakemore et al., 2009). Dis-
orders that are predominant in males tend to have
their onset in childhood (Hartung and Widiger, 1998),
whereas the female preponderance of depression and
eating disorders begins at puberty (Nolen-Hoeksema
and Hilt, 2009).
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26.3 EXPLANATIONS FOR
PSYCHOLOGICAL SEX DIFFERENCES

Hypothesized causes of psychological sex differences
tend to focus on either genetic and biological factors or
social and cultural factors. We highlight the key theoret-
ical perspectives focusing on proximal processes; we re-
fer readers elsewhere for discussion and critiques of
evolutionary explanations of cognitive and neural sex
differences (e.g., Eagly and Wood, 1999; Geary, 1998;
Hannagan, 2008; Wood and Eagly, 2002).

26.3.1 Socialization Perspectives

Most work on psychological sex differences comes
from a socialization perspective, that is, that sex differ-
ences develop as an individual navigates, observes
others, is socialized, and internalizes information about
the social world. There are several types of socialization
theories, differing in the extent to which they emphasize
the role of basic social learning mechanisms, subtle so-
cialization practices, social identity (as male or female),
cognitive schemas derived from gender identity that
guide behavior, and the role of sex-typed social roles
and resulting stereotypes and expectancies.

26.3.1.1 Socialization of Noncognitive Sex
Differences

Most studies of gender socialization have focused on
social behaviors. This literature has been reviewed else-
where (Blakemore et al., 2009; Martin and Ruble, 2010;
Ruble et al., 2006), so we provide a brief summary. In es-
sence, boys and girls are socialized differently in ways
that affect a variety of psychological outcomes, with this
gendered socialization coming from a variety of sources.
Much of the focus has been on socialization by peers and
parents, but there are powerful influences from other so-
cial forces, including other adults such as teachers, coa-
ches, and clergy, and information received via the many
forms of media.

Peers are a key enforcer of sex-typing. Children have
strong preferences for interaction with members of their
own sex, with these preferences maintained by children
themselves and resistant to change by adults (Maccoby,
1998; Ruble et al., 2006). The more children play with
others of the same sex, the more they engage in sex-
typed activities and play styles (Martin and Fabes, 2001).

Parents also shape sex-typing, as seen in two exam-
ples. First, parents influence the career choices of their
offspring in several ways: by differential encouragement
of sex-appropriate activities, by the attitudes they es-
pouse regarding what is appropriate for boys versus
girls, and by the resources they provide to their children
(e.g., paying for and providing computer-related

materials and encouraging extracurricular involvement
in math and science for sons, but not for daughters)
(Simpkins et al., 2005). Second, parents socialize emotion
differently in their sons and their daughters, through
their conversations (e.g., Fivush, 1998; Fivush and
Buckner, 2000): With daughters as compared to with
sons, parents usemore emotion-related words, elaborate
their discussion of emotion more extensively, and focus
these conversations on the emotional aspects of interper-
sonal relationships; over time, girls’ own discussions
include more extensive focus on emotion and emotional
issues than do boys’ own discussions.

Children also help to socialize themselves through
their use of gender schemas. Children are motivated to
be like others of their own sex and form cognitive con-
structions or networks of associations about the sexes
that influence their behavior and thinking (Martin
et al., 2002). These gender schemas direct children’s
attention, influence how information is interpreted,
organized, and remembered, and guide behavior with
objects and people; specifically, children selectively
attend to and remember sex-typed information and
show biases towards members of their own group (for
review, see Martin et al., 2002). Many studies confirm
the power of gender schemas to influence many aspects
of behavior and thinking, including children’s toy play,
play partners, the ability to learn about activities that are
traditionally sex-typed for the other sex, and impres-
sions of others (reviewed in Blakemore et al., 2009;
Martin et al., 2002; Ruble et al., 2006).

26.3.1.2 Socialization of Cognitive Sex Differences

Socialization perspectives have been applied less to
cognitive abilities than to other sex-typed characteristics.
Nevertheless, there are several types of evidence con-
firming the importance of social influences on sex-typed
abilities.

Sex-typed academic skills, such as math and lan-
guage, are influenced by family socialization. For exam-
ple, although parents think that academic achievement is
equally important for sons and daughters, they provide
support for extracurricular involvement in math and sci-
ence more for sons than for daughters (Simpkins et al.,
2005), and parents’ subtle beliefs about the inherent su-
periority of boys in such domains appears to undermine
girls’ subsequent academic performance, especially in
math (Eccles et al., 2000).

Sex differences in spatial ability have been seen to
depend on socioeconomic status (SES), with differ-
ences apparent in children from middle and high SES
backgrounds, but not in children from low SES back-
grounds (Levine et al., 2005). Such SES effects were sug-
gested to result in part from access to experiences that
facilitate spatial ability.
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Spatial abilities have been suggested to develop from
childhood sex-typed activities (e.g., Connor and Serbin,
1977, reviewed in Lawton, 2010). In particular, boy-typed
toys and activities (such as buildingwith Lego) are seen to
encourage manipulation and exploration of the environ-
ment, and some have claimed that sex differences in spa-
tial abilities would be reduced or even eliminated if girls
were encouraged to play more with boys’ toys (Halpern,
1986; Tracy, 1990). Evidence does show aweak-to-moder-
ate linkbetweenspatial ability andaspectsof sex-typedac-
tivities (e.g., Newcombe et al., 1983), but there is some
variability and inconsistency that likely reflects methodo-
logical and conceptual issues (Baenninger and
Newcombe, 1989;Voyer et al., 2000). It is important tonote
that these associations are not evidence of causation: en-
gagement in boy-typed activities might enhance spatial
ability or instead reflect that ability, that is, children with
high spatial ability might be attracted to toys that allow
manipulation and exploration. Some longitudinal data
suggest that the causal path is from abilities to activities
rather than the reverse (Newcombe and Dubas, 1992).

It is therefore important to note direct experimental
evidence that spatial ability can be enhanced by exp-
erience. In particular, spatial ability can be improved
through practice and training, with generalization be-
yond training stimuli. For example, playing an action
video game was seen to improve both spatial attention
and mental rotation ability (Feng et al., 2007). Training
benefits both sexes, with women sometimes benefiting
more than men, so that training may eliminate a sex dif-
ference in this domain (Lawton, 2010; Uttal et al., 2012).

Finally, stereotypes that emphasize women’s cogni-
tive inferiority appear to impair their performance
(Steele, 1997). This has been demonstrated in studies that
involve experimental manipulations, as illustrated for
bothmath and spatial ability.Womenwhowere told that
sex differences in math have genetic causes performed
worse on math tests than those who were told that the
differences have experiential causes (Dar-Nimrod and
Heine, 2006). Women who were told that men outper-
formwomen on spatial tasks performedworse on amen-
tal rotations test than women who received neutral
information, and the poorer performance of the group
given negative stereotypes appeared to reflect increased
emotional load (Wraga et al., 2007).

26.3.2 Genetic Perspectives

It is reasonable to expect that sex-related characteris-
tics would be influenced by genes on the sex chromo-
somes, reflecting sex differences in sex chromosome
composition (XX for typical females, XY for typical
males).Work in individuals with sex chromosome abnor-
malities using sophisticated approaches has provided
intriguing evidence that genes on the X chromosome

may influence aspects of cognition, including aspects
of spatial ability (Ross et al., 2006). Evidence in rodents
suggests that genes on the Y chromosome influence
sex-typed behavior, including spatial ability and parent-
ing (Arnold, 2009; Arnold and Chen, 2009). There are
very limited human data on this topic, but they do not
currently show direct effects of genes on the Y chromo-
some: Women with complete androgen insensitivity
syndrome, who have a Y chromosome but no effective
androgen exposure, reported similar childhood and
adulthood gender role behavior to unaffected women
(Hines et al., 2003a).

26.3.3 Hormonal Perspectives

26.3.3.1 Principles

Most of the research on biological mechanisms under-
lying gendered characteristics has focused on sex hor-
mones, primarily androgens (including testosterone)
and estrogens. This research is rooted in the work of
Phoenix, Goy, and colleagues (Gibber and Goy, 1985;
Phoenix et al., 1959, 1973), showing the long-lasting ef-
fects of early sex hormones on sex differences in behav-
ior in rodents and primates, and in the subsequent work
of Money and Ehrhardt (1972) in human beings. Hor-
mones affect behavior in two ways (Becker et al., 2008;
Goy and McEwen, 1980). First, sex hormones produce
permanent changes to brain structures and the behaviors
they subserve (‘organizational’ effects). Such effects usu-
ally occur early in life (during the prenatal period in hu-
man beings), although adolescence may also be an
important organizational period (Schulz et al., 2009;
Sisk and Zehr, 2005). Second, sex hormones produce
temporary alterations to the brain and behavior (through
ongoing changes to neural circuitry) as the hormones cir-
culate in the body throughout adolescence and adult-
hood (‘activational’ effects). The main distinctions
between organizational and activational effects concern
timing and permanence, although these distinctions are
not absolute (Arnold and Breedlove, 1985).

26.3.3.2 Evidence for Hormonal Influences on
Nonhuman Sex-typed Behavior

Studies in many nonhuman animal species show that
sex hormones are crucial for behavioral sex differences.
Much work has confirmed and extended the early work
of Phoenix, Goy, and colleagues, showing that hormones
present during early life organize the brain so that
they have long-lasting effects (Becker et al., 2002, 2008;
Ryan and Vandenbergh, 2002; Wallen, 2005, 2009). These
studies generally involve experimental manipulations
of hormones (e.g., injecting females with testosterone,
castrating males), but behavior has also been seen to be
influenced by naturally occurring variations in hormones,
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such as those that result from an animal’s position in the
uterus, particularly the sex of its littermates (for reviews,
see Clark and Galef, 1998; Ryan and Vandenbergh, 2002).

Even in nonhuman animals, however, the effects are
complex. For example, studies in monkeys highlight
two aspects of this complexity: (a) there are several sen-
sitive periods for androgen effects on behavior, even
during the prenatal period, with some behaviors mascu-
linized by exposure early (but not late) in gestation, and
other behaviors masculinized by exposure late (but not
early) in gestation (Goy et al., 1988); and (b) environ-
mental context modifies behavioral effects of hormones
(Wallen, 1996).

Further, sex hormones may continue to exert organi-
zational effects well beyond early life. Evidence from ro-
dents indicates that puberty is another organizational
period, with sex hormones at puberty producing perma-
nent changes to the brain and behavior (Schulz et al.,
2009; Sisk and Zehr, 2005).

There is also an extensive literature showing that sex
hormones are necessary for the expression of sex-typed
behaviors in adulthood (activational effects).Muchwork
has focused on the importance for sexual behavior of tes-
tosterone in males and estradiol in females, but these
hormones also play a role in the expression of nonsexual
behaviors in adult animals, such as maternal behavior
and aggression (Becker et al., 2002, 2008).

26.3.3.3 Methods for Studying Early Hormonal
Influences on Human Behavior

Studies in people cannot involve experimentalmanip-
ulations of hormones, but have taken considerable ad-
vantage of natural experiments, individuals whose
hormone levels were atypical for their sex during early
development as a result of a genetic disease or maternal
ingestion of drugs during pregnancy to prevent miscar-
riage (for details, see Blakemore et al., 2009). The most
extensively studied natural experiment is congenital ad-
renal hyperplasia (CAH), a genetic disease resulting in
exposure to high levels of androgens beginning early
in gestation because of an enzyme defect affecting corti-
sol production. If human psychological sex differences
are affected by androgens present during critical periods
of development (as occurs in nonhuman animals), then
females with CAH should be behaviorally more male-
typed and less female-typed than a comparison group
of females without CAH.

Because CAH is not a perfect experiment (e.g., high
levels of prenatal androgen also lead to masculinized
genitalia, which might affect socialization, and CAH re-
quires lifelong treatment with cortisone), it is important
to seek converging evidence from other sources. Such ev-
idence has been obtained for a number of behavioral do-
mains from other natural experiments and from normal

individuals with typical variations in hormones. The lat-
ter includes those whose hormones have been directly
measured (in amniotic fluid) and those whose hormones
have been inferred (by virtue of sharing a uterine envi-
ronment with an opposite-sex twin).

We briefly summarize the evidence that prenatal
hormones – particularly androgens – influence human
psychological sex differences and highlight key findings
and issues. This evidence has been discussed in detail
elsewhere (Berenbaum, 2006; Berenbaum and Beltz,
2011; Blakemore et al., 2009; Cohen-Bendahan et al.,
2005; Hines, 2010).

26.3.3.4 Prenatal Hormone Influences on Human
Behavior: Noncognitive Sex Differences

Data from several groups and countries with a vari-
ety of sound methods (including observations, tests,
self-reports, and parent-reports) make clear that girls
and women with CAH are more male-typed and less
female-typed in aspects of their feelings, preferences,
and behavior than are girls and women without CAH
(in most studies, their unaffected sisters; reviewed in
Berenbaum and Beltz, 2011; Blakemore et al., 2009;
Hines, 2010). The largest difference between females
with and without CAH is in sex-typed activity interests
and engagement: girls andwomenwith CAH prefer and
are more likely to participate in male-typed activities
from childhood through adulthood. They also have
male-typed occupational interests; for example, females
with CAH reported more interest in occupations that in-
volve working with things (versus people) than unaffec-
ted female siblings (Beltz et al., 2011). The male-typed
activity preferences and engagement in girls with
CAH are directly associated with prenatal androgen
and have not been shown to be influenced by parents’
behavior (Meyer-Bahlburg et al., 2006; Nordenström
et al., 2002; Pasterski et al., 2005). Females with CAH are
sex-atypical in other domains (reviewed in Berenbaum
and Beltz, 2011; Blakemore et al., 2009; Hines, 2010).
Compared to typical females, females with CAH are
more aggressive and less interested in babies and are
more likely to have bisexual or homosexual orientation
(although most are exclusively heterosexual). These mas-
culinizedcharacteristics stand incontrast to female-typical
identity in the overwhelming majority of females with
CAH (Dessens et al., 2005).

Data from other natural experiments also show that
male-typical prenatal androgen levels are associated
with male-typed activity interests and nonheterosexual
orientation (e.g., Meyer-Bahlburg, 2005, reviewed in
Berenbaum and Beltz, 2011; Blakemore et al., 2009).
But the most compelling converging evidence comes
from a study linking amniotic testosterone levels
to activity interests in boys and girls at ages 6–10
(Auyeung et al., 2009): the most male-typed interests
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and characteristics (as reported by parents on a widely
usedmeasure) were found in children who had had high
levels (for their sex) of naturally occurring prenatal tes-
tosterone. Unfortunately, there is little other good evi-
dence about links between amniotic testosterone and
other sex-typed characteristics in typical samples; the
few existing studies had small samples and other meth-
odological limitations.

There has also been interest in effects of early hor-
mones on sex differences in psychopathology. Early or-
ganizational androgens have been hypothesized to
contribute to the male vulnerability for childhood disor-
ders (e.g., Baron-Cohen et al., 2004; Martel et al., 2009);
however, there has been little consideration of the ways
that different disorders would be affected by hormones.
For example, autism has been claimed to reflect ‘the ex-
treme male brain’ and therefore result from exposure to
high prenatal androgens (Baron-Cohen et al., 2004), but
many other disorders show similar male predominance
and have been suggested by others to also result from
high prenatal androgens (e.g., Martel et al., 2009).

26.3.3.5 Prenatal Hormone Influences on Human
Behavior: Cognitive Sex Differences

Evidence from multiple sources provides moderate
support for the notion that prenatal androgens influence
later spatial and related abilities. Nothing is known
about prenatal hormonal effects on mathematical abili-
ties or on abilities that show a female advantage, because
the sex differences are small to moderate, and it has been
hard to accrue large enough samples.

Females with CAH have been found to have higher
spatial ability than their sisters in childhood, adolescence,
and adulthood (Berenbaum et al., 2012; Hampson et al.,
1998; Hines et al., 2003b; Mueller et al., 2008; Resnick
et al., 1986),with ameta-analysis suggesting that the effect
is small tomoderate (Puts et al., 2008). The relatively small
size of the effect may explain why the effect is not always
seen (e.g., Hines et al., 2003b; Malouf et al., 2006).

Confirming evidence for the effects of androgen on
spatial ability comes from individuals at the other end
of androgen levels: males with low early androgen levels
due to idiopathic hypogonadotropic hypogonadism
(IHH) have lower spatial ability than controls (Hier
and Crowley, 1982). Importantly, the external genitals
of males with IHH appear typical, suggesting that
enhanced spatial ability in females with CAH is not
due to social responses to their genitals.

There are now several studies of androgen effects on
spatial ability in typical samples that provide converging
evidence for prenatal androgen effects on spatial ability.
In three studies of opposite-sex twins, females with a
male co-twin (who are thought to have above-average
prenatal exposure to testosterone) have been shown to
have higher spatial ability than females with a female

co-twin (Cole-Harding et al., 1988; Heil et al., 2011;
Vuoksimaa et al., 2010). But, prenatal hormone influ-
ences are confounded with postnatal socialization in
some of these findings because females with a male
co-twin are reared with a male sibling of the same age.
Evidence against socialization effects comes from
women with slightly older siblings: those with a brother
did not have better spatial ability than those with a sister
(Heil et al., 2011). In one study of amniotic hormones, tes-
tosterone was associated with some indices of spatial
ability in girls at age 7: compared to girls who had low
amniotic testosterone, girls with high levels showed fas-
ter, but not more accurate, mental rotation; the effect was
seen only in girls who showed evidence of using a men-
tal rotation strategy (Grimshaw et al., 1995b).

26.3.3.6 Adolescent Hormone Influences on
Human Behavior

In light of the recent animal evidence on the behav-
ioral importance of organizational hormones at puberty,
there has been increased attention to the effects of puber-
tal hormones on the human brain and behavior (see also
Section 26.5). With respect to behavior, there is consider-
able speculation – but not a lot of data – about theways in
which changes at adolescence are triggered by the surge
in sex hormones at that time, including girls’ increased
vulnerability to depression and eating disorders (Crick
and Zahn-Waxler, 2003; Martel et al., 2009) and boys’ in-
creased risk taking and substance use (Forbes and Dahl,
2010; Steinberg, 2008). This is an area of active investiga-
tion, thus it is likely we will know much more about
pubertal hormone effects on the brain and behavior
within the next decade.

26.3.3.7 Circulating Hormone Influences on
Human Behavior

There is an extensive literature (primarily in adoles-
cents and adults) linking circulating levels of sex
hormones (especially estradiol and testosterone) to
sex-typed characteristics, primarily aggression, mood,
and cognitive abilities (reviewed in Buchanan et al.,
1992; Hampson, 2007; Maki and Sundermann, 2009;
Puts et al., 2010). This work focuses on activational (tran-
sient) effects of hormones, so that behavior changes
when hormone levels change. Findings are complex
and difficult to summarize briefly (see reviews above
for details). Much of the complexity reflects small effects,
reliance on observational studies in adults, and bidirec-
tional effects of behavior and hormones (e.g., aggressive
behavior can increase testosterone). Hormones do not
produce simple changes in behavior, and the most valu-
able studies are those that examine the ways in which
hormones act indirectly and interact with social factors
to change sex-related characteristics.
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There is some consistency in the findings regarding
cognitive effects of circulating sex hormones, with data
coming from studies of natural variations in hormones
across individuals and within individuals (e.g., in asso-
ciation with the menstrual cycle) and effects of hormone
replacement (in association with aging or surgical re-
moval of the ovaries). Findings are complex (for reviews,
see Hampson, 2007; Maki and Sundermann, 2009), but
generally suggest that spatial ability is facilitated by tes-
tosterone in the moderate range (levels that are high for
females and low for males) and verbal memory is facil-
itated by estradiol, especially in postmenopausal women
who are relatively young or recently menopausal. Nev-
ertheless, links between cognition and hormones are not
always found, probably due to factors that modify the
effects of both hormones (e.g., diet) and cognition (e.g.,
experiences).

26.3.4 Integrated Perspectives

It is clear that sex-typed characteristics are influenced
by multiple factors, and it is unfortunate that most stud-
ies focus on a single set of factors, rather than examining
them in concert. As we have argued elsewhere
(Berenbaum et al., 2011), sex differences can best be un-
derstood by integrating the different perspectives; focus-
ing on only one set of causes (either social or biological)
can lead to a distorted or evenmisleading understanding
of sex-typed processes.

Consider spatial ability as an example of the ways in
which an understanding of sex differences could be en-
hanced by attention to both biology and social experi-
ences (for detailed discussion and other examples, see
Berenbaum et al., 2011). As discussed above, evidence
makes it clear that spatial ability depends on social expe-
riences, genes on the X chromosome, and sex hormones
during prenatal development and again in adult life. But
spatial ability almost certainly develops from joint influ-
ences of biology and social experiences, as illustrated in
two ways. First, biological influences on spatial ability
are likely mediated through experience. As noted above,
girls who are exposed to high levels of androgen during
prenatal life (because of normal variation or CAH) are
more likely than girls with low levels to play with boys’
toys, and those toys may facilitate the development of
spatial ability (e.g., Newcombe et al., 1983). Preliminary
evidence from females with CAH does indeed indicate
that their enhanced spatial abilities are in part mediated
by their masculinized activity interests (Berenbaum
et al., 2012). Second, biological predispositions likely
facilitate learning. Although existing training studies
are not compelling in this regard (men, who have high
androgen levels, do not appear to be more likely to ben-
efit from practice than women, who have low androgen

levels), the situation might differ in childhood, when
abilities are developing, and on tests that do not show
ceiling effects. This question can be studied in girls with
CAH and in typical children, by examining the effects of
practice at varying ages andwith varying environmental
experiences (e.g., as a function of SES).

26.4 BRAIN SEX DIFFERENCES:
NATURE, DEVELOPMENT, AND

CONSEQUENCES

The brains of men and women, and of boys and girls,
are similar in many ways, but there are some systematic
differences in anatomical structure, physiological func-
tioning, and development. An understanding of these
differences – and what causes them – should provide in-
sight into the mechanisms underlying sex differences in
human health, disease, and behavior, including the char-
acteristics discussed above (Cosgrove et al., 2007;
McCarthy and Arnold, 2011).

In this section, we review the work on human brain
sex differences. We focus on topics where there is con-
verging evidence for brain sex differences, but we also
present some exciting new findings that will likely spark
future research. Most of the work reviewed comes from
studies using magnetic resonance imaging (MRI), as it is
the dominant research tool in human developmental
neuroscience (Casey et al., 2005; Luna et al., 2010), but
we also consider work using other techniques, such as
positron emission tomography (PET), perceptual asym-
metries, and post mortem examinations.

26.4.1 Issues in Studying Brain Sex Differences

MRI is widely used as a measure of brain anatomy
and physiology. Structural MRI (sMRI) provides mea-
sures of brain morphology and architecture (e.g., vol-
umes of gray matter, white matter, and subcortical
structures). Blood oxygen level-dependent (BOLD) func-
tional MRI (fMRI) is a measure of change in blood oxy-
genation thought to reflect neural activity. Diffusion
tensor imaging (DTI) is the most frequently used assess-
ment of water diffusion in the brain, thought to reflect
white matter microstructure and thus information trans-
mission among brain regions. All MRI measures – sMRI,
fMRI, and DTI – are indirect measures of brain structure
and function, involving multiple assumptions and infer-
ences, and each reflects multiple dynamic processes oc-
curring at cellular and subcelluar levels (for discussion
relevant to developmental science, see Casey et al.,
2005; Paus, 2010).

The analysis of MRI data, particularly functional data,
is complex and based on multiple assumptions, partly
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because assessments are indirect. The brain is typically
partitioned into volumetric pixels, or voxels, and statis-
tics are conducted on each voxel as if it were indepen-
dent of all others. This ‘mass univariate approach’ can
result in a score of false positives unless appropriate cor-
rections to p-values are made for multiple comparisons
(Friston, 2004). In studies linking behavior to brain acti-
vation, findings may be spurious if only voxels exceed-
ing some preset threshold are examined (Vul et al., 2009).
This is essentially a selection bias: only data from voxels
reflecting significant brain activation are examined in
relation to behavior. This problem can be avoided
through a priori selection of brain regions of interest
(ROIs) for analyses (Poldrack, 2000; Vul et al., 2009).

Concerns have been expressed about the interpreta-
tions of findings of brain sex differences (Fine, 2010;
Jordan-Young, 2010). Such problems appear to result
from the inappropriate use of data, rather than from
the data themselves. First, people may over-interpret
brain images because they are compelling; research
containing irrelevant neuroscience explanations and
brain images is rated by nonexperts as more satisfying
or reasonable than accurate work without such infor-
mation (Beck, 2010; McCabe and Castel, 2008;
Weisberg et al., 2008). Second, brain sex differences
are often interpreted in simplistic ways. For example,
a bigger brain is not necessarily a better brain (see
Section 26.4.2.1), and brain sex differences are not
indicators of predetermined behavioral inequalities
(see also McCarthy and Arnold, 2011; Poldrack, 2000).
Third, brain sex differences need to be considered in
conjunction with behavioral sex differences (see
Sections 26.4.2.5 and 26.4.3).

As we discuss below, there is much careful and
important work demonstrating brain sex differences.
Research questions developed from a clear conceptual
framework are often investigated using sound meth-
odology and a careful approach to examining brain–
behavior relations. Inferences are often balanced and
appropriate, and there is considerable convergence of
evidence. Of course, as in any area of science, not all
studies are perfect, but limitations in methodology and
inference are no more prevalent or problematic in this
field than elsewhere (Fiedler, 2011).

26.4.2 Sex Differences in Brain Structure and
Their Development

An understanding of brain sex differences requires
consideration of development. Some of themost compel-
ling work on brain–behavior relations has shown both a
change in structural sex differences across development
and the importance of considering developmental trajec-
tories (pattern of brain changes over time), not just a sin-
gle measurement (see Rubenstein and Rakic, 2013). For

example, general intelligence has been shown to relate
to changes in cortical thickness across childhood and ad-
olescence, but not to absolute measures of cortical thick-
ness at a given age (Shaw et al., 2006); compared to
typical children, children with attention-deficit hyperac-
tivity disorder have delayed trajectories of cortical thick-
ness maturation (Shaw et al., 2010). Thus, sex differences
in brain development are best examined in longitudinal
neuroimaging studies; however, there are many more
studies of sex differences at a single point in time, so
we review those studies (typically done in adults) aswell
as the longitudinal neuroimaging data. We first review
findings of sex differences in brain structure and then ex-
amine how structural differences relate to behavioral sex
differences.

26.4.2.1 Brain Volume

There are sex differences in intracranial and cerebral
volume, with both approximately 10% larger in males
than in females. These differences are seen in measure-
ments made on postmortem brains (Holloway, 1980)
and in live ones (using MRI) (De Bellis et al., 2001;
Giedd and Rapoport, 2010; Giedd et al., 1997; Goldstein
et al., 2001; Lenroot and Giedd, 2010; Lenroot et al.,
2007; Nopoulos et al., 2000; Sowell et al., 2002); they are
also seen in several nonhuman primate species (Falk
et al., 1999; Holloway, 1980). The human differences ap-
pear to be primarily due to the larger occipital and frontal
poles of men compared to women (Sowell et al., 2007).
The differences in brain size are due in part to sex differ-
ences in body size, reflecting overall growth differences
(Halpern, 2012; Holloway, 1980; Peters, 1991; Peters
et al., 1998).

The brain reaches about 95% of its adult size by age 6,
but the relative proportions of gray matter and white
matter continue to change throughout childhood and
adolescence. The peak cerebral volume occurs about 4
years earlier in girls than in boys, but boys have a larger
absolute cerebrum size than girls throughout develop-
ment (Giedd and Rapoport, 2010; Lenroot et al., 2007).

The implications of brain size sex differences for brain
function or behavior, however, are not clear (see also
Section 26.4.2.5). Sex differences in the size of other body
structures (e.g., men’s larger hearts and noses) do not
translate into sex differences in function. Further, a
larger brain does not necessarily mean a smarter brain.
Although there is a moderate association between brain
size and intelligence (Flashman et al., 1997; Luders et al.,
2009b), there are no sex differences in general intelli-
gence, and neural connectivity (rather than size) is key
to understanding the brain substrates of intelligence
(Song et al., 2008; van den Heuvel et al., 2009). Interpre-
tations of structural size differences are complicated for
several reasons: normal brain maturation involves cell
death and synaptic pruning, reducing brain size; brain
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size may be larger in individuals with developmental
disorders, such as autism (Shaw et al., 2010; Sowell
et al., 2001, 2002); there are dynamic relations between
experiences and brain anatomy (e.g., taxi driving expe-
rience is associated with hippocampal shape) (Maguire
et al., 2000, 2003).

The sex difference in body size creates difficulties in
studying sex differences in brain size, which, in turn, cre-
ates difficulties in studying other aspects of brain sex
differences, leading to controversies over whether to
correct for body size and overall brain size. Some have
argued that sex differences in brain size are best cor-
rected by body weight or height (Halpern, 2012;
Holloway, 1980). Others have claimed that the relation
between body height or weight and brain size is weak
(Peters, 1991), particularly because there is great varia-
tion in human body size and type (Peters et al., 1998).
Further, the relation between brain and body size
changes across development (Giedd and Rapoport,
2010; Lenroot and Giedd, 2010), suggesting that brain–
body size corrections should only be made in adult
samples.

There are several ways to correct for sex differences in
intracranial or cerebral volume in order to examine sex
differences in specific brain structures (see Bishop and
Wahlsten, 1997). First, brain volume can be covaried.
This approach is most appropriate if there is a linear re-
lationship between brain size and the size of the brain
structure or region being investigated, and it canmisrep-
resent sex differences if the relation is present in only
one sex. Second, a ratio can be computed, reflecting
the volume of the structure or regions being investigated
as a proportion of brain size; this approach is easy to un-
derstand, but its anatomical interpretation is unclear.
Finally, recent innovative approaches have been sug-
gested, including the use of different numerical scaling
factors for different characteristics of brain anatomy be-
cause larger brains are not uniform expansions of smal-
ler brains; for example, there is greater relative increase
in cortical surface area than cortical thickness with brain
size increases (Im et al., 2008). Longitudinal studies
overcome the problem by allowing examination of
within-individual change across time and subsequent
comparison of rates of change between the sexes (e.g.,
Thambisetty et al., 2010).

26.4.2.2 Regional Structure Volume

There are several consistently replicated sex differ-
ences in the size of human regional brain structures.
But these effects are not always detected, likely because
they are small and approaches to correcting for sex dif-
ferences in brain size vary across studies. Generally, as
detailed below, some key regions of the brain implicated
in interhemispheric communication and memory (e.g.,

hippocampus and caudate nuclei) are larger in women
thanmen, and other subcortical regions implicated in af-
fective and sexual behaviors (e.g., amygdala and hypo-
thalamus) are larger in men than women.

26.4.2.2.1 SEX DIFFERENCES IN INTERHEMISPHERIC

COMMISSURES

Several studies have investigated sex differences in
interhemispheric commissures (fiber bundles spanning
the two halves of the brain). Commissures are important
for facilitating information flow across hemispheres and
thus for promoting cognitive function (Bryden, 1982;
Kimura, 1999).

There has been particular focus on sex differences in
the most posterior portion of the corpus callosum (CC),
the splenium, following an early histological report of a
sex difference in this region (De Lacoste-Utamsing and
Holloway, 1982). Ameta-analysis of 49 studies concluded
that there are no systematic sex differences in this struc-
ture when appropriate corrections are made for the sex
difference in brain size (Bishop and Wahlsten, 1997),
and recent MRI studies support this finding (Leonard
et al., 2008; Luders et al., 2006b). Nonetheless, research
with large, adult samples using a sophisticated analysis
technique (in which derivations of an individual’s CC
from a template CC are captured at many points), indi-
cates that women do, in fact, have larger splenia than
men (Davatzikos and Resnick, 1998; Dubb et al., 2003).
Other research has positively linked the size of the sple-
nium in women (but not men) to cognitive abilities, such
as verbal fluency, two-dimensional mental rotations, and
memory (Davatzikos and Resnick, 1998; Hines et al.,
1992); however, these links are not consistently seen in
children and adolescents (e.g., Luders et al., 2011).

The CC develops in a rostral-to-caudal direction
throughout childhood and early adolescence, and the
rate of growth may be greater in girls than in boys
(Luders et al., 2010; Thompson et al., 2000). This sex dif-
ference is particularly striking because boys have faster
overall rates of white matter development than girls
(Section 26.4.2.4). Even from late adolescence through
late adulthood, the splenium appears to increase in size
in women more than in men (Dubb et al., 2003).

There are sex differences in the anterior commissure
(connecting the right and left temporal lobes) and massa
intermedia (connecting the right and left thalamus), but
less is known about their functional significance than
that of the CC. Both structures are generally found to
be larger in women than men (Allen and Gorski, 1991,
1992; Kimura, 1999). The massa intermedia is also more
frequently absent in men than in women (Rabl, 1958),
and absence of this structure is linked to greater perfor-
mance IQ scores for men, but not for women (Lansdell
and Davie, 1972).
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26.4.2.2.2 SEX DIFFERENCES IN STRUCTURES

INVOLVED IN LEARNING AND MEMORY

Several brain structures implicated in learning and
memory are also larger in females than males, consistent
with the female advantage in memory (Section 26.2.1.4).
The hippocampus, which is important for memory for-
mation, retention, and recall, is larger in women than
men (Cahill, 2005; Filipek et al., 1994; Goldstein et al.,
2001; Halpern, 2012; Lenroot and Giedd, 2010), though
this difference is most consistently reported in children
and adolescents, perhaps because the hippocampus is
generally found to grow at a faster rate and thus to ma-
ture earlier in girls than boys (Giedd et al., 1997; Lenroot
and Giedd, 2010). The caudate nuclei, which are part of
the basal ganglia and implicated in learning and mem-
ory, are also larger in females than males; this finding
has been reported in both children (Giedd et al., 1997;
Sowell et al., 2002) and adults (Filipek et al., 1994;
Goldstein et al., 2001). Caution must be used when inter-
preting the implications of these findings because the sex
difference in verbal memory remained in a sample of
men and women who had left anterior temporal lobec-
tomy, suggesting that other brain regions and sex differ-
ences in strategy are also important for sex differences in
memory (Berenbaum et al., 1997).

26.4.2.2.3 SEX DIFFERENCES IN SUBCORTICAL

STRUCTURES INVOLVED IN AFFECTIVE AND SEXUAL

BEHAVIORS

Brain structures consistently found to be larger inmen
than women include regions of the hypothalamus and
the amygdala. Sex differences in the human hypothala-
mus parallel early studies showing a very large sex dif-
ference in the rodent preoptic hypothalamus (Gorski
et al., 1978). In particular, one of the four interstitial nu-
clei of the anterior hypothalamus (INAH-3) is larger in
men than women (reviewed in Halpern, 2012; Kimura,
1999; LeVay, 1991). There are also reports that some re-
gions of the bed nucleus of the stria terminalis (BNST),
the central portion of the connection between the hypo-
thalamus and amygdala, are larger in men than women
(Allen and Gorski, 1990; Zhou et al., 1995). Although the
functional implications of these sex differences are
unclear, there is some suggestion that the INAH and
BNST play a role in gender identity and sexual orienta-
tion (for discussion, see Hines, 2011; Savic et al., 2010).

The amygdalae, a pair of bilateral structures in the
medial temporal lobe, are also larger in boys and men
than in girls and women (Cahill, 2005; Goldstein et al.,
2001; Halpern, 2012; Lenroot and Giedd, 2010) and de-
velop faster in boys than in girls (Giedd et al., 1997;
Lenroot and Giedd, 2010). They are thought to be impor-
tant for the detection of and behavioral response to affec-
tive visual cues, perhaps because of their connectivity to

many cortical and subcortical regions (Pessoa and
Adolphs, 2010).

26.4.2.3 Gray Matter

There are sex differences in graymatter, with girls and
women having relatively more gray matter than boys
and men across the lifespan, particularly in parts of
the frontal, temporal, and parietal lobes (Gur et al.,
1999; Lenroot et al., 2007; Leonard et al., 2008; Luders
and Toga, 2010; Luders et al., 2002; Paus, 2010). Relat-
edly, women have greater cortical thickness than do
men in some areas of the brain, particularly in the frontal
and parietal lobes. Supporting evidence comes from sev-
eral different samples and research methodologies, in-
cluding MRI combined with surface morphometry (Im
et al., 2006; Lv et al., 2010), pattern algorithms (Luders
et al., 2006a; Sowell et al., 2007), and tissue segmentation
(Koscik et al., 2009). Some histological findings are in-
consistent, but their interpretation is complicated by
small sample sizes (e.g., Rabinowicz et al., 1999).

There are parallel differences in cortical complexity,
or patterning of cerebral convolutions, with women
showing greater complexity than men, particularly in
the frontal and parietal lobes (Luders et al., 2004,
2006c). Findings of sex differences appear to vary with
method: differences favoring females have been found
using a new mesh-based approach (in which the convo-
lutions at several thousand surface points are estimated
from three-dimensional brain scans), but not when using
the gyrification index (ratio of cortical surface to visible
gyral surface, calculated from two-dimensional post-
mortem brain slices) (Zilles et al., 1988).

Gray matter develops in an inverted U-shaped trajec-
tory across childhood and adolescence, increasing until
puberty and then decreasing through early adulthood
(Giedd and Rapoport, 2010; Giedd et al., 1999; Lenroot
andGiedd, 2010; Lenroot et al., 2007). The shape and tim-
ing of the peak in gray matter trajectories differ across
brain regions: parietal lobe volumes peak first, followed
by frontal and temporal lobe volumes. Relatedly, cortical
maturity, marked by decreases in cortical density, occurs
in a specified pattern: the medial sensorimotor cortex
matures first, with development proceeding in rostral
and lateral directions, such that the prefrontal and lateral
temporal cortices are the last regions to mature (Gogtay
et al., 2004). This reduction in graymatter density, which
occurs after pubertal onset, likely reflects the elimination
of irrelevant brain connections and strengthening of
relevant ones (i.e., pruning). The sexes have similarly
shaped trajectories of gray matter development across
all brain regions, but girls have an earlier average peak
than boys, consistent with their earlier pubertal matura-
tion. Generally, girls show a peak in regional graymatter
between 8 and 10 years of age, whereas boys show a peak
between 9 and 11 years of age (Lenroot et al., 2007).
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26.4.2.4 White Matter

There is not clear consistency fromMRI studies regard-
ing sex differences in overall brain proportions of white
matter. Some evidence indicates that men have a greater
proportion of white matter than do women (Allen et al.,
2003; Gur et al., 1999), but the difference is not always
found and inconsistencies are not explained by differen-
tial corrections for the sex difference in brain size (Luders
et al., 2002; Nopoulos et al., 2000). Women are rarely
found to have greater white matter volume than men,
suggesting that small samples make it difficult to consis-
tently detect the increasedwhite matter in men compared
to women. Inconsistencies may also reflect age differ-
ences; sex differences in the proportion of brain white
matter generally emerge in adolescence and persist
through adulthood (Paus, 2010).

Converging evidence from MRI also suggests no sex
differences in fractional anisotropy (FA), which is thought
to reflect directed information transmission along white
matter paths. This evidence comes from large, cross-
sectional DTI studies (Eluvathingal et al., 2007; Giorgio
et al., 2008; Lebel et al., 2008).

White matter volume increases linearly through
childhood and into adulthood, and this pattern is consis-
tent across brain regions (Giedd et al., 1999; Lenroot
et al., 2007). Girls and boys both experience linear in-
creases in white matter volume, but boys have a more
rapid rate of increase compared to girls, particularly in
adolescence (Lenroot et al., 2007). FA similarly increases
across early childhood and into adulthood in an inferior-
to-superior and posterior-to-anterior fashion (Colby
et al., 2011); whitematter connections around subcortical
structures and in the CC undergo the greatest change
across development, and frontal–temporal tracts are
the last to mature (Eluvathingal et al., 2007; Giorgio
et al., 2008; Lebel et al., 2008). Increases in FA may mark
a transition from functional localization to distributed
neural network functioning in the developing brain.
For example, adolescents show a decrease in frontal gray
matter density as FA increases in pathways connecting
frontal regions to other brain areas (Giorgio et al.,
2008). The ways in which sex interacts with age changes
in FA are still unclear (for a review, see Schmithorst and
Yuan, 2010): there are few patterns among the observed
sex differences, and inconsistent findings likely reflect
samples of varying age, the sex difference in white mat-
ter development, differences in FA measurement across
studies (e.g., analyses at the level of voxels versus ROIs),
and problems inherent in FA methodology (e.g., mea-
surement of perpendicular fiber tracts within a voxel).

26.4.2.5 Implications of Sex Differences in Brain
Structure

Some – but not all (e.g., Luders et al., 2009a) – of the
sex differences in brain morphology might result from
the different shaping of larger versus smaller brains

(Allen et al., 2003; Im et al., 2008; Luders et al., 2002,
2010; Seldon, 2005; Zhang and Sejnowski, 2000). In larger
as compared to smaller brains, the cortex tends to be flat-
ter and thinner because it fills a larger intracranial space;
this is consistent with reports of greater cortical thick-
ness and complexity in women than men. There is also
morewhitematter in larger brains because longer axonal
connections are made to cortical regions that are farther
apart than in smaller brains. This is consistent with
evidence that men have greater white matter volumes
than women.

What do sex differences in brain structure mean for
cognitive sex differences? Compared to women, men ap-
pear to have larger regions of the parietal lobe, which is
the primary brain area implicated in spatial ability
(Brun et al., 2009). Parietal lobe surface area is, in fact, pos-
itively related to mental rotations performance in men,
whereas parietal lobe graymatter volume is negatively re-
lated to mental rotations performance in women (Koscik
et al., 2009); this suggests that different parietal lobe mor-
phology subserves mental rotations performance in men
and women, but it does not indicate whether men and
women equally engage parietal regions duringmental ro-
tations tasks (this requires data on brain activation). There
is also evidence from structural studies that some brain
regions implicated in language, especially the temporal
lobe, are larger in women than men (Brun et al., 2009;
Harasty et al., 1997). But, these studies are difficult to in-
terpret because verbal abilitywas not assessed. Sex differ-
ences in brain activation during spatial and language
tasks are reviewed below (Sections 26.4.3.1 and 26.4.3.2,
respectively).

It is probable that not all structural sex differences
have behavioral significance, as there are likely multiple
paths to the same outcome (De Vries, 2004; McCarthy
and Arnold, 2011); this also appears to be the case
for other bodily organs (e.g., the heart). Despite large
variations in structure, brain function is remarkably
similar and stable across people (Sporns, 2011). If
this ‘functional homeostasis’ is maintained, then links
between brain structure and behavior will not always
exist.

26.4.3 Sex Differences in Brain Function
(Activation)

There is a considerable literature examining sex dif-
ferences in brain function as measured by task-specific
activation (fMRI). The most meaningful work relates
brain activation to task performance. An important issue
concerns the sex difference on the behavioral outcome of
interest. If men and women perform at different levels,
brain activation differences might tell us about the neu-
ral substrates of the performance difference. If men and
women perform at similar levels, brain activation
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patterns might tell us about the (potentially different)
processes or strategies they use to arrive at the same
outcome.

26.4.3.1 Spatial Abilities

There has been interest in finding the neural correlates
of the male advantage in spatial ability described in
Section 26.2.1.1. Generally, in both sexes, spatial proces-
sing is associated with activation of the parietal lobes as
well as temporal, premotor, and extrastriate areas
(Butler et al., 2006; Christova et al., 2008; Halari et al.,
2006; Hugdahl et al., 2006; Thomsen et al., 2000; Weiss
et al., 2003a; see also Chapter 15). There is also some
evidence that right hemisphere regions are more en-
gaged in spatial tasks than left hemisphere regions,
particularly for men (see Section 26.4.3.4).

The brain regions activated by men and women dur-
ing mental rotations tasks are largely overlapping when
there are no sex differences in behavioral performance,
but some brain differences have been reported. Women
engage portions of the frontal lobe, in particular the
right inferior frontal gyrus, that men generally do not
(Hugdahl et al., 2006; Jordan et al., 2002; Weiss et al.,
2003a). For women, it is the activation of these frontal re-
gions (as well as some temporal and parietal regions)
that positively predicts task performance accuracy,
whereas activation of parietal regions (e.g., postcentral
gyrus and precuneus) positively predicts accuracy for
men (Butler et al., 2006). The different patterns of task-
related brain activation for women and men might re-
flect women’s use of top-down processing and men’s
use of bottom-up processing to complete mental rota-
tions tasks (Butler et al., 2006).

Functional brain sex differences during mental rota-
tions tasks when the sexes differ in performance may tell
us about the neural substrates of the cognitive difference,
although the performance differences may complicate
interpretation. Most behavioral tests of mental rotations
involve comparisons among multiple figures, whereas
most neuroimaging studies of mental rotations involve
a pairwise comparison because of scanner space con-
straints; the sex difference in mental rotations perfor-
mance is likely reduced in the latter compared to the
former (Peters and Battista, 2008). In one fMRI study
in which men outperformed women, there were no sex
differences in brain regions activated by the task, but
women had significantly greater activation of those re-
gions than men (Halari et al., 2006); this is consistent
with the notion that increased activation reflects the need
to work harder (e.g., Gur et al., 2000).

There are also sex differences in brain activation dur-
ing other visuospatial tasks. Whenmatching the orienta-
tion of angled lines, men were reported to have greater
activation than women of left occipital and cingulate
regions, and this effect increased with age (Clements

et al., 2006; Clements-Stephens et al., 2009); in contrast,
no regional brain sex differences were found in a similar
task in which a joystick was used to move a cursor in a
specified angle away from a central stimulus (Christova
et al., 2008). During spatial navigation, men were seen to
engage more left temporal regions than women, and
women to engagemore right frontal, parietal, and hippo-
campal regions than men (Grön et al., 2000), although
sex differences in related tasks have not always been
found (Ohnishi et al., 2006). During spatial attention
tasks, men appear to activate left parietal regions more
than women, whereas women engage more right frontal
regions than men (Rubia et al., 2010), although this dif-
ference is not always found (Bell et al., 2006). These stud-
ies converge to indicate that visuospatial tasks engage
different brain systems in the two sexes: men recruit left
hemisphere regions to a greater degree thanwomen, and
women recruit frontal lobe regions that men generally
do not. Unfortunately, it is difficult to review these find-
ings in relation to behavioral performance because of the
limited number of studies available and differences
across studies in the tasks used.

26.4.3.2 Language

Several studies have focused on finding the neural
substrates of the female advantage in verbal ability
described in Section 26.2.1.3. Generally, in both sexes,
activity in regions of the left hemisphere, including
the temporal lobe, prefrontal cortex, inferior frontal
gyrus, cingulate, and regions of the parietal lobe is asso-
ciated with the performance of most language tasks,
including verbal fluency, rhyming, and comprehension
(Allendorfer et al., 2012; Buckner et al., 1995; Burman
et al., 2008; Clements et al., 2006; Frost et al., 1999;
Gauthier et al., 2009; Halari et al., 2006; Plante et al.,
2006; Shaywitz et al., 1995; Weiss et al., 2003b).

As for spatial ability, findings of sexdifferences in brain
activation for language tasks using fMRI depend upon
whether the sexes are matched on behavioral perfor-
mance. When they are matched on task performance,
most studies do not find differences in brain activation
(Allendorfer et al., 2012; Clements et al., 2006; Donnelly
et al., 2011; Frost et al., 1999;Weiss et al., 2003b). Nonethe-
less, differences favoring both sexes have also been
reported: men have been seen to have greater activation
than women in language-related regions (Buckner et al.,
1995; Gauthier et al., 2009); the reverse has also been
found, with women having greater activation than men,
particularly in right hemisphere regions (Plante et al.,
2006; Shaywitz et al., 1995). When the sexes are not
matched on task performance, women behaviorally
outperform and display greater brain activation than
men, especially in right hemisphere regions (Burman
et al., 2008;Halari et al., 2006; Plante et al., 2006), consistent
with other data discussed in Section 26.4.3.4 suggesting
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bilateral representation of language in women. (This
argument might appear inconsistent with that presented
in Section 26.4.3.1, that is, that the greater frontal lobe ac-
tivity of women during spatial tasks reflected their need
to work harder than men. Issues pertaining to the inter-
pretation of sex differences in brain function are com-
plicated, however, as we discuss in Section 26.4.3.6.)
Furthermore, the link between performance accuracy
and brain activation differs for men and women: in
women, accuracy is strongly linked to primary language
areas in the bilateral frontal and left temporal lobes; in
men, accuracy is weakly linked to primary left hemi-
sphere language regions and also to secondary language
areas, such as the left caudate and cingulate and right
parietal lobe (Allendorfer et al., 2012; Burman et al.,
2008; Donnelly et al., 2011).

26.4.3.3 Emotional Recognition

Much imaging work has concerned the neural sub-
strates of sex differences in the processing of emotions,
enough for reviews of sex differences in brain activity
during the processing of emotional information, with a
focus on amygdala engagement during the viewing of
emotional human faces (Fusar-Poli et al., 2009; Sergerie
et al., 2008). (It is interesting that most studies on
emotion have focused on faces, rather than voices or pros-
ody. See Chapter 18 for further reading on the neurobiol-
ogy of face processing.) The viewing of emotional
faces generally elicits activation in several brain regions,
including the amygdala, frontal and prefrontal cortices,
anterior cingulate cortex, insula, as well as areas in the
temporal, parietal, and occipital lobes (Fusar-Poli et al.,
2009; Sergerie et al., 2008). The amygdala is typically en-
gaged in the viewing of all emotions, in particular happy,
sad, and fearful faces (Fusar-Poli et al., 2009); this is likely a
reflection of its central connectivity to visual, subcortical,
and cortical regions of the brain, all of which are engaged
in the detection of emotional cues and subsequent plan-
ning of behavioral responses (Pessoa and Adolphs, 2010).

There are sex differences in amygdala volume (larger
in men than in women) and amygdala activation during
the viewing of emotional faces (men have greater activa-
tion than dowomen). Twometa-analyses of over 100 em-
pirical studies each have confirmed the sex differences in
brain activation during emotion recognition tasks: men
have greater bilateral activity than women in limbic
areas, including the amygdala, and in prefrontal regions
(Fusar-Poli et al., 2009; Sergerie et al., 2008), perhaps
reflecting their need to work harder on the task, since
women typically outperform men in the decoding of
emotions (Section 26.2.2.4). Task performance was not
explicitly considered in the meta-analyses, and studies
varied in their measurement and reporting of behavi-
oral sex differences. Few studies have, in fact, inves-
tigated sex differences in the link between amygdala

activation and performance on emotion recognition
tasks: the frontal lobe inhibits amygdala activation dur-
ing explicit identification of emotions versus the passive
viewing of emotions (Critchley et al., 2000; Hariri et al.,
2000), so most emotion recognition tasks do not require
explicit behavioral responses. The limited available data
suggest that bilateral amygdala activity is positively
linked to emotion recognition accuracy for both men
and women (Derntl et al., 2009; Habel et al., 2007).

There are also sex differences in amygdala activation
during other emotion-related tasks. In a manner consis-
tent with findings on facial emotion recognition, men
show more amygdala activity than women during the
viewing of sexual stimuli (reviewed in Hamann, 2005).
During emotional memory tasks, the amygdala is acti-
vated in both sexes, but activation is greater in the left
amygdala in women and in the right amygdala in men.
This finding is not easy to interpret, but it has been sug-
gested that sex differences in internalizing psychopathol-
ogy arise in part through differences in memory for the
gist of (right hemisphere) versus the details of (left hemi-
sphere) negative emotional episodes (reviewed inCahill,
2010; Hamann, 2005) (See Chapter 16 for further reading
on the neurobiology of memory development.) Com-
pared to emotional memory tasks, which emphasize
emotions with a negative valence and have dominated
the literature, tasks that emphasize emotions with a pos-
itive valence elicit different patterns of brain sex differ-
ences, with women showing more frontal and temporal
activity than men, andmen showingmore left amygdala
activity than women (Stevens and Hamann, 2012).

26.4.3.4 Lateralized Functions

Lateralization, also referred to as hemispheric special-
ization or functional asymmetry, has been a popular
explanation for cognitive sex differences, particularly for
language and spatial abilities. Typically, the left hemi-
sphere, which houses both Broca’s and Wernicke’s areas,
is dominant for sequential processing, including lan-
guage, and the right hemisphere is dominant for
simultaneous processing, including spatial abilities (for
reviews, see Bryden, 1982; Hall et al., 2008; Kansaku and
Kitazawa, 2001; Kimura, 1999). Data going back several
decades, derived frompatientswithbraindamage andbe-
havioral tasks in typical individuals (such as split-field vi-
sual tasks, dichotic listening, and electroencephalogram
asymmetry), suggest that women are less lateralized than
men, especially for language (Bryden, 1982; McGlone,
1980). The topic has also been studied using fMRI, but re-
sults are often task- andmethod-dependent and subject to
misinterpretation. For example, evidence reviewed above
suggests that women have more right hemisphere activa-
tion than men for language tasks, and men have more
left hemisphere activation than women for spatial tasks,
but this does not mean that men are left-lateralized for
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language and women are right-lateralized for spatial
tasks. Lateralization must be explicitly tested by compar-
ing activation in the two hemispheres; it is not sufficient to
show that the activity of only one hemisphere is above
baseline or that there are significant sex differences in
specific regions of a single hemisphere. When the correct
analyses are conducted, women show less lateralization
than men. Women’s reduced lateralization has been
suggested to be linked to greater interhemispheric com-
munication facilitated by their larger interhemispheric
commissures (e.g., CC and anterior commissure)
(Halpern, 2012; Hines et al., 1992).

There is some evidence for sex differences in functional
lateralization of spatial ability, although findings from
neuroimaging (PET and fMRI) are not always consistent
with those from perceptual asymmetry assessments
(e.g., split visual field and dichotic listening tasks), sug-
gesting that the methods are measuring different aspects
of lateralization. A meta-analysis of sex differences in lat-
eralization of spatial tasks measured by a variety of
methods (e.g., fMRI, PET, split visual field, brain damage)
found that men primarily engage the right hemisphere
and women engage both hemispheres when solving spa-
tial tasks (Vogel et al., 2003). However, the findings from
the fMRI studies on spatial ability reviewed above
(Section 26.4.2.1) in which lateralization was explicitly ex-
amined are mixed: some reported greater right than left
hemisphere activity for both men and women (Halari
et al., 2006; Hugdahl et al., 2006), others reported more
right-lateralized activity in men than women (e.g.,
Christova et al., 2008) or in women than men (e.g.,
Clements et al., 2006), and still others reported no lateral-
ization effects (e.g., Weiss et al., 2003a).

Women have somewhat greater bilateral representa-
tion for language than men. Two recent meta-analyses
of fMRI and PET studies on language lateralization
reported weak support for left-lateralization in men
but not women in several domains (Sommer et al.,
2004, 2008), and meta-analyses using other behavioral
methods (e.g., dichotic listening) reveal similardifferences
(Bryden, 1982; Sommer et al., 2008; Voyer, 2011). Findings
from the fMRI studies on language reviewed above
(Section 26.4.3.2) are consistent with these meta-analyses,
with some reporting greater left than right hemisphere
activity in both sexes (Frost et al., 1999; Plante et al.,
2006; Weiss et al., 2003b), and others reporting this effect
only for men (Clements et al., 2006; Shaywitz et al., 1995).

Sex differences in amygdala lateralization during
emotion-related tasks are task-dependent. Studies on
emotion recognition reviewed above (Section 26.4.3.3),
in which task performance and lateralization effects
were explicitly examined, found no support for sex dif-
ferences (Derntl et al., 2009; Habel et al., 2007). This bilat-
eral pattern of activation may depend on development,
though: recent work shows right-lateralized amygdala

activity during facial emotion recognition for adolescent
boys (but not girls) (Schneider et al., 2011). There is also
evidence for sex differences in amygdala lateralization
during other emotion tasks in adults: men have right-
lateralized and women have left-lateralized amygdala
activity for emotion-related memories (Cahill, 2010;
Hamann, 2005). A meta-analysis of fMRI and PET stud-
ies on a combination of emotion-related tasks found that
men had more right-lateralized activity than women
(Wager et al., 2003), but other work suggests that sex dif-
ferences disappear with improved meta-analytic meth-
odology (e.g., incorporating effect sizes of original
findings into the analysis) (Sergerie et al., 2008).

There are few studies directly examining the link be-
tween sex differences in lateralized activation and sex dif-
ferences in cognitive performance. For spatial ability,
greater (usually right) lateralization is thought to be
linked to better performance because the processing of
spatial information is unhindered by language circuitry.
For language, the lateralization-performance link is
unclear: greater lateralization has been associated with
poorer language skills in typical males (compared to fe-
males), and incomplete lateralization has been hypothe-
sized to be a risk factor for language disorders (Hall
et al., 2008). Interestingly, the limited data on the associa-
tion between lateralization and performance concern lan-
guage tasks. As expected, results are largely inconsistent,
likely due to study variations in task designs and the poor
temporal resolution of PET and fMRI – a general limita-
tion of the techniques that is particularly critical in exam-
inations of the speed and timing of interhemispheric
processing (for discussion, see Hall et al., 2008; Kansaku
and Kitazawa, 2001; Kitazawa and Kansaku, 2005;
Ortigue et al., 2005). It is important to note that rarely
are women reported to be more lateralized than men,
so inconsistencies likely reflect differential measurement
sensitivity and small sex differences. Given the relatively
small sex differences in brain lateralization and the rela-
tively large sex differences in some abilities, it is very un-
likely that lateralization differences completely account
for cognitive sex differences.

26.4.3.5 Development of Sex Differences in Brain
Function

There are fewer studies of functional brain develop-
ment than structural brain development, although struc-
ture and function are certainly interdependent.
Typically, brain activity related to cognitive task perfor-
mance becomes less diffuse and more fine-tuned with
age, probably related to increasing connectivity among
brain regions (Casey et al., 2005; Giorgio et al., 2008).
For example, brain function in children is driven by
short-range connections among anatomically close re-
gions; in adults, many local connections are replaced
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by long-range ones, reflecting greater neural integration
with development (Fair et al., 2007, 2009).

Brain function in adolescence is likely affected by the
different trajectories of gray and white matter develop-
ment, and these brain changesmay underlie the increased
risk-taking behavior characteristic of this developmental
period. Limbic regions, which are implicated in affective
processing, mature in early-to-mid adolescence, whereas
the prefrontal cortex, which is thought to subserve cogni-
tive control functions, is among the last brain region to un-
dergo cortical thinning and myelination. The discordant
maturational timing between these affective and cogni-
tive neural processing networks is thought to result in
limited top-down control of responses to appetitive stim-
uli such as peers and addictive substances (Casey et al.,
2011; Steinberg, 2008). Because girls have faster brain de-
velopment compared to boys, they are thought to experi-
ence a shorter period of discordance between limbic and
prefrontal regions and therefore to be less likely to engage
in the type of risk-taking behavior that emerges in adoles-
cence (e.g., risky sex, substance use).

26.4.3.6 Implications of Sex Differences in Brain
Function

There are several conclusions that emerge from the
studies reviewed; a simplified summary of sex differ-
ences in neural activation to spatial, language, and
emotion-related tasks is provided in Figure 26.4. First,
with respect to visuospatial tasks, particularlymental ro-
tations, both men and women engage parietal regions,
but women engage frontal regions that men typically
do not, and men engage some left-hemisphere regions
that women typically do not (Figure 26.4(a)). Second,
with respect to language tasks, women recruit more bi-
lateral frontal and temporal regions than do men
(Figure 26.4(b)). Third, with respect to the processing
of emotional faces, men show greater bilateral amygdala
activity than do women (Figure 26.4(c), right), perhaps
reflecting their need to work harder than women to de-
code emotions. Fourth, with respect to negative emo-
tional memory, women show greater left amygdala
activity thanmen, andmen show greater right amygdala
activity than women (Figure 26.4(c), left); this difference
is considered to have implications for sex differences in
psychopathology (Cahill, 2010; Hamann, 2005; Stevens
and Hamann, 2012).

We can also draw some general conclusions regarding
sex differences in the lateralization of brain function for
cognition and the link between brain activation and per-
formance on cognitive tasks. With respect to lateraliza-
tion, although the evidence is mixed, it appears that
women are more likely than men to process material
in both hemispheres; the lateralized activity of men ap-
pears to contribute to some cognitive advantages (e.g., in
spatial ability) and disadvantages (e.g. in language).

With respect to brain activation–task performance links,
performance accuracy is associated with activation of
different brain regions for men and women for both vi-
suospatial and language tasks, perhaps reflecting the use
of sex-specific strategies.

Thus, the sexes engage similar brain regions to solve
cognitive tasks, but they also appear to diverge in some
notable ways. The sex differences primarily reflect two
brain processes: efficiency and integration. Greater brain
activity in the sex that typically performs worse on a
behavioral task than the sex that performs better can
be understood in terms of neural efficiency. When per-
formance is poor, the task is seen to be difficult, and
thus more neural resources are recruited to solve it. This
interpretation is consistent with findings from studies
in which task difficulty was manipulated: the neural
substrates of a task become more widely distributed as
task difficulty increases (e.g., Gur et al., 2000). Greater
brain activity in the sex that typically performs better
on a behavioral task than the sex that performs worse
can be understood in terms of neural integration. When
performance is good, the task elicits a diverse set of as-
sociations, subserved by greater neural engagement.
This interpretation is consistent with findings on the
neural systems underlying intelligence: functional con-
nectivity among brain regions is positively associated
with intelligence (Song et al., 2008). Whether efficiency
or integration is invoked as an explanation for functional
brain sex differences is likely dependent upon the nature
of the task (e.g., complexity) andmethodology (e.g., sam-
ple characteristics, task design, data analysis proce-
dures); they are not mutually exclusive explanations,
as evidenced by recent work on the efficiency of small-
world networks (Fair et al., 2009; Sporns, 2011).

It is important tonotethatevidenceregardingsexdiffer-
ences in brain function duringperformance of spatial, lan-
guage, and emotion-related tasks is not completely
consistent, for several reasons. First, results regarding sex
differences in brain activation depend upon whether or
not sex differences in task performance occurred and
how they were considered. Second, samples are small in
many neuroimaging studies, leading to low statistical
power (and difficulty in detecting sex differences). Third,
tasksandstimuluspresentationmethodsvaryacross stud-
ies, so brain activation patterns are difficult to compare
across studies. Fourth, participants vary across studies in
sample characteristics, such as age; given sex differences
in developmental trajectories (McClure et al., 2004; Plante
et al., 2006; Rubia et al., 2010), it is important to be sure
that findings reflect sex rather than developmental status.
Fifth, the scanning environment constrains behavioral
assessmentsinseveralways(e.g.,space,stimuluspresenta-
tion), so thebehaviormeasured in thescanner likelydiffers
from the behavior that shows a sex difference outside the
scanner (e.g., Peters and Battista, 2008).

II. COGNITIVE DEVELOPMENT
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(a)

(b)

(c)

FIGURE 26.4 Summary of sex differences in neural activation to sex-typed tasks. Colors indicate areas of brain activation:Men in blue, women
in red, overlap in purple. (a) Spatial tasks; right: right hemisphere, left: left hemisphere. (b) Language tasks; right: right hemisphere, left: left hemi-
sphere. (c) Amygdala during emotion-related tasks depicted on coronal slice; right: facial recognition, left: emotionalmemories (see text for details).
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26.5 CAUSES OF BRAIN SEX
DIFFERENCES

The brain is plastic, and its development is influenced
by a combination of genetic, epigenetic, hormonal, and
experiential effects throughout the lifespan. Most as-
pects of brain development reflect a dynamic interplay
among these factors and are therefore difficult to isolate
and investigate (Cosgrove et al., 2007; McCarthy and
Arnold, 2011; Poldrack, 2000).

Animal models are important for informing examina-
tions of human neural processes. Many brain regions
that show sex differences in human beings correspond
to sexually dimorphic brain regions in nonhuman ani-
mals (Goldstein et al., 2001), and animal studies have
helped to guide many human studies; however, the de-
gree to which animal findings generalize to human
beings is not always clear, particularly with respect to
cognitive domains that are species-specific, such as
language.

Research on the causes of human brain sex differ-
ences is relatively new; thus, the studies we review
below must be interpreted critically and require repli-
cation. Parallel to our discussion of the causes of psy-
chological sex differences (Section 26.3), we consider
influences on brain sex differences of socialization,
genes, and focus on hormones (prenatal, adolescent,
and circulating).

26.5.1 Socialization Contributions to Brain Sex
Differences

Brain sex differences are usually considered to be
innate, but the brain changes in response to experi-
ences, so it is important to consider socialization
(Cosgrove et al., 2007). Although sex-differential experi-
ences were not measured in most studies reviewed
above (Section 26.4), socialization effects could account
for variability in findings and inconsistencies across re-
ports. For example, studies failing to find sex differences
in white matter volume (as discussed in Section 26.4.2.4)
could reflect effects of sex-differential experiences;
perhaps certain male-typed experiences (e.g., engaging
in spatial activities) facilitate white matter growth,
so girls who have these experiences have more ‘male-
typical’ white matter than girls who do not have these
experiences.

There is much interesting work to be done regarding
socialization influences on brain sex differences, partic-
ularly examining the ways in which training on cogni-
tive tasks might differentially mediate (or be mediated
by) brain sex differences. For example, we suggest above
(Section 26.4.3.1) that sex differences in brain activation
during the performance of spatial tasksmight reflect sex-
differential strategy use during task completion (see also

Butler et al., 2006; Clements-Stephens et al., 2009; Jordan
et al., 2002; Thomsen et al., 2000). We also review
above evidence for the potential elimination of the be-
havioral sex difference in spatial tasks through training
(Section 26.3.1.2). Thus, the sex difference in brain activa-
tion during spatial task performance might be partially
explained by sex-differential experiences with spatial
stimuli, and consequently, learned strategies for manip-
ulation of those stimuli. Investigations of cognitive train-
ing effects on brain function of males and females are
warranted.

26.5.2 Genetic Contributions to Brain Sex
Differences

There is little conclusive evidence regarding sex
chromosome contributions to human brain develop-
ment and the ways in which genes and the environment
interact to influence the brain in sex-differential ways.
Recent twin data show greater genetic influences on
white matter development in boys than girls (Chiang
et al., 2011). Consistent with this, intriguing prelimi-
nary evidence indicates that several genes on the Y
chromosome are expressed in the human male prenatal
brain at midgestation (Reinius and Jazin, 2009) and the
adult male brain (Vawter et al., 2004); however, devel-
opment of the external genitalia is underway by mid-
gestation and complete maturation has occurred by
adulthood, so these findingsmight also reflect hormone
(e.g., androgens from the testes) or experiential effects
on the brain.

Some insight into the role of the X chromosome in
brain sex differences is also provided by studies of girls
and womenwith Turner syndrome (TS), who have a sin-
gle (X) sex chromosome. Compared to unaffected con-
trols, girls and women with TS have decreased parietal
lobe volume and decreased activation in parietal lobe
regions during a variety of visuospatial tasks; they also
have increased amygdala volume and increased amyg-
dala activation during the recognition of fearful faces.
These findings are consistent with their cognitive profile,
which is characterized, in part, by visuospatial and
emotion recognition deficits (reviewed in Knickmeyer
and Davenport, 2011). The implications of these findings
for brain sex differences in the unaffected population
are unclear for several reasons. First, brain differences
are confounded by cognitive performance differences:
TS and unaffected control groups generally differ on task
performance in functional imaging studies. Second, sex
hormone production is low in individuals with TS; thus,
differential patterns of brain structure and function in in-
dividuals with TS as compared to those in unaffected
girls and women might reflect sex hormone influences
instead of X-chromosome influences on the brain. This
is consistent with evidence showing that estradiol
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replacement in adolescents with TS reduces differences
between girls with TS and control girls (Lepage et al.,
2012). Third, it is unclear whether findings in individuals
withTSreflect effectsof theXchromosome,havingasingle
(be it X or Y) sex chromosome, or X-chromosome dosage.
Effects of X-chromosome dosage have been investigated
by comparing brain structure in men with Klinefelter
Syndrome (XXY) to unaffectedmen andwomen.Unfortu-
nately, results from these studies are not easy to interpret
because (as in studies inwomenwith TS) X-dosage effects
are confounded with effects of sex hormones (for discus-
sion, see Bryant et al., 2011; Lentini et al., 2012). There is
clearly much opportunity for future work on sex chromo-
some influences on brain sex differences.

26.5.3 Hormonal Contributions to Brain Sex
Differences

Sex hormones, particularly androgens, are the most
investigated cause of sex differences in the human brain.
There is evidence from clinical and typical samples for
prenatal, adolescent, and circulating sex hormone influ-
ences on the brain, but this research area is relatively
new, and conclusions must be tentative.

26.5.3.1 Prenatal Hormone Links to Brain Sex
Differences

The influence of androgens present during early de-
velopment on structural brain sex differences has been
examined in individuals with CAH and in typical boys
whose amniotic testosterone levels were assessed. As
discussed above (Section 26.3.4), androgens masculinize
a variety of characteristics in girls andwomenwith CAH
(including activity interests, some social behaviors, and
spatial ability). Structural imaging studies reveal effects
that are generally more consistent with the disease pro-
cess than with prenatal hormone effects on the brain;
smaller amygdala volumes were reported in both males
and females with CAH than in unaffected males and
females (Merke et al., 2003), likely reflecting effects of
postnatal cortisone treatment in individuals with
CAH. In typical boys aged 8 to 11 years, testosterone
levels from amniotic fluid have been linked to gray mat-
ter volumes in brain regions that show sex differences.
Specifically, testosterone was positively linked to gray
matter volumes in temporal regions, but negatively
linked to volumes in occipital and frontal regions
(Lombardo et al., 2012). More research is necessary to de-
termine if this pattern of results is also seen in girls and if
it changes with development.

Findings regarding prenatal androgen influences on
brain function suggest altered amygdala and hippocam-
pal activity in individuals with CAH, but interpretation
is not straightforward. Consider findings from one set

of studies in which images of emotional faces were
viewed, rated, and recalled (Ernst et al., 2007; Mazzone
et al., 2011). Brain activation findings showed that
girls with CAH had greater amygdala activation while
viewing negative facial emotions and less hippocampal
activation while recalling emotional faces compared
to unaffected girls; however, there were also group
differences in behavioral ratings and task perform-
ance, complicating interpretation of brain activation dif-
ferences. In a separate PET functional imaging study,
women with CAH were not seen to differ from unaf-
fectedwomen in their neural response to olfactory stimuli:
both groups displayed increased amygdala activation to a
masculine pheromone and increased hypothalamus acti-
vation to a feminine pheromone, compared to men who
showed the reciprocal pattern of brain activity (Ciumas
et al., 2009).

Information about prenatal androgen effects on brain
function also comes from typical samples, in which tes-
tosterone levels have been measured in amniotic fluid
and linked to performance on dichotic listening tasks
in childhood. Amniotic testosterone levels were posi-
tively associated with left-lateralized language proces-
sing in one sample of 6-year-old girls and boys (Lust
et al., 2010) and another sample of 10-year-old girls
(Grimshaw et al., 1995a). This is consistent with the
sex difference in language lateralization reported in
adults and children (Section 26.4.3.4). Amniotic testos-
terone levels have also been associated with right-
lateralized emotion processing (measured with an
emotion–word dichotic listening task) in 10-year-old
boys (Grimshaw et al., 1995a), consistent with meta-
analytic findings on right-lateralized amygdala activa-
tion in men (but not women) during emotion-related
tasks (Wager et al., 2003).

26.5.3.2 Adolescent Hormone Links to Brain Sex
Differences

There is considerable interest in the ways that brain
changes in adolescence reflect the direct effects of puber-
tal sex hormones, although most work has not been able
to differentiate permanent (organizational) effects of
hormones from transient (activational) effects. Gener-
ally, pubertal increases in sex-specific gonadal hormones
(estrogen in girls and testosterone in boys) are associated
with decreases in cortical gray matter volume (reviewed
in Peper et al., 2011). When boys and girls are matched
on pubertal development, however, sex differences in
links between testosterone and regional gray matter vol-
umes are more difficult to interpret, with boys showing
fewer significant associations than girls (Bramen et al.,
2012). This apparent discrepancy may be explained
by androgen sensitivity. The efficiency of the androgen
receptor gene has been suggested to moderate the influ-
ence of sex hormones on cortical thinning: fewer repeats
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of a functional polymorphism within the gene predicted
more ‘masculinized’ patterns of maturation (Paus et al.,
2010; Raznahan et al., 2010).

There is stronger evidence for a link between pubertal
hormones andwhitematter development in boys than in
girls. In boys, increases in testosterone at puberty have
been linked to increases in white matter volume
(reviewed in Peper et al., 2011), with the efficiency of
the androgen receptor gene moderating this association
(Paus et al., 2010; Perrin et al., 2008). Testosterone levels –
but not pubertal stage – have also been linked to FA in-
creases in boys (Bava et al., 2011; Herting et al., 2012).
Findings are inconsistent for girls: advanced pubertal
stage has been positively linked to increases in white
matter volume (Peper et al., 2011), but estradiol levels
have been negatively associated with FA in girls
(Herting et al., 2012). Differences in brain links with hor-
mone levels versus pubertal stagemay reflect limitations
in self-reports of pubertal stage for both sexes (discussed
in Dorn et al., 2006).

Pubertal hormone effects on brain function have
been studied less than effects on brain structure, but
some insight is provided by a study on the neural sub-
strates of a monetary reward task (Forbes et al., 2010).
Girls and boys with more advanced pubertal develop-
ment (compared to same-age peers with less advanced
development) showed less striatum and more prefron-
tal cortex activation at reward presentation, consistent
with evidence for the discordant maturation of affective
and cognitive neural processing networks in adoles-
cence (Section 26.4.3.5). For boys only, testosterone
levels were positively linkedwith striatum activity dur-
ing reward anticipation, perhaps reflecting a sex differ-
ence in the neural substrates of consummatory
anticipation that emerges at puberty. Estradiol links
to brain function were not examined in this study, pre-
sumably because the measurement of this hormone is
problematic, particularly during puberty (Dorn and
Biro, 2011).

The influence of pubertal hormones on brain sex differ-
ences has also been investigated in boys with extremely
early (disordered) puberty (Mueller et al., 2009, 2011a,b).
Results are difficult to interpret, however, because of
age andperformancedifferences between clinical and con-
trol groups. Nonetheless, this research illustrates a valu-
able approach (i.e., neuroimaging individuals with
atypical pubertal timing) to understanding hormonal in-
fluences on brain development.

26.5.3.3 Circulating Hormone Links to Brain Sex
Differences

Relations between regional volumes and circulating
hormone levels in adults provide evidence for transient
(activational) effects of sex hormones on sex-related
brain structure, as seen in both clinical and typical

samples. Changes in overall brain volume were
observed in a sample of transsexuals after 4 months
of hormone treatment (antiandrogensþestrogens for
male-to-female, and androgens for female-to-male)
(Hulshoff Pol et al., 2006). Compared to untreated con-
trols, male-to-female transsexuals showed decreases in
overall brain volume, and female-to-male transsexuals
showed increases in overall brain and hypothalamus
volumes. These findings are consistent with the sex dif-
ferences reported above (Sections 26.4.2.1. and 26.4.2.2.3)
and suggest that androgens increase overall and some
regional brain volumes. Nonetheless, the results regard-
ing circulating androgen influences on overall brain vol-
ume are surprising, given that the sex difference in brain
volume is apparent in childhood (Section 26.4.2.1).
Regional specificity of hormone effects has been seen
in samples of typical adults, but results differ across
studies, likely due to differences in sample characteris-
tics (e.g., age) and methods (e.g., how sex differences
were accounted for in brain-hormone links). Circulating
estrogen levels were positively linked to gray matter
volume in the left superior parietal gyrus, but results
differ across studies, likely due to differences in sample
characteristics (e.g., age) and methods (e.g., how sex dif-
ferences were accounted for in brain-hormone links).
Circulating testosterone levels were negatively linked
to gray matter volume in the left inferior frontal gyrus
(Witte et al., 2010) and positively linked to gray matter
volumes in the hippocampus, amygdala, insula, and
occiptial regions (Lentini et al., 2012)

Examinations of structural and functional brain
changes at menopause and during different phases of
the menstrual cycle provide indirect evidence for activa-
tional effects of estrogens on the brain. Generally, the
hippocampus and frontal lobes are implicated as the pri-
mary sites for estrogen effects on brain structure in
humans; thus, estrogen effects on brain function are
most evident in verbal memory tasks, which show a
sex difference that favors females (Section 26.2.1.4),
and are subserved by the hippocampus and frontal lobes
(Maki, 2005; Maki and Resnick, 2001). At menopause,
there is evidence for decreases in whole brain, frontal
lobe, and hippocampal volumes (Goto et al., 2011;
Robertson et al., 2009). Further, estrogen therapy begun
around the onset of menopause and of a relatively short
duration (about 5 years) offsets these volume reductions
(Erickson et al., 2010; Lord et al., 2008; Resnick et al.,
2009). Postmenopausal women undergoing estrogen
therapy have also been shown to have greater activation
of frontal, parietal, and hippocampal regions during ver-
bal and working memory tasks in comparison to post-
menopausal women who never used estrogen therapy
(Berent-Spillson et al., 2010; Dumas et al., 2010; Persad
et al., 2009; Shaywitz et al., 1999). Interestingly, the in-
creased activation with hormone therapy did not predict
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better memory in these studies; there were no perfor-
mance differences between estrogen therapy users and
nonusers on the memory tasks. Estrogen therapy users,
however, had greater cerebral blood flow and better
memory task performance than nonusers in research
using PET; thus, cerebral blow flood may be one mech-
anism through which estrogen influences cognition (and
is best measured by PET; Maki and Resnick, 2000;
Resnick et al., 1998). This is a promising area for future
research.

Indirect evidence for estrogen influences on the struc-
ture and function of the brain is also provided by research
with women at different phases of their menstrual cycle.
In high-estrogen phases of the menstrual cycle as com-
pared to low-estrogen phases, women generally show
more hippocampal volume as well as left frontal and
temporal activation during the completion of verbal and
mental rotation tasks (Dietrich et al., 2001; Fernández
et al., 2003; Konrad et al., 2008; Protopopescu et al.,
2008; Schöning et al., 2007). As with findings from studies
on estrogen therapy at menopause, the implications of
this research are not clear, because there is currently little
evidence for a relation between estrogen-influenced brain
activation and task performance: in the functional studies
reviewed above, increased left frontal lobe activation in
the high-estrogen phase of the cycle did not predict differ-
ential task performance (Dietrich et al., 2001; Fernández
et al., 2003; Konrad et al., 2008). Similarly, during the
high-estrogen phase of the menstrual cycle as compared
to the low-estrogen phase, estradiol levels predicted
greater left frontal lobe activation during a verbal memory
task, but they did not predict better task performance
(Craig et al., 2008).

In summary, there is little conclusive evidence regard-
ing social, genetic, or hormonal contributions to sex
differences in human brain structure and function,
but this research area is growing. Most of the available
data concern hormones. Preliminary findings suggest
that prenatal androgen influences the activity of the
hippocampus, amygdala, and lateralization of the brain
for language- and emotion-related tasks. There is also
some indication that sex-specific hormones at puberty
are linked to the reduction of gray matter volume in
adolescence, and that testosterone in boys is linked to
the adolescent increase in white matter. Finally, there
is evidence for activational effects of sex hormones on
the adult brain, particularly for estrogen influences on
hippocampal and frontal lobe function. Unfortunately,
there are few data linking sex hormone influences on
the brain with behavior. There are also few data regard-
ing sex chromosome expression in the human brain, and
no data regarding socialization influences on brain sex
differences. Thus, there is much opportunity for future
research.

26.6 CONCLUSIONS AND FUTURE
DIRECTIONS

As reviewed above, the sexes differ in significant
ways in both behavior and the brain (including structure
and function), although there is still much to be learned
regarding sex differences and their development and
causes. It is important to be aware of the ways in which
age and sample size can affect conclusions regarding the
existence – or not – of sex differences.

There is good evidence that both sex hormones and
social factors influence the development of human
sex-related psychological characteristics, although little
is currently known about the pathways bywhich social-
ization acts on and modifies biological predispositions.
Determinants of brain sex differences are still largely
unknown, but it is important to remember that the brain
is plastic and that sex differences likely emerge from the
interplay of genes, sex hormones, and social experi-
ences. Brain sex differences cannot be assumed to be
innate.

There are several opportunities to study the etiology
of sex differences in brain and behavior. First, sex differ-
ences in early brain development can be studied in nat-
ural experiments in which prenatal hormone exposure is
sex-atypical, such as CAH. These conditions help us to
separate the relative influences of early (prenatal and
neonatal) hormones and postnatal socialization, and,
more important, allow the study of their interplay.
Examples of the information that can be gained from
these conditions have been reviewed in this chapter
and elsewhere (Berenbaum and Beltz, 2011; Blakemore
et al., 2009). Second, sex differences in adolescent brain
development can be studied in individuals with disor-
dered pubertal development. This provides an opportu-
nity to test hypotheses about permanent changes to the
brain induced by sex hormones (Sisk and Zehr, 2005,
reviewed in Berenbaum and Beltz, 2011; Giedd et al.,
2006). Third, sex differences in adolescent brain develop-
ment can also be studied in typical individuals, by link-
ing variations in pubertal development to changes in
behavior and in the brain. There is some intriguing re-
cent cross-sectional work in this area (reviewed in
Berenbaum and Beltz, 2011; Peper et al., 2011), but longi-
tudinal studies are optimal for learning how hormones
and socialization at puberty influence brain changes
and for examining the permanence of the changes.

The links between neural and behavioral sex differ-
ences are beginning to be understood, but they must
be directly tested. It is not sufficient to find sex differ-
ences in regions of the brain known to subserve specific
sex-related behavioral characteristics; sex differences in
those regions of the brain must be shown to explain the
behavioral sex differences.
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There are several opportunities to understand direct
links between sex differences in the brain and behavior.
First, the meaning of sex differences in brain activation –
when they reflect strategy use (when the sexes perform
similarly) or behavioral differences (when the sexes dif-
fer in performance) – can be understood by manipulat-
ing task difficulty during functional brain scanning.
Such types of designs are rare in examinations of sex
differences, but they are typical in other research areas
(e.g., Poldrack, 2000). Second, causal inferences about
links between brain and behavior can be strengthened
by using effective connectivity mapping which takes
advantage of the time series nature of functional neuro-
imaging data.Work on functional and structural connec-
tivity reviewed in this chapter has identified brain
regions with related functional activity (e.g., Fair
et al., 2007, 2009) and structural connections (e.g.,
Schmithorst and Yuan, 2010), but effective connectivity
mapping would allow prediction of regional brain
activity from activity in other brain regions or task per-
formance (e.g., Gates et al., 2010, 2011; Kim et al., 2007).
For example, effective connectivity mapping enables
inferences regarding the direction of a connection
between two brain regions: the connection might go
from region A to region B for women, but from region
B to region A for men. Third, neural effects of sex-
differential experiences can be studied using longitudi-
nal neuroimaging designs. For example, studies of
cognitive training effects on changes in brain structure
or function can reveal the plasticity of the brain and
indicate how sex differences arise and how they might
be modified (and the within-subject design avoids the
confounding influence of sex differences in brain size)
(e.g., Thambisetty et al., 2010).

In sum, the sexes are similar in many ways, but there
are notable differences in their brain and behavior (in-
cluding cognitive abilities). An understanding of sex dif-
ferences has implications for discussions about women’s
underrepresentation in science and mathematics careers
as well as for the differences in the etiology, appearance,
and treatment of psychopathology between boys and
men as compared to girls and women. Studying sex dif-
ferences can also tell us about individual differences gen-
erally. By identifying the differences, delineating their
development, and investigating their causes, we begin
to uncover the mechanisms underlying variation in hu-
man health, disease, and behavior.
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Brun, C.C., Leporé, N., Luders, E., et al., 2009. Sex differences in brain
structure in auditory and cingulate regions. NeuroReport 20, 930–935.

Bryant, D.M., Hoeft, F., Lai, S., et al., 2011. Neuroanatomical phenotype
of Klinefelter Syndrome in childhood: A voxel-based morphometry
study. Journal of Neuroscience 31, 6654–6660.

Bryden, M.P., 1982. Laterality: Functional Asymmetry in the Intact
Brain. Academic Press, New York.

Buchanan, C.M., Eccles, J.S., Becker, J.B., 1992. Are adolescents the vic-
tims of raging hormones: Evidence for activational effects of hor-
mones on moods and behavior at adolescence. Psychological
Bulletin 111, 62–107.

Buckner, R.L., Raichle,M.E., Petersen, S.E., 1995. Dissociation of human
prefrontal cortical areas across different speech production tasks
and gender groups. Journal of Neurophysiology 74, 2163–2173.

Burman, D.D., Bitan, T., Booth, J.R., 2008. Sex differences in neural
processing of language among children. Neuropsychologia 46,
1349–1362.

Burns, N.R., Nettelbeck, T., 2005. Inspection time and speed of proces-
sing: Sex differences on perceptual speed but not it. Personality and
Individual Differences 39, 439–446.

Butler, T., Imperato-McGinley, J., Pan, H., et al., 2006. Sex differences in
mental rotation: Top-down versus bottom-up processing. Neuro-
Image 32, 445–456.

Byrnes, J.P.,Miller, D.C., Schafer,W.D., 1999. Gender differences in risk
taking: A meta-analysis. Psychological Bulletin 125, 367–383.

Cahill, L., 2005. His brain, her brain. Scientific American 292, 40–47.
Cahill, L., 2010. Sex influences on brain and emotional memory: The

burden of proof has shifted. Progress in Brain Research 186, 29–40.
Camarata, S., Woodcock, R.W., 2006. Sex differences in processing

speed: Developmental effects in males and females. Intelligence
34, 231–252.

Card, N.A., Stucky, B.D., Sawalani, G.M., Little, T.D., 2008. Direct and
indirect aggression during childhood and adolescence: A meta-
analytic review of gender differences, intercorrelations, and rela-
tions to maladjustment. Child Development 79, 1185–1229.

Casey, B.J., Tottenham,N., Liston, C., Durston, S., 2005. Imaging the de-
veloping brain: What have we learned about cognitive develop-
ment? Trends in Cognitive Sciences 9, 104–110.

Casey, B.J., Jones, R.M., Somerville, L.H., 2011. Braking and accelerat-
ing of the adolescent brain. Journal of Research on Adolescence 21,
21–33.

Ceci, S.J., Williams, W.M., 2010. Sex differences in math-intensive
fields. Current Directions in Psychological Science 19, 275–279.

Chiang, M.C., McMahon, K.L., de Zubicaray, G.I., et al., 2011. Genetics
of white matter development: A DTI study of 705 twins and their
siblings aged 12 to 29. NeuroImage 54, 2308–2317.

Christova,P.S., Lewis, S.M.,Tagaris,G.A.,Uğurbil,K.,Georgopoulos,A.P.,
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27.1 NEURAL-TUBE DEFECTS

After heart defects, neural-tube defects (NTDs) are
the second most common birth defect, occurring in
approximately 300 000 newborns worldwide (�1:1000
live births) (Botto et al., 1999). The prevalence of NTDs
varies considerably between different racial and ethnic
groups (Carmichael et al., 2004; Feldman et al., 1982;
Feuchtbaum et al., 1999). In the United States, the two
most common types of NTDs, spina bifida and anen-
cephaly, are estimated to affect �3000 pregnancies each
year, with caudal NTDs occurring at a higher rate than
cranial NTDs (Canfield et al., 2009; CDC, 2004). Both
cranial and caudal NTDs can be associated with cranio-
facial defects (Rittler et al., 2008), but the majority of
NTDs are nonsyndromic (Hall et al., 1988). NTDs,

especially those of the cranial region, seem to have a
higher prevalence among females (Rogers and Morris,
1973; Seller, 1987), although the reason for this sex diffe-
rence is not well understood.

27.1.1 Types of NTDs

NTDs are divided into two major groups, cranial
NTDs and spinal NTDs, and the nomenclature and
classification of NTDs in humans are based on position
and severity of the NTDs. Cranial NTDs result from fail-
ure of the neural tube to close in the cranial region and
are classified as follows:

1. Encephalocele, defined as herniation of the cranial
vault. Encephalocele can be either a meningocele,
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if the herniation contains only cerebral spinal fluid
(CSF) and meninges, or a meningoencephalocele, if it
also contains neural tissue (McComb, 1997).

2. Anencephaly, where the cranial vault is absent and
the neural tissue degenerates by week 8 of gestation
(Calzolari et al., 2004).

Spinal NTDs also are referred to as spinal dysraph-
isms. This term was coined by Lichtenstein in 1940 to
describe incomplete fusion or malformations of struc-
tures in the dorsal midline of the back, particularly
congenital abnormalities of the vertebral column and
spinal cord (Tavafoghi et al., 1978). These can be further
divided into three groups:

1. Spina bifida occulta, which in its strict definition
refers only to bone-fusion defects in the spine.

2. Spina bifida cystica, which refers to meningocele and
myelomeningocele, where the herniation contains not
only CSF, but also neuronal tissue.

3. Spina bifida aperta (SBA), in which the neural tissue is
exposed to the environment (Kaufman, 2004).

A relatively rare form of dysraphism that is open or
exposed results from the failure of closure of the neural
tube throughout its entire length and is called cranio-
rachischisis (Coskun et al., 2009). The term spina bifida
has become commonly associated with the open spinal
dysraphism of a myelomeningocele.

27.1.2 Clinical Aspects and Prognosis of NTDs

NTDs can be fatal; all exencephalic embryos are
stillborn or die shortly after birth, whereas the mortality
rate of babies with spina bifida is especially high over
the first year of life. Individuals with less severe myelo-
meningocele suffer from lifelong disabilities, including
reduced mobility, little or no bowel and bladder control,
and urological infections, and they often require surgical
interventions to control the effect of hydrocephalus, the
build-up of fluid inside the skull caused by obstruction
of CSF circulation (Simeonsson et al., 2002). NTDs pose
a considerable monetary burden on the health care sys-
tem (Kinsman and Doehring, 1996), as well as a signifi-
cant emotional burden on the affected individual and
his/her family. Therefore, understanding neural-tube
development and the causes of NTDs are among the
most important health-related studies today.

27.1.3 Etiology of NTDs

The etiology of NTDs is complex and involves both
genetic and environmental factors, which makes NTDs
a classic example of a multifactorial disorder.

27.1.3.1 Genetics of NTDs

The genetic risk of a recurrent NTD in a family with
one child with an NTD is 2–5%, a 50-fold increase com-
pared with the rest of the population (Forrester and
Merz, 2005). Despite the evidence that genetics plays a
pivotal role in the occurrence of NTDs, there are fewdata
on single-gene defects directly associated with NTDs in
humans. A number of chromosome rearrangements,
such as trisomies 13 and 18, and known genetic syn-
dromes, for example, Meckel syndrome, are associated
with NTDs (Lynch, 2005). Chromosomal abnormalities,
such as aneuploidy, are present in 5–17% of cases with
NTDs (Kennedy et al., 1998), and a 13q deletion, with
a critical region at 13q33-34, is strongly correlated
with the occurrence of NTDs (Luo et al., 2000). These
data can be used to extract clues in an effort to determine
the identity of genes involved in neural-tube closure.
Clues as to candidate genes for association studies of
human NTDs also have been derived from research in
animal models of NTD, as described below and as out-
lined in comprehensive reviews by Harris and Juriloff
in 2007 and 2010.

27.1.3.1.1 ENVIRONMENT AND NTDS

Maternal diabetes during pregnancy is a key environ-
mental factor, as there is a greater than tenfold increase
in NTD frequency in the offspring of diabetic mothers as
compared to the general population (Milunsky et al.,
1982). The mechanism by which diabetes contributes
to failure of neural-tube closure in humans remains
unclear. However, a mouse model of diabetes showed
a correlation between elevated blood glucose in the
mother, increased apoptosis of neural cells, and reduced
levels of Pax3, a gene required for neural-tube (NT) for-
mation (Fine et al., 1999; Phelan et al., 1997). Genomics
studies show that maternal diabetes can alter transcrip-
tional programs in the developing mouse embryo, po-
tentially affecting genes that directly and indirectly
control NT formation (Pavlinkova et al., 2009). Maternal
hyperthermia during pregnancy can increase the risk of
NTDs up to twofold, although the mechanism responsi-
ble for this increase is unknown (Lynberg et al., 1994).
Pharmacological agents, among them valproic acid
(Nau et al., 1991) and antiepileptic drugs, are associated
with an increased incidence of NTDs. For example, anti-
epileptic drugs can increase NTD risk by 10- to 20-fold
(Lindhout et al., 1992). Lifestyle choices such as drinking,
smoking, and recreational drugs also increase the risk of
NTDs through unknown mechanisms (Suarez et al.,
2008). Finally, studies have provided a link between
dietary choices and risk for NTDs. In general, vitamin
intake is not correlated with reduced risk for NTDs
(Carmichael et al., 2003); however, there is one dietary
supplement, folic acid, which can reduce the risk
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for NTDs when added to the maternal diet periconcep-
tionally. Folic acid is the environmental factor that has
attracted the most attention from developmental biolo-
gists, epidemiologists, and the general public due to the
view that it has a protective effect against NTDs
(Honein et al., 2001). Epidemiological studies started in
the early 1980s showed that maternal folic-acid
supplementation led to a significant reduction in NTD
incidence (Laurence, 1985). This evidence dramatic-
ally influenced public-health policies and led to food-
fortification programs in the United States and a number
of other countries. The mechanism by which folic acid
affects the incidence of NTDs remains largely unknown,
despite the investigative efforts of a number of laborato-
ries worldwide concerning its effect on the developing
embryo.

As noted, there is a gap in knowledge of the mecha-
nisms that lead to NTDs with respect to both genetic
and environmental causes. This lack of knowledge sig-
nificantly limits efforts of the scientific andmedical com-
munities toward the prevention of NTDs, both through
genetic counseling and through control of the embryonic
environment before and during NT formation.

27.2 VERTEBRATE NEURULATION

27.2.1 Animal Models for Vertebrate
Neurulation Studies

Neural-tube development requires the coordination
of multiple tissues (neural ectoderm, the neighboring
mesenchyme, and the overlying ectoderm) in both space
and time. For over 50 years, a number of animal systems
have been used to study NT development. Model
systems such as birds (Averbuch-Heller et al., 1994;
Bel-Vialar et al., 2002; Schoenwolf et al., 1989) and
amphibians (Clarke et al., 1991; Davidson and Keller,
1999; Roffers-Agarwal et al., 2008) and zebrafish
(Nyholm et al., 2009; Puschel et al., 1992; Sumanas

et al., 2005) have contributed considerable insight into
neurulation. The mouse is the most extensively studied
mammalian experimental model for neurulation and
NTD, and it most closely recapitulates human neurula-
tion. However, even mice have limitations as a model
of human NT development. For example, there are
thought to be differences between mice and humans in
the number of closure initiation sites, the sites where
the neural folds first meet. Moreover, very few mouse
models of NTD are representative of nonsyndromic hu-
man NTDs (Juriloff and Harris, 2000). Despite these dif-
ferences, the mouse undergoes neurulation in a manner
that is closer to human than to other animal models used
to study neurulation to date. Moreover, similar genes
are likely responsible for NT closure in humans as in
mice (Harris and Juriloff, 2007, 2010). Finally, the great
number of mouse NTD mutants provides an invaluable
tool for understanding the underlying genetic, molecu-
lar, and cellular basis of NTD.

27.2.2 Primary and Secondary Neurulation

The process that forms the primordium of the central
nervous system, the neural tube, is called neurulation.
Modes of neurulation vary across vertebrate species;
however, cellular comparisons reveal conserved mecha-
nisms. This reinforces the idea that study of neurulation
in different animal systems can contribute to our under-
standing of the molecular basis of NT formation and
NTDs in humans.

There are two different modes of neurulation: pri-
mary and secondary neurulation (Figure 27.1). During
primary neurulation, the flat and thickened epithelial
layer on the dorsal surface of the embryo called the neu-
ral plate bends, and the neural folds seal together to form
a hollow neural tube. Secondary neurulation occurs in
the most caudal region of the embryo. During secondary
neurulation, a cluster of mesenchymal cells condenses
below the surface ectoderm to form a cord-like structure.
A central lumen forms in this compact structure through

(a)

(b)

FIGURE 27.1 Primary and secondary neurulation. (a) Primary neurulation and (b) secondary neurulation in amniotes. Organization of cells
from onset (left) to completion (right) of neurulation.
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a process known as cavitation, giving rise to the NT
(Griffith et al., 1992; Schoenwolf, 1979; Schoenwolf and
Delongo, 1980). All amniotes studied to date, including
humans (Saitsu et al., 2004), undergo both primary and
secondary neurulation.

Although anamniotes have provided considerable
information on how neurulation occurs and have fur-
thered our understanding of neurulation in mammals,
for the purposes of this chapter, we will focus on amni-
otes and more specifically mice due to their similarity in
development and genetics to human neurulation.

27.2.3 Neurulation in Amniote Model Systems

Amnioteneurulationoccurs inat least fourstages: (i) the
acquisition of a neural fate, (ii) the elevation of the neural
folds, (iii) the bending of the neural plate, and (iv) the
meeting of the neural folds at the midline and fusion that
forms the closed neural tube (Figure 27.2).

These four stages occur concurrently along the rostral–
caudal axis and in coordination with movements of the
primitive streak. Following neural induction, the neu-
roectoderm becomes morphologically distinct from the
non-neural ectoderm through apicobasal thickening
of the neuroectoderm to form a tall and thick epithelial
sheet that is relatively wide along the medial–lateral
axis and short along the anterior–posterior (AP) axis
(Figure 27.2(a)). Subsequently, the neural plate under-
goes convergent extension (see below) to narrow along
the medial–lateral axis and elongate along the AP axis.

Bending of the neural plate at the lateral edges
forms the neural folds, which continue to elevate and
converge to meet in the midline and form a closed tube.
Forces from the neural ectoderm, the mesenchyme and
the adjacent non-neural ectoderm promote elevation of
the neural folds (Moury and Schoenwolf, 1995). Further
bending of the neural folds is driven by formation of
“hinge” points involving apical constriction of a limited
number of cells in three positions along the neural plate.
The first hinge point, called the floor plate or medial
hinge point (MHP), forms in the middle of the neural

plate above the notochord (posterior) or prechordal
mesoderm (anterior). The next two hinge points form
in pairs on the dorsolateral sides of the elevating neural
folds and are called dorsolateral hinge points (DLHPs;
Figure 27.2(b) and 27.2(c)) (Colas and Schoenwolf,
2001; Shum and Copp, 1996). The inductive signal for
MHP formation comes from the notochord/prechordal
mesoderm and is the secreted protein Sonic Hedgehog
(Shh) (Smith and Schoenwolf, 1989; van Straaten et al.,
1988). Shh, in a dose-dependent manner, also partici-
pates in positioning of the DLHPs (Ybot-Gonzalez
et al., 2002). Bending the neural folds is critically impor-
tant in bringing the neural folds in close proximity to the
midline and thus facilitates closure.

The final step of neurulation is when the neural folds
meet in the midline, the non-neural ectoderm separates
from the neural ectoderm, and each tissue layer seals
together to form a continuous sheet of ectoderm over-
lying the closed neural tube (Figure 27.2(d)). This closure
is traditionally called fusion, although the cells do not
actually fuse. Very little is known about this last step
of neurulation in any organism. For instance, in the
mammalian embryo, it has been debated whether the
neural or non-neural ectoderm initiates closure. Recent
live imaging of the mouse embryo during neurulation
showed that the non-neural ectoderm cells are highly
dynamic and extend thin, long, and fast-moving cell-
ular extensions that connect the two folds as they
approach each other, indicating that the non-neural
ectoderm initiates and possibly drives neural-fold fusion
(Pyrgaki, 2010b). A role for adhesion molecules is hy-
pothesized in fusion. For example, mutations in adhe-
sion molecules, such as ephrinA5 and ephrinA7, can
cause NTDs in mice (Holmberg et al., 2000). However,
a direct involvement of these molecules in neural-fold
fusion has not been demonstrated.

The fusion of the neural folds starts from one or more
initial closure points, depending on the species examined.
The classical view has been of a zipper-like closure that
proceeds rostrally and caudally from these initial closure
points. Recent live imaging of the mouse embryo cranial

(a) (b) (c) (d)

FIGURE 27.2 Four distinct steps of neural-tube formation in amniotes. (a) Acquisition of a neural fate and shaping of the neural plate. (b) Ele-
vation of the neural folds. The non-neural ectoderm exerts force on the neural folds to contribute to neural-fold elevation. (c) Bending of the neural
plate and formation of hinge points. In three positions, the neural ectoderm cells change their shape from cuboidal to wedge-shaped to form the
medial hinge point and dorsolateral hinge points. These cellular changes facilitate further bending of neuroectoderm to bring the neural folds close
together along the midline. (d) Meeting of the neural folds at the midline and fusion to form the closed neural tube and the overlying ectodermal
sheet.
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region supports a zipper-like closure in the hindbrain.
However, closure in the mouse midbrain suggests a diff-
erent mechanism in which intermediate closure points fa-
cilitate closure of the folds in a “buttoning-up” manner
(Pyrgaki et al., 2010b).

Migration of the neural crest cells, which form at
the boundary between the neural and non-neural ecto-
derm and then migrate laterally to different parts of
the body, occurs concurrently with neural-tube closure
in some rostral–caudal regions or after neural-tube
closure in other regions.

27.2.4 Neurulation in Humans

Practical and ethical considerations limit our ability to
study neurulation in humans, and animal models are
therefore needed to provide insight into the cellular
and molecular bases of human neurulation. However,
there is sufficient information regarding neurulation in
humans to suggest that some of the principles of neu-
rulation in amniotes also apply to the human embryo.

Neural-tube formation and closure in humans occurs
within the first month of pregnancy, between weeks 3–4
of gestation. In humans, primary neurulation is responsi-
ble for generatingmost of the neural tube. The caudal em-
inence of the human embryo is formed via secondary
neurulation, which will be the point of origin of the
terminal parts of the spinal cord, notochord, somites, ver-
tebrae, hindgut, nerves, and blood vessels. This ectoderm-
coveredmass of pluripotent tissue is a continuation of the
primitive streak (at stages 9–12), and it gradually replaces
the streak (at stages 12 and 13 of the development of the
human embryo, at about 4 weeks post fertilization) and
forms a solid cellular mass called the neural cord. The
neural cord forms the lower sacral and coccygeal parts
of the spinal cord (Muller andO’Rahilly, 1987). The rostral
and caudal neuropores close when approximately 20
and 25 pairs of somites are visible, respectively.

One potential difference between human and mouse
neural-tube formation may be the number of initial clo-
sure points. The mouse has three initial fusion points. In
humans, there is an ongoing debate about the number of
fusion points. Clinical studies of human embryos with
NTDs have argued for 3–5 closure points (Martinez-
Frias et al., 1996; Nakatsu et al., 2000; Srinivas et al.,
2008). These data are disputed in a study published in
2002 that supports the idea that the human embryo
has only two initial closure sites and two neuropores
(O’Rahilly and Muller, 2002). It is unclear whether the
question of the number of closure points in the human
embryo can be answered by case reports. Therefore,
one cannot be sure that animal models fully represent
the human condition, and it is very likely they do not.
We need to be aware that, despite their usefulness, ani-
mal models do have limitations, and one needs to be

careful when using them to infer analogies to human
neurulation.

27.3 GENETIC APPROACHES USED TO
UNCOVER REGULATORS OF NEURAL-

TUBE CLOSURE IN MICE

Genetic approaches in model organisms are power-
ful tools for elucidating the biological bases of NTDs
and NT development. The mouse provides an excellent
model for studies of mammalian neurulation, as the
technology of genetic manipulation is very advanced,
allowing for a specific gene to be altered and studied
with respect to its effect on the organism (Sedivy and
Joyner, 1992).

Targeted mutagenesis approaches in the mouse have
dramatically assisted efforts to understand better the
processes underlying human disease. A great number
of mouse models of human conditions are used in re-
search to provide insight into the mechanisms of dis-
ease and to explore novel treatments for these conditions.

Phenotype-driven approaches (also referred to as for-
ward genetic screens) start from animals that have been
selected for a phenotype of interest and then move to
identifying the gene that has been mutated. Many of
the forward genetic screens utilize mutagenic agents,
ENU being the agent most widely used, that create point
mutations and hence can result not only in the inactiva-
tion of genes, but also in the generation of novel alleles
(i.e., neomorphic, hypomorphic, and alteration of a con-
served protein domain). These novel alleles may better
represent a disease phenotype than a complete loss-of-
function allele.

Over the past decade, forward genetic screens in mice
from a number of laboratories worldwide have provided
a new resource for the study of multiple biological sys-
tems, including neural-tube closure (Nishimura et al.,
2003; Zohn et al., 2005). Additional studies to determine
the molecular and cellular processes regulated by these
key developmental genes have promoted new levels of
understanding of the mechanisms that underlie embry-
onic development. In terms of neural-tube development,
forward genetic approaches in the mouse have revealed
a number of novel genes that oftentimes had not been
functionally analyzed in any system, thus highlighting
the effectiveness of phenotype-based screens in eluci-
dating novel aspects of NT development.

27.4 MOLECULAR BASIS OF NTDs

The following sections will describe the molecular
mechanisms that control normal neurulation and how
these can be disturbed and subsequently lead to NTDs,
with the focus on mice and humans.
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Following neural induction, the early neural plate is
initially specified to give rise to rostral brain tissues
(i.e., the forebrain). Posterior character is then imparted
to the neural tissue such that it acquires more caudal
fates (midbrain, hindbrain, and spinal cord). Further ros-
trocaudal patterning of the neural plate then begins to
take place, as well as patterning in the dorsoventral
axis. As the process of neural induction, patterning,
and formation of the neural tube is covered in detail in
Rubenstein and Rakic, 2013. We will focus here on
how disruptions of genes that regulate these processes
lead to NTDs both in mice and humans.

27.4.1 Genes Controlling Convergent Extension/
PCP Pathway and NTDs

After neural induction, the neural plate narrows and
elongates along the embryo’s medial–lateral and AP
axes, respectively. This shaping of the neural plate is
achieved mainly via the morphogenetic process called
convergent extension: a medially directed movement
and intercalation of the neural-plate cells toward the
midline resulting in the lengthening and narrowing of
the neural plate (Figure 27.3(a) and 27.3(b)).

It is well established that the planar cell polarity
(PCP) pathway controls convergent extension of both
neural and mesodermal tissues in vertebrates (reviewed
in Wallingford et al., 2002). Vertebrate cognates of the
PCP cascade are required for neural-tube closure in frog,
zebrafish, and mouse embryos. In the mouse embryo,
mutations in five different genes of the PCP pathway
lead to the most severe form of NTD, in which the NT
remains open throughout its length and mimics the
human condition known as craniorachischisis. These
embryos have an abnormally wide neural plate, and
the two folds are physically too far apart to be joined
to each other, due to defects in convergent extension.

The loop tail (Lp) mouse is the oldest mouse model of
craniorachischisis, first described in 1949 by Strong
and Hollander. Heterozygous Lp mice are viable with
a characteristic looped tail, whereas homozygotes ex-
hibit craniorachischisis (Strong and Hollander, 1949).
The neural folds of Lp homozygous embryos at 8.5
days after fertilization (E8.5) are elevated, but the
MHP is absent and the midline region assumes a U
shape, in contrast to the normal “V” shape. The gene
mutated in Lp is homologous to Drosophila strabismus
and is called Vangl2 (also Lpp1 or Lptap) (Murdoch

(a)

(b)

(c)

FIGURE 27.3 Convergent extension and
apical constriction. (a) Convergent extension
cell movements result in tissue elongation
via intercalation of adjacent cells (depicted
by dark and light squares) in an epithelial sheet
to form a narrower, longer strip of tissue. (b)
Convergent extension facilitates the narrow-
ing of the neural plate and brings the neural
folds in closer proximity. (c) Apical constric-
tion. Contraction on the apical side of neural
cells leads to formation of hinge points and
bending of the neural tube.
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et al., 2001a). Vangl2 encodes a transmembrane protein
with a C-terminal PDZ-binding motif and is expres-
sed broadly in the early neuroectoderm (Jessen and
Solnica-Krezel, 2004). Micenull forVangl1, anotherVangl
family member in mammals, show subtle alterations in
the polarity of inner-hair cells of the cochlea (another
manifestation of a PCP defect), but trans-heterozygotes
for Vangl1 and Vangl2 exhibit craniorachischisis, similar
to Vangl2 null mice (Torban et al., 2008). Genetic interac-
tions have been also observed between Lp and circletail
(Crc) mice (Murdoch et al., 2001b). Mice heterozygous
for both Lp and Crc, though not allelic, display the same
phenotype of craniorachichis that each of these mice dis-
plays when homozygous for each individual gene. The
Crc mouse harbors a stop mutation in the cell polarity
gene Scribble, which is the mouse orthologue of Scribble
in flies (Murdoch et al., 2003). Lp also genetically inter-
acts with a regulator of the PCP pathway, PTK7. PTK7
is highly conserved among species and encodes a trans-
membrane tyrosine kinase protein that, when muta-
ted, leads to NTD and defects in stereociliary bundle
orientation inmice (Lu et al., 2004). Two othermousemu-
tant lines,Crash and Spin cycle, displayNTD and inner-ear
defects that result fromdisruptionof thePCPgeneCelsr1, a
largeprotocadherin seven-pass transmembranemolecule,
orthologous to Flamingo, a Drosophila gene also known as
Starry night (Curtin et al., 2003). Finally, double mutants
of mouse Disheveled1 and Disheveled2 (Dsh1 and Dsh2)
exhibit NTDs very similar to the craniorachischisis ob-
served in other PCP mutants. Dsh1 and Dsh2 share 65%
sequence identity, and the fact that Dsh1 null mice have
a far less severe phenotype (Hamblet et al., 2002)
than the double mutant indicates functional redundancy
between the two proteins.

Recent studies indicate another role for the PCP pro-
teins in cilia biogenesis. In Xenopus, loss of function of
Fuzzy or Inturned, two orthologues of fly PCP effector
proteins, results in NTD and failure of ciliogenesis due
to incorrect microtubule orientation (Park et al., 2006).
Disruption of Fuz in mice also causes NTDs, apparently
due to disrupted ciliogenesis that in turn leads to defec-
tive Shh signaling (Gray et al., 2009). Furthermore,
inturned in mammals is an important regulator of cilia
formation, NT closure, and embryonic development,
and inturned mutations affect Shh signaling (Zeng
et al., 2010). A connection between ciliary function and
NT closure has also been identified in humans. Meckel
syndrome, the most frequently identified syndromic
NTD, is associated with disruption of MKS1 and MKS3
(Kyttala et al., 2006; Smith et al., 2006). Mks1 is required
for ciliogenesis and Hedgehog signaling in mice
(Weatherbee et al., 2009). Genes involved in Bardet–
Biedl syndrome (BBS), a human ciliary defect, have been
disrupted in mice, leading to phenotypes shared with
PCP mutants, including NTDs (exencephaly), open

eyelids, and disrupted cochlear stereociliary bundles.
BBS genes interact with Vangl2 in mice and zebrafish
and Vangl2, like BBS proteins, is localized to the basal
body and axoneme of the cilia (Ross et al., 2005). Within
the PCP pathway genes, the coding region and splice
sites of Vangl1 and 2 have been analyzed in a population
of 66 human patients with NTDs, and only one variant in
Vangl1 was identified, which is predicted to result in a
nonsynonymous change that is unlikely to have func-
tional significance (Doudney et al., 2005). More recently,
however, three patients with NTD were found to be het-
erozygotes for mutated VANGL1 alleles and five novel
mutations in VANGL1 have also been found in patients
with NTDs (Kibar et al., 2007, 2009). Moreover in a
2010 study, three novel missense mutations in VANGL2
were found in three different human fetuses with severe
NTDs (Lei et al., 2010). Recent studies took advantage of
this PCP pathway-specific knowledge generated from
animal models to interrogate a larger set of PCP genes
for mutations in samples from patients with craniora-
chischisis. This identified eight potentially causative
mutations in CELSR1 and SCRIB. Overall, these studies
make a strong case for a connection between PCP genes
and NTDs.

27.4.2 Neural-Tube Patterning

Patterning of the neural tube along theAP and dorsal–
ventral (DV) axes relies on tightly regulated molecular
cascades. The patterning centers of the early embryo as
well as their mechanisms of actions are described in
Rubenstein and Rakic, 2013. Here, we will describe
how disruption of patterning-related genes alters NT de-
velopment and leads to NTDs in humans and mice.

27.4.2.1 Anterior–posterior Patterning Genes
and NTDs

The major players of AP patterning include graded
signals from fibroblast growth factors (FGFs), Wnt,
and retinoic acid (RA). FGFs are key players in caudal
transformation of anterior neural tissue to a more poste-
rior fate (Kudoh et al., 2004; Rentzsch et al., 2004). FGFs
are expressed in the regressing primitive streak, which
continues to promote the progressive caudal patterning
of the neural tissue (Dasen et al., 2003; Liu et al., 2001).

Along with FGFs, a number of other molecules, such
as Wnts, Nodal, and RA, are present in the posterior of
the embryo, and they refine the AP fate of the neural tis-
sue (reviewed in Gamse and Sive, 2000). RA signaling
acts to promote the neural character of the hindbrain
and the anterior spinal cord (Bel-Vialar et al., 2002;
Liu et al., 2001). RA and FGF act in opposition to each
other to impart AP fates along the spinal cord. Studies
in Xenopus embryos indicate a requirement for RA
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signaling for expression of posterior markers (Hoxb9,
N-tubulin, and Xlim1) and for establishment of post-
erior fate (Blumberg et al., 1996), and overexpression
of Cyp26, an enzyme that mediates the degradation of
RA, causes anterior structures to develop where nor-
mally there should be posterior structures (de Roos
et al., 1999; Hollemann et al., 1998). The mammalian ho-
mologue, Cyp26A1, when ablated in mice, causes em-
bryonic lethality, spina bifida, and truncation of the
tail and lumbrosacral region. A higher risk for NTDs
in humans has been associated with polymorphisms in
RALDH2, an enzyme in the biosynthetic pathway of
RA. Other enzymes which function in RA synthesis or
metabolism, such as ALDH1, CYP26A1, CYP26B1, and
CYP26C1, as well as cellular RA-binding proteins, such
as CRABP1 and CRABP2, have been examined as poten-
tial NTD risk factors, but none of these genes has so
far shown significant correlation with NTD risk in
humans (Deak et al., 2005b).

Graded activity of Wnt signaling is also required for
proper positioning of the midbrain–hindbrain border.
The mechanism by which Wnt leads to posteriorization
of the neural tissue is indirect and requires FGF signal-
ing (Domingos et al., 2001). Mutations in components
of the Wnt pathway can lead to NTDs. For example, a
missense mutation of a highly conserved amino acid in
the low-density, lipoprotein-receptor-related protein 6
(Lrp6), a co-receptor required for Wnt canonical signal-
ing, causes exencephaly in homozygous mutant mice.
Mice heterozygous for this mutation display the charac-
teristic phenotype of a crooked tail (Carter et al., 2005).

27.4.2.2 Dorsal–ventral Patterning Genes
and NTDs

Dorsoventral patterning largely utilizes a commonme-
chanism throughout the length of the embryonic body.
Four different classes of secreted factors influence DV
patterning: Shh, bone morphogenetic proteins (BMPs),
FGFs, and RA.

Correct patterning of the ventral half of the NT largely
relies on the activity of Shh, whereas the dorsal half req-
uires the inductive activities of the transforming growth
factor-beta superfamily, which includes the BMPs, exp-
ressed in the overlying ectoderm and the roof plate. The
roof plate is the dorsal equivalent of the floor plate, and
it expresses BMP4, 5, and 7, which in turn induce dorsal
genes, such as the transcription factors Pax3 and Msx
(Liem et al., 1995, 1997). BMPs also act to set the bor-
ders of expression of bHLH (Math, Mash, and Ngn)
and LIM (Lbx and Lmx) transcription factors (Helms
and Johnson, 2003).

Tissues from humans with SBA have been evaluated
for mutations in Bmp4 or the BMP inhibitor Noggin.
Four heterozygous missense mutations in Bmp4 inhe-
rited from unaffected heterozygous parents in four

different patients have been identified (Felder et al.,
2002). Three out of the four missense mutations in
Bmp4 (S91C, T225A, and R226W) are in the protein re-
gion responsible for dimerization, and the sequence
alterations in this region have been proposed to influ-
ence the stability of the mature protein. The fourth
missense mutation (S367T) was found within the C-
terminal region that is physiologically important and
hence might disrupt the function of the mature BMP4
protein. Moreover, one missense mutation (G92E) was
found in Noggin, which replaces a highly conserved gly-
cine in a region essential for proper structure and func-
tion of the Noggin protein. The sequence variants in
these SBA patients may cause changes in protein stabil-
ity and/or activity and therefore contribute to the failure
of NT development (Felder et al., 2002).

Shh signaling, from the notochord and floor plate, acts
on the surrounding neural cells to regulate the expres-
sion of transcription factors that control the formation
of ventral cell types, such as motor neurons and ventral
interneurons. As described above, genes involved in
ciliogenesis are also needed for Hedgehog signaling
and disruptions in this process are associated with
NTD in mice and humans.

ThePax familyofpatterningmoleculeshasbeenexten-
sively studied for associationwithNTD.ManyPax genes
are tightly regulated in both space and time during NT
development (Stoykova and Gruss, 1994), and BMPs act
in conjunction with Shh to set the correct expression
boundaries of Pax genes.Mutations ofPax3 inmice cause
the splotch (sp) phenotype, which includes NTD (exence-
phaly and spina bifida) and dysgenesis of spinal ganglia,
limb, and heart structures (reviewed in Gruss and
Walther, 1992). Pax3 mutations are associated with the
Waardenburg syndrome in humans (pigmentation,
limb, and enteric nervous-system defects and deafness)
(Baldwin et al., 1994; Tassabehji et al., 1993). Attempts
have been made to associate NTD in humans with
mutations in PAX 1, 3, 7, or 9. In two studies of 79 and
38 familial cases of NTDs, onemutation in the paired do-
mainofPax1was found inapatientwith spinabifida (Hol
et al., 1996); however, no further Paxmutations have been
detected. Thus, the data to date do not show a strong as-
sociation betweenPax genemutations andhumanNTDs.

27.4.2.3 Bending of the Neural Plate and NTDs

Another crucial step duringNT formation is the bend-
ing of the neural plate in order to elevate and bring the
two folds into close proximity along the midline. The
MHP and two DLHPs are differentially used at different
axial levels. Moreover, their formation is differentially
controlled at a molecular level. For example, lack of
Zic2 function in mice causes loss of DLHP, although
the MHP forms properly (Ybot-Gonzalez et al., 2007),
and this results in extensive spina bifida (Elms et al.,
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2003; Nagai et al., 2000). In mouse, the posterior neu-
ropore completes NT formation, although it lacks a
MHP; thus, the presence of the DLHP is sufficient for
closure. The MHP may be dispensable for spinal neural-
tube closure, as mice that lack Shh, HNF3b, Gli2, or Gli1
and Gli2 do not develop spinal NTD, despite failure to
form the MHP, although less-acute bending still occurs
by an unknown mechanism (Ang and Rossant, 1994;
Chiang et al., 1996; Ding et al., 1998; Matise et al., 1998;
Park et al., 2000; Weinstein et al., 1994).

The Shh pathway is critical in the bending of the neu-
ral plate. High Shh levels suppress DLHP formation
(Ybot-Gonzalez et al., 2002), and low Shh levels induce
their formation (Echelard et al., 1993), thus helping to
set the position of DLHP formation. Loss of Patched,
the Shh receptor that keeps the Shh pathway in an
“off” state when a ligand is absent, causes both cranial
and spinal NTDs in mice (Goodrich et al., 1997). One
aspect of the phenotype could be that loss of Ptch consti-
tutively actives the pathway and, like Shh overexpres-
sion, prevents DLHP formation. Loss of PKA, a protein
kinase that downregulates Shh signaling, leads to spinal
NTD (Huang et al., 2002). Mutation of Rab23, another
negative regulator of the Shh pathway, disrupts DLHP
formation and neural patterning leading to cranial NTD
(Gunther et al., 1994).

The cellular basis for NT bending is apical constric-
tion. The neuroepithelium, a pseudostratified epithe-
lium of a single-layer thickness, begins to change its
shape from columnar towedge, first in themedial region
and then at dorsolateral positions, where the hinge
points will form (Figures 27.2(b), 27.2(c), and 27.3(c)).
Our understanding of the cellular basis of this high-
ly regulated constriction is limited. Two molecules,
Shroom3 and p190RhoGAP, regulate apical constriction
in the NT. Shroom3 belongs in the Shroom family but
to date only Shroom3 has been associated with NTDs
in mice. Shroom3 controls apical constriction via bind-
ing of filamentous actin. Mice null for Shroom3 display
exencephaly and loss of actin that would normally be
localized on the apical-cell surface (Hildebrand and
Soriano, 1999). P190RhoGAP is a negative regulator of
Rho GTPase, which regulates actin microfilaments. Mice
lacking p190RhoGAP have a number of defects, includ-
ing NTD, and an excessive accumulation of polymerized
actin in cells of the neural plate (Brouns et al., 2000). In
addition to apical constriction, basal expansion, a pro-
cess that is potentially also relying on cytoskeletal rear-
rangements, has been thought to assist NT bending
(Smith and Schoenwolf, 1987); however, no mutants that
disrupt this process have been identified.

Like Shroom3, other genes that regulate actin rearran-
gement at the cell surface are associated with NTDs. For
example, cranial NTDs result from the disruption of
protein kinase C, which targets a number of

cytoskeletal regulators including the actin-binding pro-
tein vinculin, the cytoskeleton-related genes mena
(Enah)/profilin1 (pfn1), and Macs and Mlp (Koleske
et al., 1998; Lanier et al., 1999; Stumpo et al., 1995; Xu
et al., 1998). These data support the involvement of actin
inNT formation. However, both older (Schoenwolf et al.,
1988) and more recent (Ybot-Gonzalez and Copp, 1999)
studies indicate that theMHP andDLHP are not affected
by cytochalasin treatment, which blocks actin polymeri-
zation and elongation. This suggests that actin microfil-
aments may act to stabilize the hinge points after their
formation, rather than to drive their formation.

Some of the genes involved in apical constriction and
bending of the neural plate have been examined in hu-
man NTDs. In the Shh pathway, GLI3 mutations cause
two different syndromes, the Greig cephalopolydactyly
syndrome and the Pallister–Hall syndrome (Johnston
et al., 2005, Radhakrishna et al., 1997), but neither syn-
drome presents with NTD. The lack of NTD is perhaps
not surprising, given that the Gli3 mutant mouse
(extratoes) shows cranial NTDs with low penetrance
and only in homozygous mutant embryos, and this also
results in perinatal lethality (Winter and Huson, 1988).
Mutations in Shh (Nanni et al., 1999) and in its receptor,
patched-1, are associated with holoprosencephaly (Ming
et al., 2002), a structural forebrain anomaly found with
high frequency in humans. In studies conducted on
human embryos with craniorachischisis, abnormal Shh
expression was found (Kirillova et al., 2000), similar
to altered expression of Shh in Lp mice (Murdoch
et al., 2001a). However, the primary event leading to
abnormal Shh expression was not identified. Variations
in the Shh gene have not been correlated with other hu-
man NTDs, although these studies have largely been
limited to the N-terminus part of the Shh protein, but
not the C-terminus, which contains the autocatalytic
cleavage site (Zhu et al., 2003). Variations in genes such
as PKA, Zic1, 2, 3 also failed to show correlation with hu-
manNTDs. In terms of apical constriction, onlyMLP and
MACS have been examined as potential candidates for
NTDs, but no correlation was found at least in 43 Cau-
casian simplex families in which the affected child had
a lumbrosacral myelomeningocele (Stumpo et al., 1998).

27.4.2.4 NTDs due to Disruption of Neural-fold
Fusion

The last step of NT closure, the joining of the two folds
along the midline, also called fusion, is the least studied
and least understood. It has been hypothesized that
adhesion molecules facilitate neural-fold joining. How-
ever, whether such molecules play a direct role in fusion
is unknown, although as outlined below, a few adhesion
molecules are required for NT closure. In addition, it
has been suggested that components of the extracellular
matrix (ECM) might play a role in fusion (Moran and
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Rice, 1975; Sadler, 1978), although it is unclear which
ECM components may be involved.

Defects in a few adhesion molecules have been
linked to NTDs. For example, in mice, inactivation of
the ephrin receptor subfamily members Eph-A5 or Eph-
A7 causes NTDs (Holmberg et al., 2000). Both ephrin
receptors are expressed in the cranial, but not spinal,
neuroepithelium. Ephrin signaling is thought to act
through components of the PCP pathway. According
to Lee et al. (2006), ephrinB1, a cell-surface-ephrin lig-
and, controls migration of cells during frog development
by acting through PCP-pathway components and clus-
tering of Dishevelled proteins. Two members of the cad-
herin family of adhesion molecules, N-cadherin and
E-cadherin, have complementary expression patterns
during neurulation, with N-cadherin expressed in the
neural plate and E-cadherin expressed in the non-neural
ectoderm (Detrick et al., 1990). Mice null for N-cadherin
(Cdh2) undergo normal neurulation, showing that
N-cadherin is not essential for NT formation (Radice
et al., 1997). A role for E-cadherin has beenmore difficult
to discern, as loss of E-cadherin results in embryonic
lethality prior to neurulation. However, two pieces of
evidence support a role for E-cadherin in NT closure.
First, the culture of rat embryos with an antisense oli-
gonucleotide against E-cadherin leads to cranial NT
malformations (Chen and Hales, 1995). Secondly, when
E-cadherin is downregulated in the non-neural ecto-
derm as occurs in Grhl2 mutants, the neural folds, face,
and body wall fail to fuse (Pyrgaki et al., 2010a;
Werth et al., 2010). NCAM1 is another adhesion mole-
cule expressed in the neuroectoderm. AlthoughNCAM1
null mice do not display NTD (Cremer et al., 1994),
NCAM1 has been studied in 132 families with spina
bifida, and variations in this molecule may contribute
toNTD risk (Deak et al., 2005a). Finally, NTD is observed
in mouse embryos lacking protease activator receptor
1 and 2 (PAR1 and PAR2), which are expressed in the
non-neural ectoderm during NT formation (Camerer
et al., 2010). Thus, both cellular and molecular evidence
support the idea that the non-neural ectoderm is in-
volved in initiating and perhaps driving neural-fold
fusion.

27.4.2.5 NTD due to Disruption of Apoptosis

During NT development, as during embryonic deve-
lopment in general, apoptosis and cell proliferationmust
be tightly regulated for development to proceed nor-
mally. Apoptosis or programmed cell death occurs in
the neuroepithelium during neurulation. This was first
documented by ultrastructural studies (Geelen and
Langman, 1979; Schluter, 1973) and subsequently shown
to be apoptotic cell death (Lawson et al., 1999). Either
an increased or decreased rate of apoptosis has been
associated with NTDs in mice. For example, NTDs in

embryos lacking ApoB (Homanics et al., 1995), Bcl10
(Ruland et al., 2001) or Mdm4 are associated with
increased apoptosis. In these cases, the phenotype is at-
tributed to insufficient numbers of cells participating
in neurulation.

Conversely, mutations in genes such as Trp-53 (Sah
et al., 1995), Casp3 (Kuida et al., 1998), and Apaf1
(Cecconi et al., 1998) lead to NTDs associated with
reduced levels of apoptosis. In these cases, excessive
numbers of cells that would otherwise be reduced
by apoptosis are thought to prevent the normal
morphogenesis of the neural plate. Despite the dramatic
phenotypes caused by misregulation of apoptosis, ex-
perimental studies to block apoptosis with pharmaco-
logical agents during mouse neurulation indicates that
apoptosis facilitates NT closure but is not necessary for
its completion (Massa et al., 2009; Yamaguchi et al.,
2011). To date, there have been no studies that attempt
to correlate the risk for human NTDs with molecules
of the apoptotic pathway.

27.4.2.6 NTD due to Disruption of Proliferation

Proliferation must be tightly controlled, as either in-
creased or decreased rates of proliferation can lead to
NTDs. During cranial neural closure, proliferation is
differentially regulated along the dorsoventral axis
of the NT, with the dorsal half displaying more prolif-
eration than the ventral half (Copp et al., 2003). As pro-
liferation and differentiation are inversely correlated,
this difference is reflected by a greater number
of differentiated cells in the ventral NT at this early stage
of neurulation.

Changes in expression of genes that control prolifera-
tion often lead to abnormal NT development. For exam-
ple, overexpression ofNotch3 results in exencephaly, and
these mice have increased numbers of neuronal progen-
itors (Lardelli et al., 1996). Tumor-suppressor genes,
when mutated in mice, can cause abnormal neural-cell
proliferation and lead to exencephaly. Examples include
loss of function of p53 (Sah et al., 1995) and a hypo-
morphic mutation in Brca1 (Gowen et al., 1996). A study
of an Irish population showed that two noncoding
variants of p53 are associated with NTD risk and two
different variants with maternal risk (Pangilinan et al.,
2008). In addition, variations in Brca1 in a family-based
association study correlate with spina bifida, although
this may not be causative (King et al., 2007). Mutations
in Tsc2, another tumor-suppressor gene, cause exence-
phaly and embryonic lethality in mice (Kobayashi
et al., 1999). Mice with heterozygousmutations for genes
of the chromatin-remodeling complex, such as Brg1 and
Srg1, are predisposed to exencephaly, and they often get
tumors of the nervous system (Kim et al., 2001). Hyper-
proliferation also causes exencephaly in the mouse
Phactr4humdy mutant, which indirectly regulates the
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tumor-suppressor protein Rb (Kim et al., 2007). Hyper-
proliferation of the neuroepithelium before and during
closure creates excess tissue, which inhibits bending of
the NT and/or prevents the two folds from reaching
each other. Reduced proliferation, on the other hand,
leads to a number of cells inadequate to completeNT clo-
sure. Loss of mLin41 causes cranial NTD due to reduced
proliferation and premature differentiation of the neu-
roectoderm, thus acting as a temporal regulator of neural
progenitor maintenance (Chen et al., 2012).

Changes in cell number in tissues that surround the
neuroepithelium can indirectly have a deleterious effect
on NT formation. One example is reduced proliferation
in the hindgut of curly tailmice, which likely carry a mu-
tation in Grhl3 (reviewed in Brouns et al., 2005). This
hypoproliferation causes growth imbalance between
the ventral and dorsal tissue, which in turn leads to ex-
cessive curvature within the caudal region and the fail-
ure of the posterior neuropore to close (Gustavsson
et al., 2007; van Straaten and Copp, 2001). To date, the
connection between the disruption of Grhl3 and the pro-
liferation defect remains elusive. Another example is the
open mind mutation, which disrupts Hectd1 ubiquitin
ligase, and results in inappropriate numbers of head-
mesoderm cells and exencephaly (Zohn et al., 2007).
Finally, Twist1 mutant mice display exencephaly and
severe craniofacial defects (Soo et al., 2002). Twist1 is
expressed in the head mesenchyme, where it regulates
both proliferation (Ota et al., 2004) and apoptosis
(Hjiantoniou et al., 2003), as well as neural-crest dela-
mination and migration (Vincentz et al., 2008). The
Saethre–Chotzen syndrome (SCS) in humans is due to
TWIST1 mutations (Elanko et al., 2001; Kress et al.,
2006). The SCS phenotype includes craniofacial defects
but not NTD, although these phenotypes are thought
to be due to haploinsufficiency rather than complete loss
of TWIST1 function (el Ghouzzi et al., 1997).

27.5 FUTURE DIRECTIONS

In mice, there are currently >200 genes that are
known to be required for neural-tube closure. However,
surprisingly few of these models have been used to go
beyond the question of the function of an individual
gene. An interesting next level of exploration will be to
determine the interplay between these genes. NTD in
humans is largely thought to be a multigenic disease
in which small changes in multiple genes may combine
to lead to NTDs. Although the analysis of model organ-
isms with homozygous mutations or severe loss-of-
function phenotypes has been extremely useful, these
models do not adequately reflect the complex genetics
of human NTD. Therefore, it will be of interest to
probe the phenotypic interplay between different gene

mutations further, including that between genes that
do not obviously fit within a particular pathway or
cellular process.

The genetic complexity of human NTD leads to a cau-
tionary note with respect to genetic counseling. Based on
the already large number of gene candidates identified
from animal NTD models and the fact that a significant
portion of the genome is still not functionally analyzed,
there will likely be on the order of 500–1000 genes re-
quired for NT closure and which, when mutated, can
lead to NTD. This highlights the difficulty in trying to
identify causative single-gene mutations in human
NTD. Moreover, it becomes a daunting task to conceive
of a comprehensive genetic screen. Ultimately, advances
in personalized medicine and whole-genome analysis
will open this field of research to a more comprehensive
overview. Studies are underway to determine whether
genome copy-number variations are associated with
NTD, but these data are currently lacking. The potential
to identify a large number of polymorphisms leads to the
next question, namely, how to determine whether a
polymorphism identified from association studies in
humansmay create a meaningful change in gene expres-
sion or protein function. This question can now be quite
readily addressed by techniques that allow sophisticated
manipulation of the mouse genome such that specific
polymorphisms can be created and tested in vivo for
changes in phenotype and/or protein function.

Another area ripe for exploration lies in determining
the interplay between mouse NTD models and known
environmental factors. For example, would NTD risk
increase in mice heterozygous for a mutation in a gene
required for NT closure when gestation occurs in a
mother that is a model for diabetes or obesity? If so, this
would greatly aid research in determining the molecular
basis of NTD risk defined by epidemiological studies.

Epidemiological research lies at the heart of one of
the most profoundly influential studies that has chan-
ged our approach to NTD risk. Epidemiological studies
have clearly shown a decreased incidence of NTD as
diets across the world have improved, and this positive
response has been strongly correlated with a higher
level of folic acid in the diet. Although the preventative
effect of folic acid on NTD incidence has been recogni-
zed since the 1980s, surprisingly little basic research has
been done to understand the mechanistic basis for this
effect. To date, only 18 mouse NTD models have been
tested for their responsiveness to folic acid. Of these,
FA supplementation reduced the incidence of NTDs
in six cases, was not beneficial in nine cases, and, con-
trary to expectations, exacerbated NTDs in three cases
(Gray et al., 2010; Harris 2009;Marean et al., 2011). Testing
of manymore of these mouse models will provide critical
information for understanding the molecular logic
that may underlie responsiveness to folic-acid
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supplementation. For example, are there particular path-
ways or cellular processes that are associatedwith respon-
siveness to folic-acid supplementation? Is the response
allele-specific, or can a null allele be rescued, the latter per-
hapssuggestingthat folicacidmaybypass thedefect?Folic
acid provides the building blocks for many cellular reac-
tions, including cellproliferation, gene expression, andge-
nome stability, through its effects on nucleotide
biosynthesis and as a methyl donor. Mouse NTD models
can be used to tease out the complex function of folic acid,
for instance, by targeting one armof the biosynthetic path-
way (i.e., supplementationwithpurines or biasing thediet
toward methyl donors) in order to determine the mecha-
nisms of folic-acid responsiveness better. Furthermore,
there is a need to reconsider the treatment traditionally
done in the mouse studies, which consists of short-term
(days) exposure to folic-acid supplementation. This is
not reflective of the trend in long-term folic-acid exposure
intheU.S.population,asmandatoryFAfortificationbegan
in 1998 and periconceptual use has been strongly recom-
mended since the early 1990s. Indeed, recent long-term
andmultigenerational studies inmice indicate that the in-
cidenceofNTDforagivengeneticallele candifferbetween
short- and long-termfolicaciddietsand that theepigenetic
profile canvarywidely inwild-typemice fed amethyl diet
for six generations (Li et al., 2011; Marean et al., 2011).
These unexpected findings highlight the need to under-
stand how FA influences NT closure and themechanisms
and genetics underlying the response to FA. Finally, in
bothmice and humans, there are a relatively large propor-
tion of folate-resistantNTDs.Onegoalwill be toutilize the
knowledge gained from understanding the normal func-
tion of the mutated gene and its downstream pathways
to determine whether other periconceptual therapies can
be designed based on this insight. The types of studies
outlined above will be critical to a better understanding
of the complex genetic interplay that likely represents
non-syndromic NTD in humans, as well as the intriguing
but poorly understood intersection between genes and
environmental influences in the highly complicated pro-
cess of neural-tube closure.
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28.1 INTRODUCTION

Developmental disorders arise from genetic and
environmental causes. Often, either the genetic or envi-
ronmental factor takes precedence and defines the dis-
order, for example, as in Huntington’s chorea or
mercury poisoning, respectively. In other situations, the
effects of the two contributors are not mutually exclusive.
In fact, the effect of a genetic or environmental alteration
alone may be masked, and a disorder may result only
when a genetically susceptible organism is exposed to
an environmental factor. One such developmental disor-
der is fetal alcohol spectrum disorder (FASD).

Besides genetic and environmental contributions, an-
othermajor factor defining developmental disorders such
asFASDis fetalprogramming.Onthebasisof this concept,

nutrition or exposure to a substance during fetal develop-
ment can cause alterations over the lifespan. These conse-
quences often can be quiescent for years and then have
powerful effects that shape the behavior of adolescent or
adult humans; for example, fetal exposure to substances
can shape lifelong mental health status (Salisbury et al.,
2009; Schlotz andPhillips, 2009).Takenmorebroadly, fetal
programming can be part of a cycle that promotes the con-
tinuedpathologicalsituation. Inthecaseofalcoholuse, this
has been referred to as the “alcoholism generator” (Miller
andSpear, 2006).Accordingly, fetal exposure increases the
likelihood of alcohol use in adolescents and reduces the
age of initiation of alcohol consumption. These behaviors
contribute toanincreased incidenceofalcoholism/alcohol
abuse in adults, which in turn begets children who are
exposed to alcohol in utero.
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28.2 CLINICAL CONSEQUENCES
OF ALCOHOL EXPOSURE

The effects of ethanol on a fetus are extensive, devas-
tating, often permanent, and when clustered, are re-
ferred to as FASD. Depending upon the population,
2% or more of all neonates have FASD (Centers for
Disease Control and Prevention, 2009). Defects can in-
clude a stereotypical set of craniofacial malformations
such as narrow palpebral fissures, a deficient philtrum,
and a flattened nasal bridge (Jones et al., 1973; Lemoine
et al., 1968). Based on rodent studies, these features occur
when the exposure is restricted to or includes the period
of gastrulation (Sulik, 2005; Sulik et al., 1981).

Prenatal alcohol exposure has profound effects on the
nervous system in humans, including learning/memory
deficits and hyperactivity (Coles, 2006; Fryer et al., 2006).
In fact, prenatal alcohol exposure is the leading known
cause of mental retardation (Abel and Sokol, 1992;
Stratton et al., 1996). Careful examination of the brains
of children with FASD shows profound changes. Post-
mortem and imaging studies show that their brains are
smaller, can be covered with sheets of neuroglial hetero-
topias, and exhibit abnormal gyral patterns and dysmor-
phic corpora callosa (e.g., Bookstein et al., 2002; Clarren
et al., 1978; Jellinger et al., 1981; Pfeiffer et al., 1979; Riley
et al., 1995; Swayze et al., 1997; Wisniewski et al., 1983).
Quantitative magnetic resonance imaging studies show
that ethanol induces microencephaly, as evidenced by
the reduced size of specific nuclei, for example, the basal
ganglia (Mattson et al., 1996) and cerebellum (Sowell
et al., 1996).

28.3 ANIMAL MODELS OF ETHANOL
INTAKE

When interpreting the data on fetal ethanol effects,
it is important to appreciate the various animal models
of FASD because each has strengths and weaknesses,
as discussed in a number of excellent reviews (e.g.,
Cudd, 2005; Kelly et al., 2009; Schneider et al., 2011).
For the purposes of this review, it is important to con-
sider three features of a chosenmodel when determining
its utility and appropriateness: the timing, duration, and
amount of ethanol exposure. That is, the method of
choice is based on the focus of the study and on deter-
mining the variables that require controls.

The timing and duration of ethanol exposure are crit-
ical because neural development is a constantly chang-
ing and asynchronous process among the multitude of
brain components. Grossly, the brain increases in size
steadily during gestation and then transiently exhibits
a relative burst during what is described as the brain

growth spurt (Dobbing and Sands, 1979). In primates,
this spurt occurs during the third trimester of gestation,
and in rodents, it occurs during the first 2 postnatal
weeks. Much of this growth results from the early mor-
phogenesis of neuronal processes and the production of
glia. Another major event that contributes to early brain
growth and can shape the response to ethanol neurotox-
icity is the timing and duration of neuronal production.
Neurons in most components of the rodent brain are
generated prenatally, but in some brain regions (e.g.,
the hippocampus, thalamus, and cerebellum), some neu-
rons are produced postnatally (e.g., Altman and Bayer,
1990; Altman and Das, 1965, 1966; Mooney and Miller,
2007a; Rao and Jacobson, 2005). The complexity of the ef-
fect of ethanol on select brain structures results from the
incidence and different length periods of this neurono-
genesis. These periods may be discrete or may overlap;
thus, individual or multiple brain structures may be vul-
nerable to ethanol at a particular time during gestation.

The amount of exposure, that is, the dose of ethanol, is
also a critical variable (Bonthius and West, 1988a,b,
1990). Dose can be defined by the peak exposure and
the time over which this exposure is maintained. For ex-
ample, the size of the cerebellum and the density of
Purkinje neurons are adversely affected by ethanol when
ethanol is administered in a larger bolus over a short
period of time than when it is delivered more slowly
over a more protracted period, even if the total amount
of ethanol exposure is equalized.

Prenatal administration of ethanol has generally re-
lied on one of three methods: (1) pair-feeding of a liquid
diet, (2) intragastric gavage of the dam, and (3) delivery
via intraperitoneal injection of the dam. Integral to these
models is the use of controls that account for caloric and
nutritional intake and for stress. (1) In the pair-feeding
approach, animals in the ethanol-exposed group are
given an ethanol-containing liquid diet at the same time
each day, and the same volume as an isocaloric, non-
ethanol-containing diet is given to the pair-fed control
animal. The pair-feeding model is the most biologically
relevant to the human situation; however, it leads to var-
iability in blood ethanol concentrations over the diurnal
cycle (Miller, 1992). Often, changes in pair-fed controls
have been compared with animals fed chow and
water ad libitum, but this diet differs from the liquid
ethanol-containing and control diets. Therefore, it is ad-
visable to provide the controls fed ad libitum free
access to the liquid control diets (Eade et al., 2010;
Youngentob et al., 2007). (2) In the gavage model, an
ethanol-containing liquid is delivered to pregnant dams
directly into their stomachs (Kelly and Lawrence, 2008).
This can lead to stress, the effects of which can be mini-
mized by frequent and equivalent handling of all the
subjects. (3) In the injection model (usually used with
mice), pregnant dams are administered a diluted
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solution of ethanol or an equivalent volume of saline.
This can produce quick increases in peak ethanol expo-
sure; however, it also has the complication of stress. The
latter two models should include careful monitoring of
nutritional intake.

Administration of ethanol in the early postnatal pe-
riod is a bit more complicated. Using one approach, re-
ferred to as the pup-in-a-cup method (Diaz and Samson,
1980; West et al., 1981), each 4-day-old rat pup has a per-
manent gavage tube implanted directly into its stomach
and an ethanol-containing solution of artificial milk or a
non-ethanol control solution is delivered directly. The
liquid is usually provided every 2 h, but this schedule
can be manipulated. This method allows for careful de-
livery and monitoring of the ethanol, but the pups are
stressed and do not havematernal interactions. Compar-
isons to suckling control pups can partially obviate these
confounding variables. An alternative method is to pro-
vide the ethanol or control solution via intragastric ga-
vage (Kelly and Lawrence, 2008). Following gavage,
the pups are returned to their dam. This method mini-
mizes the stress inherent in the pup-in-a-cup method,
but it does have some inherent stress that can affect
maternal–pup interactions, and it is labor intensive.

28.4 CELL NUMBERS

Research on the effects of ethanol on the rodent brain,
specifically the cerebral cortex, is more advanced than
similar research on humans (Miller, 2006a). The rat cere-
bral cortex has been extensively studied and is pro-
foundly affected by prenatal ethanol exposure. It is
smaller and exhibits multiple abnormalities such as neu-
rons that are in the wrong place (i.e., ectopic neurons),
dysmorphic and dysfunctional neurons, and alterations
in synaptogenesis and myelinogenesis. These develop-
mental problems lead to permanent alterations. For ex-
ample, (1) the numbers of neurons in cortex and other
structures in the mature brain are reduced (e.g.,
Bonthius et al., 1992; Marcussen et al., 1994; Miller,
1995a,b, 1999; Miller and Muller, 1989; Miller and
Potempa, 1990; Mooney andMiller, 2007a), (2) surviving
neurons form aberrant connections (e.g., Al-Rabiai and
Miller, 1989; Clamp and Lindsley, 1998; Miller, 1987,
1997; Miller and Al-Rabiai, 1994; Miller et al., 1990;
West et al., 1981), and (3) cortical metabolism is reduced
(e.g., Miller and Dow-Edwards, 1988, 1993; Vingan et al.,
1986). These changes are downstream from primary de-
fects in early development, for example, in neuronal pro-
duction and survival. This review focuses on these two
processes, which are primary determinants of the num-
bers of neurons in a specific brain structure.

28.4.1 Cell Proliferation

In the rodent, the proliferation ofmost central nervous
system (CNS) neurons occurs prenatally and, in some
structures (e.g., the cerebellum, thalamus, and hippo-
campus), it extends into the first couple of weeks postna-
tally. In most cases, this proliferation takes place within
zones that line or are proximal to the ventricles. The prin-
cipal exceptions to this pattern are the external granule
layer (EGL) of the cerebellum and the subgranular zone
(SGZ) of the dentate gyrus, which are seeded by cells lin-
ing the fourth and lateral ventricles, respectively
(Chizhikov et al., 2006; Rao and Jacobson, 2005). Cell pro-
liferation is defined by the cycling behavior of the cells
(i.e., how quickly cells pass through the four phases of
the cell cycle) and the numbers of cells that are actively
cycling, which is known as the growth fraction.

28.4.1.1 Cell Cycle

28.4.1.1.1 CEREBRAL CORTEX

Ethanol has a profound effect on the cell cycle kinetics
and growth fraction for proliferating populations. Ad
libitum consumption of ethanol by pregnant rat dams
during the last 2 weeks of gestation (achieving peak
blood ethanol concentrations of �150 mg dl�1) affects
cell proliferation in the brains of the developing fetuses.
The cycling of cells in the cortical ventricular zone (VZ) is
retarded (Kennedy and Elliott, 1985; Miller, 1989; Miller
and Nowakowski, 1991). On the other hand, ethanol has
no effect on the numbers of cells that are actively cycling.
Ethanol has a similar effect on VZ cells in organotypic
slices of the dorsal telencephalon (Siegenthaler and
Miller, 2005a) and cultures of dissociated neuroblastoma
cells (Luo andMiller, 1999a) and neural stem cells (Hicks
et al., 2010). In each of these cases, ethanol has a consis-
tent effect of prolonging the length of the cell cycle. This
occurs principally through lengthening of the G1 phase
of the cell cycle, though other phases, notably S, are also
vulnerable.

The changes in the cell cycle kinetics appear to result
from activation of specific cell cycle checkpoints. Ethanol
induces a strong genomic response, which leads to the
down- or upregulation of many transcripts associated
with passage through G1 (Hicks et al., 2010). Inhibition
of the G1/S checkpoint is a consequence of the silencing
of genes that are necessary for the progression of cells
through G2 and M. Methylation and another epigenetic
event, acetylation, are key mechanisms underlying gene
silencing and are targets of ethanol (Haycock, 2009;
Hicks et al., 2010; Liu et al., 2009; Moonat et al., 2010;
Oberlander et al., 2008; Pandey et al., 2008; Zhou et al.,
2011). The occurrence of methylation is environmentally
affected by the presence of an ambient growth factor
(Hicks et al., 2010). Such findings are consistent with
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evidence that ethanol toxicity can be offset by choline
supplementation (Thomas et al., 2004, 2010).

The response of VZ cells to ethanol differs from that of
cycling cells in non-VZ proliferative populations, for ex-
ample, the subventricular zone (SZ). The SZ gives rise to
cortical neurons largely in the superficial cortex (Miller,
1989; Nieto et al., 2004; Pontious et al., 2008; Tarabykin
et al., 2001) and neurons in the olfactory bulb (Lledo
et al., 2008;Whitman and Greer, 2009). Exposure tomod-
erate amounts of ethanol in vivo (wherein the blood eth-
anol concentration is �150 mg dl�1) increases SZ cell
proliferation (Miller and Nowakowski, 1991). This re-
sults from an increase in the growth fraction and not
from a change in the cell cycle kinetics of SZ cells. The
net outcome is that there is a latent surge in the genera-
tion of cortical neurons, particularly those that are nor-
mally destined for the superficial cortex (Miller, 1986,
1988a, 1997). A similar growth-promoting effect is also
evident for neural progenitors in the SGZ of the dentate
gyrus; however, this effect is dose-dependent, with high
doses of ethanol depressing neural production (Miller,
1995a).

28.4.1.1.2 THALAMUS

The ventrobasal (VB) nucleus of the thalamus is a
special CNS site; it has two nonoverlapping periods
of neuronal generation (Altman and Bayer, 1979,
1989; Mooney and Miller, 2007b). The second (postna-
tal) period of neuronogenesis uniquely occurs within
the brain parenchyma per se. This second period is even
more intriguing because it occurs concurrent with
a number of desynchronous developmental events
within the VB. Such events include the elaboration of
neurites particularly by the prenatally generated neu-
rons, the formation of synapses, the generation of pro-
jections to the cortex, and the innervation of the VB by
cortical axons.

Prenatal exposure to ethanol has a latent effect on the
proliferating cells in the VB of young pups (Mooney and
Miller, 2010). Specifically, the length of the cell cycle is
shorter in ethanol-exposed animals than in controls,
and this has a direct, albeit transient, effect on the num-
ber of neurons generated daily. This change is consistent
with the notion that ethanol exposure initiates a se-
quence of fetal programming, that is, ethanol causes
effects in the fetus that have long-term consequences,
which become evident in the more mature animal. The
proliferation and survival of the postnatally generated
VB neurons are regulated by neurotrophins, for exam-
ple, nerve growth factor (NGF) and brain-derived neuro-
trophic factor (BDNF; Mooney and Miller, 2011).
Prenatal exposure to ethanol affects the expression of
NGF, and it only alters postnatal VB neuronogenesis
in the presence of the dyadic effector NGF.

28.4.1.1.3 BRAINSTEM

Early exposure to ethanol also affects the generation of
neurons in the brainstem. This includes neurons in the tri-
geminal brainstem nuclear complex (Miller, 1999; Miller
and Muller, 1989), which are derived from cells lining
the fourthventricle. This effect hasbeenrefinedby restrict-
ing the exposure to ethanol to a single episode on a single
day.Asmight bepredicted, exposure onadayof neurono-
genesis (when neuronal precursors pass through their last
mitotic division) is sufficient to reduce the neuronal num-
ber in some cranial nerve nuclei (Mooney and Miller,
2007c). It is surprising, however, that these nuclei are
equally vulnerable to exposure on a day of gastrulation
[e.g., gestational day (G) 7 or G8] and refractile to ethanol
toxicityduringthe3–4 daysbetweengastrulationandneu-
ronogenesis. These patterns are consistentwith the notion
that cycling stem cells are vulnerable to ethanol and that
these effects are programmed at an early time.

Most cerebellar neurons are derived from an auxiliary
proliferative zone, EGL (Rao and Jacobson, 2005). The
EGL gives rise to the granule neurons that populate the
internal granular layer. The generation of cerebellar gran-
ule neurons is negatively affected by ethanol (Bauer-
Moffett and Altman, 1977; Kornguth et al., 1979). This
alteration results from an ethanol-induced lengthening
of the cell cycle of their precursors in the external granule
layer (Borges and Lewis, 1983) and by the dysregulation
of cyclins and cyclin-dependent kinases (Li et al., 2002).

28.4.1.2 Fetal Programming

Prenatal exposure to ethanol hasmany long-term con-
sequences, and at least two of them can be attributed to
fetal programming. They relate to the two systems that
exhibit postnatal neurogenesis: (1) the SGZ of the dentate
gyrus and (2) the anterior SZ and olfactory system. Post-
natal neurogenesis is highly responsive to environmen-
tal perturbations.

28.4.1.2.1 DENTATE GYRUS

The dentate gyrus has captured the interest of neurosci-
entists becauseof its apparent role in learningandmemory,
notably spatial navigation. Increased neuronogenesis (the
production of new neurons) correlates with improved
learning and memory (Deng et al., 2010; Eisch et al., 2008;
Leuner and Gould, 2010). For example, rats that exercise
on a running wheel have increased neuronal production
and improved learning in a spatial learning task in a
Morris water maze (van Praag et al., 2005). The numbers
of neurons generated and the behavioral improvement
arepositively correlated to the amount of running. Further-
more, training on hippocampal-dependent associative
learning tasks doubles the number of neurons in the rat
dentate gyrus (Gould et al., 1999). This contrastswith train-
ing onhippocampal-independent taskswherein there is no
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effect on the number of neurons in the dentate gyrus.
Some pathological situations, such as traumatic brain
injury (e.g., stroke), can stimulate neuronal production
(Dash et al., 2001). This can lead to improved recovery
and learning outcome (Chang et al., 2005; Chou et al.,
2006; Kleindienst et al., 2005; Lu et al., 2005; Nakatomi
et al., 2002; Wang et al., 2004).

SGZ neuronogenesis is reduced in a number of situa-
tions. The antiproliferative agent methylazoxymethanol
(MAM) can eliminate the postnatal generation of neural
cells in thedentategyrus.Animals treatedwithMAMhave
impaired performance in hippocampal-dependent mem-
ory tasks, for example, conditioned fear (Shors et al.,
2001). Recovery of neuronogenesis correlateswith a return
inability toacquire tracememories.Postnatalneuronogen-
esis is highly responsive to environmental perturbations.
Inflammation and stress can cause a decrease in neurono-
genesis and degradation in memory (Ekdahl et al., 2003;
Monje et al., 2002, 2003). Different psychiatric states can
affect neural stem cell proliferation in the adult dentate
gyrus. Postmortem samples from schizophrenic patients
reveal depressed proliferation, whereas proliferation in
patients with bipolar disorder is unaffected (Reif et al.,
2006). Furthermore, SGZ neurogenesis decreases with ag-
ing (Jin et al., 2005; Kuhn et al., 1996) as does the ability to
learn new tasks and to recall memories. Ablation of prolif-
erating SGZ cells by irradiation compromises spatial dis-
crimination,navigation,andlearning(Clellandetal.,2009).

Ethanol exposure has fascinating effects on neuronal
generation in the dentate gyrus in rats of all ages. Expo-
sure of adolescents and adults to high doses of ethanol
reduces SGZ neurogenesis (Crews et al., 2006; Nixon
and Crews, 2002). This corresponds to ethanol-induced
reductions in learning and memory. Moreover, at least
in nursing rats, the effects of ethanol are dose-dependent
(Miller, 1995a). Whereas exposure to high doses reduces
neuronogenesis, low doses can promote neuronal pro-
duction. Exposure to other substances of abuse (e.g., opi-
ates and cocaine) also depresses neuronal generation
and reduces the ability to learn and remember new be-
haviors (Domı́nguez-Escribà et al., 2006; Eisch et al.,
2000). Note that all of these substances of abuse appear
to target the proliferation of new cells rather than their
differentiation and survival. Possibly themost intriguing
findings are that prenatal exposure to ethanol alters SGZ
neurogenesis in adolescents and adults (Domı́nguez-
Escribà et al., 2006; Klintsova et al., 2007; Redila et al.,
2006). The implication is that such fetal programming
is transmitted via proliferating neural stem cells.

28.4.1.2.2 OLFACTORY SYSTEM

The olfactory system is affected by ethanol. Exposure
to ethanol during the first 2 postnatal weeks leads to a
reduction in the numbers of granule and mitral cells in

the olfactory bulb (Bonthius et al., 1992). This reduction
persists into adulthood despite replacement from cells
generated in the anterior SZ. There is no direct evidence
that ethanol affects the proliferation of cells in the
anterior SZ; however, studies do show that prenatal ex-
posure to ethanol can shape the olfactory behavior of ad-
olescents (Eade et al., 2009, 2010; Eade and Youngentob,
2009; Youngentob et al., 2007). Not only is there an en-
hanced neurophysiological response to ethanol odor
among rats exposed to ethanol in utero, but such animals
are also more likely to follow an ethanol-exposed peer
than a water-exposed rat. In addition, ethanol-exposed
animals show an increased avidity for bitter-tasting sub-
stances including ethanol and quinine (Youngentob and
Glendinning, 2009; Youngentob et al., 2007). Together,
these findings show that animals exposed to ethanol pre-
natally are programmed to prefer the odor and taste of
ethanol. Human studies also show a link between prena-
tal exposure to ethanol and later use/abuse of the drug
(Molina et al., 2007; Pepino andMennella, 2007). Indeed,
this is the basis for the ‘alcoholism generator’ (Miller and
Spear, 2006).

28.4.1.3 Cell Fate

Cell fate is defined by many events; one appears to be
cell migration. Prenatal exposure to ethanol disrupts the
migration of cortical neurons in vivo (Miller, 1986, 1988a,
1993) and in situ (Siegenthaler and Miller, 2004). In vivo
studies show that late-generated neurons that normally
reside in layer II/III of the cortex often terminate their
migration in layers V and VI after ethanol exposure
(Miller, 1986, 1988a, 1997). Some early-generated neu-
rons destined for layer V end up in the superficial cortex
(Miller, 1986, 1987, 1988a; Miller et al., 1990). Despite
these defects, the neurons retain their connectional phe-
notype. That is, many of the late- and early-generated
neurons are callosal or corticospinal projection neurons,
respectively, regardless of whether they are distributed
in their correct position or in an ectopic location. Interest-
ingly, this disruption is remarkably similar to the pattern
that occurs when cortical precursors from a later time in
cortical neuronogenesis are transplanted into the prolif-
erative zones of younger fetuses (McConnell, 1988). The
implication from this heterochronic transplantation ex-
periment is that cells that are generated late in cortical
histogenesis are predominantly neuronal progenitors,
and the fates of these cells are largely immutable regard-
less of their ultimate laminar residence. By extension, it
also appears that ethanol does not affect cell fate when
the exposure includes the time when cells pass through
their final mitotic cycle, that is, their birth date (Miller,
1987, 1997). Note that a study of cultured neural stem
cells also shows that ethanol has no effect on the diver-
sity or numbers of progeny (Hicks et al., 2010).
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Some in vivo data support the notion that cell fate can
be altered by ethanol exposure. Prenatal exposure to eth-
anol alters the fates of hematopoietic progenitors in the
bonemarrow ofmouse neonates, and lymphocyte devel-
opment is delayed (Wang et al., 2006, 2009). Presumably,
this contributes to the immunosuppression and vulner-
ability of children with FASD (Sliwowska et al., 2006;
Zhang et al., 2005).

Numerous studies of cultured precursors concur that
ethanol can affect cell fate. For example, the diversity of
cells generated by precursors in neurospheres can be re-
duced by ethanol (Santillano et al., 2005), and the differ-
entiation of cultured neural stem cells is affected by
ethanol (Tateno et al., 2005). Accordingly, ethanol in-
duces precursors to become glia (astrocytes and oligo-
dendrocytes) and reduces neuronal differentiation.
This occurs in the absence of an effect on cell viability.
A study of human brain-derived neural stem and
progenitor cells shows that ethanol alters the ex-
pression profile of glia- and neuron-committed precur-
sors (Vangipuram and Lyman, 2010). The concept of
ethanol-induced cell fate switching is also addressed
by the cell and in ovo culture studies by Vernadakis
and colleagues. The embryonic chick telencephalic wall
contains proliferating pluripotential cells, that is, neural
stem cells (Kentroti and Vernadakis, 1992, 1995). Etha-
nol can cause the selective elimination of cells with a
particular lineage (i.e., after lineages are determined
Kentroti and Vernadakis, 1996); however, other evi-
dence shows that ethanol causes cells to switch
their neurochemical phenotypic lineage (Brodie and
Vernadakis, 1992; Kentroti and Vernadakis, 1992).

Ethanol can affect the differentiation of cycling and re-
cently postmitotic cells via targeted alterations of genetic
expression (Hashimoto-Torii et al., 2011; Hicks et al.,
2010; Liu et al., 2009; Miller et al., 2006; Zhou et al.,
2011). This is exemplified by altered expression of genes
associatedwith cell proliferation (e.g., cyclins and cyclin-
dependent kinases), growth factor function (e.g., trans-
forming growth factor (TGF) b1, insulin-like growth
factor (IGF) I, epidermal growth factor (EGF) receptor),
and extracellular matrix molecules (e.g., integrins, L1,
and neural cell adhesion molecule), as well as mRNAs
underlying cell determination and morphogenesis such
as Wasf1, SatB2, Bhlhb5, ID2, NR4A3, FoxP1, neurogenin,
Sox5, and Bhlhe22. One mechanism by which the profile
of expressed transcripts is altered is the ethanol-induced
selective hyper- and hypomethylation of CpG islands of
genes associated with neural development such as Bub1;
cyclins A2, B1, and F; securin; IGF-I; and EGF-containing
fibulin-like extracellular matrix protein I (Hicks et al.,
2010; Liu et al., 2009; Zhou et al., 2011). The changes in
methylation are particularly notable for cells treated
with TGFb1.

28.4.1.4 Growth Factor Regulation of Cell
Proliferation

28.4.1.4.1 INSULIN-LIKE GROWTH FACTOR I

The behavior of neural stem cells can be affected by
pro- and antimitogenic growth factors. IGF-I is a key pro-
mitogenic player in brain development (Rubin and
Baserga, 1995). Reduction or elimination of IGF-I (e.g.,
via pharmacological blockade or gene knockout or
knockdown) leads to smaller fetuses and microence-
phaly. One of the contributing effects of IGF-I toward
brain growth is its ability to promote cell proliferation
as exemplified by a shortened doubling time for cultured
neural cells (Resnicoff et al., 1994). IGF-I initiates its ac-
tion by binding to and activating specific membrane-
bound receptors that sequentially lead to the activation
of extracellular signal-regulated kinase (ERK) 1/2.

Microencephaly and reductions in overall body
growth caused by prenatal exposure to ethanol correlate
with reductions in plasma IGF-I (Breese et al., 1993; de la
Monte et al., 2005; Lynch et al., 2001; Mauceri et al., 1993;
Singh et al., 1994; Soscia et al., 2006). Some studies also
show that IGF-2 is altered (Singh et al., 1994), whereas
others show that IGF-2 expression is unchanged
(Breese and Sonntag, 1995). A further contributor to
the brain and body growth reduction is a decrease in
IGF-I transcript and protein in pregnant dams. The acute
changes during gestation have long-term consequences
(Breese et al., 1993). Despite being normal during the first
3 postnatal weeks, IGF-I concentrations eventually fall in
weanling and adolescent rats. The dynamism of ethanol-
induced changes has also been examined in the chick
(Lynch et al., 2001). IGF-I expression is unaffected before
day 6, drops transiently on day 6, and then rises 2 days
later. This increase appears to be a response to a reduc-
tion in the availability of IGF-binding protein. Supple-
mentation of IGF-I in the rat can partially offset
ethanol-induced alterations (McGough et al., 2009) and
alleviate the behavioral effects of ethanol such as on mo-
tor coordination. On the other hand, IGF-I does not mit-
igate ethanol-induced hyperactivity and spatial learning
deficits.

Ethanol inhibits the effects of IGF-I to promote cell
proliferation (Resnicoff et al., 1994). This is associated
with a reduction in receptor phosphorylation and the as-
sociation of phosphatidylinositol-3 kinase (PI3K) with
insulin receptor substrate 1. Thus, central IGF signaling
mechanisms are altered by ethanol. Apparently, these
changes lead to altered feedback regulation. Impaired in-
sulin and IGF-I signaling leads to a general depression of
the transcription of genes for insulin, IGF-I and IGF re-
ceptors (de la Monte et al., 2005). The outcome of these
changes is the inhibition of glucose transport and the as-
sociated production of ATP.
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28.4.1.4.2 PLATELET-DERIVED GROWTH FACTOR

Like IGF, platelet-derived growth factor (PDGF) is a
potent promitogenic factor. PDGF ligands and receptors
are expressed by cells in the immature brain (Reddy and
Pleasure, 1992; Valenzuela et al., 1997) and cycling neu-
ral cells (Luo and Miller, 1997, 1999b). Moreover, PDGF
ligands affect the behavior of cycling neural cells (Luo
and Miller, 1997, 1999b). This is mediated by an acceler-
ation of the cell cycle, presumably by shortening the G1
phase.

Of the two high-affinity receptors for PDGF, ethanol
targets the a isoform (Luo and Miller, 1999b). It upre-
gulates the expression and inhibits the activation of
the PDGFa receptor. PDGF signals through a recep-
tor-activated Ras-Raf-ERK1/2 pathway in proliferating
neural cells. Ethanol affects the PDGF-initiated activa-
tion of each mediator in the Ras-Raf-ERK1/2 cascade
with the ultimate effect being a change in the pattern
of ERK1/2 phosphorylation. Interestingly, ethanol
causes the upregulation of ERK1/2, which changes
the PDGF-promoted phasic stimulation into a tonic
activation.

28.4.1.4.3 TRANSFORMING GROWTH FACTOR b1

Antimitogenic factors are a counterbalancing set of
proteins. They are critical for limiting cell proliferation
and restraining the expansion of neural precursor popu-
lations. A prime example of an antimitogenic factor is
TGFb1. TGFb1 reduces neural generation, not by slow-
ing the cell cycle, but by moving cells out of a prolifera-
tive population (Hicks et al., 2010; Siegenthaler and
Miller, 2005b). That is, TGFb1 reduces the growth frac-
tion by promoting cell cycle exit. This is transduced
through a p21-mediated mechanism. Furthermore,
TGFb1 facilitates this cell cycle exit and promotes themi-
gration of postmitotic cells away from the proliferative
populations (Siegenthaler and Miller, 2004).

TGFb1 binds to a heterodimerized receptor with
serine/threonine kinase activity (Danielpour and Song,
2006; ten Dijke and Hill, 2004). When activated, the re-
ceptor phosphorylates Smad2/3, which translocates to
the nucleus and promotes transcription. In cortical pro-
liferative zones, TGFb1 also activates ERK1/2 either
directly or through crosstalk with activated Smad2/3
(Powrozek and Miller, 2009). TGFb1 activation of
ERK1/2 is a sustained (tonic) response, not unlike that
initiated by ethanol (Luo and Miller, 1999a).

Ethanol inhibits the TGFb1-mediated inhibition of cell
proliferation in various populations of neural precursors:
astrocytes and C6 glioma cells (Miller and Luo, 2002a),
B104 neuroblastoma cells (Luo and Miller, 1999a), and
neuronal progenitors (Miller and Luo, 2002b). The princi-
pal mechanism involves ethanol-mediated interference

with the TGFb1-induced reduction in the growth fraction.
Concomitantly, it may cause the death of neural cells
through a TGFb1-mediated mechanism (Hicks and
Miller, 2011; Kuhn and Sarkar, 2008). Prenatal exposure
to ethanol affects the expression of TGFb receptors in
the fetal cerebral wall (Miller, 2003), which has down-
stream effects on the two signaling pathways triggered
by TGFb1 (Powrozek andMiller, 2009). These two path-
ways rely on Smad2/3 and ERK1/2. Not only do these
pathways interact, but ethanol can affect this interplay.
In fact, it appears that ethanol mimics, and presumably
acts through, TGFb1.

28.4.2 Neuronal Death/Survival

Neuronal death is a normal process of neural develop-
ment. Neurons can die via a number of processes:
apoptosis, necrosis, excitotoxicity, and autophagy. Apop-
tosis is the most commonmode during development; it is
characterized bymorphological and biochemical changes
(Danial and Korsmeyer, 2004; Kerr, 2002; Kerr et al., 1972;
Mooney and Henderson, 2006; Wyllie, 1997). Morpholog-
ical changes include chromatin condensation, membrane
blebbing, endonucleolytic DNA cleavage, and formation
of apoptotic bodies. Biochemical changes include activa-
tion of caspase 3, fragmentation of the nuclear DNA,
and the consequent generation of polyadenylated strands
of DNA.

Neuronal death is time dependent, and it can affect
proliferating and postproliferative cells. Though the pro-
liferative behavior of both stem and progenitor cells can
be affected by ethanol (Miller, 2006b; Zawada and Das,
2006), there is an apparent difference in the susceptibility
of these two types of precursors to ethanol-induced
death. Stem cells (which are commonly in the VZ) may
be vulnerable to ethanol; however, neural progenitors
(e.g., those in the SZ) appear to be impervious to
ethanol-induced death (Camarillo and Miranda, 2008;
Hicks and Miller, 2011; Prock and Miranda, 2007;
Santillano et al., 2005). Interestingly, these data run coun-
ter to studies showing that ethanol has no apparent effect
on the survival of stem cells (Tateno et al., 2005). Such
findings are in accord with the evidence that hypoxic is-
chemia has little effect on stem cells but compromises the
viability of progenitors (Romanko et al., 2004).

The survival of postproliferative cells has most thor-
oughly been studied in the cerebral cortex. In the cortex,
the period of naturally occurring neuronal death
(NOND) takes place primarily during the second post-
natal week (e.g., Ferrer et al., 1990; Finlay and Slattery,
1983; Heumann and Leuba, 1983; Heumann et al.,
1978; Miller, 1995c). Indeed, the pattern of NOND fol-
lows the inside-to-outside sequence of cortical neuronal
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generation. That is, it is defined by the neuronal time of
origin so that neurons in the deep cortex (e.g., layer V)
die before those in the superficial cortex (layer II/III;
Miller, 1988b, 1995c).

Developmental exposure to ethanol can induce neu-
ronal death in various brain regions, and this death ap-
pears to be generalized. For example, in the principal
sensory nucleus of the trigeminal nerve, all constituent
neurons appear to be equally vulnerable (Miller,
1995b, 1999). Likewise, there is no discernible pattern
to the incidence of death among Purkinje and granule
neurons within a cerebellar lobule (Pierce et al., 1999).
Patterns of biochemical changes indicate that ethanol-
induced neuronal death also occurs in neocortex
(Kuhn and Miller, 1998; Miller, 1996; Mooney and
Miller, 2001; Olney et al., 2002a,b). Based on anatomical
studies of the expression of ‘deathmarkers’ (e.g., caspase
3 immunolabeling and terminal uridylated nick-end la-
beling), it appears that the cerebral cortex is different in
that select subpopulations are particularly vulnerable to
ethanol exposure during the period of NOND, notably
neurons in layers II/III and V (Ikonomidou et al., 2000;
Olney et al., 2002a,b; Young et al., 2003).

Ethanol can affect multiple mechanisms of neuronal
death (Mooney and Henderson, 2006). Three are de-
scribed here: (1) intrinsic, (2) extrinsic, and (3) caspase
3-independent pathways.

28.4.2.1 Intrinsic Pathway

The intrinsic pathway is a mitochondrial-dependent
pathway that is typically activated in response to an ap-
optotic signal such as DNA damage or reactive oxygen
species (ROS; Green and Reed, 1998; Miller et al., 2000;
Mooney and Henderson, 2006; Soengas et al., 1999).
Proapoptotic proteins are released from the mitochon-
drial intermembrane space. Permeabilization of the mi-
tochondrial outer membrane is mediated by Bcl
proteins and promotes binding of p53 to proapoptotic
proteins, for example, Bcl-XS or Bax (Chipuk et al.,
2004). Bax upregulation may allow insertion of Bax
homodimers into the mitochondrial membrane, thereby
altering its permeability and permitting intermembrane
substances to leak into the cytoplasm. These substances
cause activation of caspase 3, which represses DNA re-
pair and initiates DNA fragmentation and cell death.

Exposure to ethanol alters the in vivo expression of Bcl
proteins (Mooney and Miller, 2003). Changes may be
rapid, as in the case of the transcripts (Inoue et al.,
2002; Moore et al., 1999), or delayed, as detected by
changes in protein expression (Mooney and Miller,
2001; Heaton et al., 2003b). Ethanol also increases the ex-
pression of active caspase 3 (Carloni et al., 2004; Han
et al., 2005; Ikonomidou et al., 2000; Mooney and
Miller, 2003; Nowoslawski et al., 2005; Olney et al.,
2002a,b) and induces production of ROS, which then

causes DNA damage (Heaton et al., 2003a,b; Kotch
et al., 1995; Maffi et al., 2008; Ramachandran et al.,
2001, 2003). Interestingly, Bax is apparently required
for ethanol-induced cell death, but caspase 3 is not
(Young et al., 2003, 2005). Mice deficient in Bax do not ex-
hibit argyrophilic (degenerating) cells in response to
acute ethanol exposure, whereas caspase 3-null animals
do.

28.4.2.2 Extrinsic Pathway

The extrinsic pathway is activated by binding the Fas
ligand (FasL) to its cell surface receptor Fas. This binding
causes receptor oligomerization, and the recruitment of
the Fas-associated death domain (Fadd) and its associa-
tion with procaspases 8 and 10 (Benn and Wolff, 2004).
The Fadd-caspase 8/10 complex forms the death-
inducing signaling complex, which cleaves and activates
caspase 3. Aswith the intrinsic pathway, active caspase 3
inactivates poly-ADP-ribose polymerase (PARP) and al-
lows DNA fragmentation. In addition, active caspase
8 cleaves the Bcl family protein, Bid. Truncated Bid (tBid)
translocates to themitochondria where it can activate the
intrinsic pathway by promoting insertion of Bax homo-
dimers into the mitochondrial membrane. Ethanol alters
expression of FasL and Fas (Cheema et al., 2000; de la
Monte and Wands, 2002; Hicks and Miller, 2011) and
can increase caspase 8 activity (Vaudry et al., 2002).

28.4.2.3 Caspase 3-Independent Pathway

As with the intrinsic pathway, the caspase 3-
independent pathway is mitochondria-dependent.
Following its release from the mitochondrial intermem-
brane space, apoptosis-inducing factor can either di-
rectly upregulate DNase activity or can cleave and
inactivate PARP. The effect of this is the repression of
DNA repair and promotion of cell degeneration. Al-
though there is little direct evidence that ethanol acti-
vates the caspase 3-independent pathway, inhibiting
caspase activity does not prevent ethanol-induced cell
death (D’Mello et al., 2000; Keramaris et al., 2000;
Miller et al., 1997; Selznick et al., 2000; Stefanis et al.,
1999). This implies that a caspase 3-independent path-
way is able to be activated, regardless of whether it is
the main pathway affected by ethanol. It is noteworthy
that both the intrinsic and extrinsic pathways are up-
stream of p53 activation (Mooney and Henderson,
2006); ethanol affects p53 expression (Kuhn and Miller,
1998) and p53-mediated cell death (Miller et al., 2003).

28.4.2.4 Growth Factor Targets

Neurotrophins play critical roles in normal brain de-
velopment (e.g., Bibel and Barde, 2000). Developmental
expression of neurotrophins is necessary for neuronal
survival, process outgrowth, and synaptogenesis. Two
neurotrophins particularly important for brain
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development are NGF and BDNF. Although NGF is not
expressed by cortical progenitors in vitro or in the VZ in
vivo, which suggests that it is not required for cell prolif-
eration or the initiation of migration (Barnabé-Heider
and Miller, 2003; Fukumitsu et al., 1998; Maisonpierre
et al., 1990), it is highly expressed in the early postnatal
period, suggesting a role in postmitotic development
(Das et al., 2001; Heaton et al., 2003b).

BDNF is present in cortical progenitor cells in vivo and
in vitro (Barnabé-Heider and Miller, 2003; Fukumitsu
et al., 1998; Maisonpierre et al., 1990) and remains evi-
dent in the cerebral cortex through adulthood (Climent
et al., 2002; Das et al., 2001; Heaton et al., 2003b; Itami
et al., 2000; Pitts and Miller, 2000; Vitalis et al., 2002).

Developmental exposure to ethanol alters the expres-
sion of neurotrophins and their receptors, although there
is no consensus as to the effect (e.g., Climent et al., 2002;
Heaton et al., 1999, 2000b, 2003a,b; Light et al., 2001;
Seabold et al., 1998). Prenatal and postnatal exposure
to ethanol increases NGF expression in the cortex and
striatum (Heaton et al., 2000a, 2003a,b). Cortical BDNF
expression (Climent et al., 2002) is reduced during the
first 2 postnatal weeks by prenatal exposure to ethanol,
whereas postnatal exposure to ethanol increases cortical
BDNF expression (Heaton et al., 2003b).

For neurotrophins to have an effect on brain develop-
ment, theymust bind to and activate receptors. Thus, the
expression, both the amount and location, of receptors
may provide greater insight into the role of the neurotro-
phin systems in development. Cortical expression of
trkA and trkB is upregulated following prenatal expo-
sure to ethanol (Climent et al., 2002; Gottesfeld et al.,
1990; Valles et al., 1994). Exposure to ethanol in the early
postnatal period also upregulates cortical p75 expression
(Toesca et al., 2003) as does ethanol treatment of cultured
cortical neurons (Seabold et al., 1998). Evidence suggests
that p75 can mediate apoptotic death or mediate the pro-
tective effect of a neurotrophin (Blochl and Blochl, 2007;
Casaccia-Bonnefil et al., 1996, 1999; Seabold et al., 1998).
Thus, the changes in receptor expression may be in re-
sponse to ethanol-induced reductions in neurotrophin
concentrations and subserve a protective mechanism.

Exogenous neurotrophins can ameliorate ethanol-
induced cell death. Animals that overexpress NGF are
less vulnerable to ethanol-induced neurotoxicity (Heaton
et al., 2000a). The addition of NGF or BDNF to cultured
cells reduces ethanol-induced cell death (Bhave et al.,
1999; de la Monte et al., 2000, Heaton et al., 1992, 1993,
1994; Miller et al., 2003; Seabold et al., 1998). The ability
ofNGFtoprotectcorticalneuronsagainstethanol-induced
death is both site-specific and age-dependent. NGF
fails to protect against ethanol-induced death in cul-
tures of cortical neurons (Seabold et al., 1998), or in slice
cultures from 16-day-old rat fetuses (Mooney and
Miller, 2007a). In contrast, NGF is neuroprotective in

slice cultures taken from a 3-day-old rat brain. This neu-
roprotection is seen only in the more mature lower cor-
tical plate and not in the upper cortical plate, which
largely contains migrating neurons. The implication is
that the neuroprotection depends upon the maturity
of the neurons.

NGF-induced neuroprotection is correlated with re-
ceptor activity. Ethanol inhibits the NGF-induced phos-
phorylation of trkA in the primary neurons taken from
16-day-old fetuses but does not affect p-trk expression
in slices from 3-day-old pups. Activation, that is, phos-
phorylation, of trkA is generally associated with neuro-
nal survival. Thus, an ethanol-induced reduction in p-trk
expression may be predictive of an inability of NGF to
protect against ethanol-induced death.

In addition to altering the expression of neurotrophin
ligands and receptors, exposure to ethanol alters down-
stream signaling. Trk receptors can signal survival
via the ERK1/2 andPI3Kpathways, andp75may also sig-
nal survival via PI3K. Activation of both pathways is age-
dependent. Growth factor-dependent activation is down-
regulated in the presence of ethanol (Climent et al., 2002;
Kalluri and Ticku, 2002). Ethanol inhibits endogenous
phospho-ERK1/2 expression (Kalluri and Ticku, 2002).
Ethanol also alters growth factor-induced phosphoryla-
tion of the ERK1/2 pathway in cortical cells (Climent
et al., 2002; Luo andMiller, 1999a,b) and PI3K/Akt in cer-
ebellar cells (de laMonte andWands, 2002; Li et al., 2004).
Interestingly, the ethanol-induced reduction in growth
factor-stimulated PI3K/Akt activation in cerebellar neu-
rons occurs in the absence of a change in receptor or li-
gand expression (de la Monte and Wands, 2002). The
effect of ethanol on pathway activation is cell type depen-
dent. For example, ethanol inhibits the BDNF-mediated
increase in expression of phosphorylated jun-N-terminal
kinase (p-JNK) and phosphorylated Akt (p-Akt) in cul-
tured mouse cerebellar granule cells (Li et al., 2004). In
contrast, in a human neuroblastoma cell line (TB8 cells),
ethanol inhibits the BDNF-mediated increase in p-Akt
but not p-JNK expression, suggesting that different path-
ways are activated by BDNF in these cells.

28.5 BEHAVIORAL CONSEQUENCES

Social interactions are crucial for the survival of
humans and other mammalian species. In humans, peer
relationships are sources of knowledge about behavioral
patterns, attitudes, values, and consequences in different
situations (Deutsch and Gerard, 1955). In the same way,
peer-directed social activity of rodents seems crucial
for establishing social organization in a group or be-
tween partners and for developing the ability to express
and understand intraspecific communication signals
(Vanderschuren et al., 1997).
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A secure and consistent social milieu is important not
only for humans, but for laboratory rodents as well, with
social deprivation being stressful (Hall, 1998). Rats ex-
hibit numerous social behaviors including play fighting,
contact behavior, and social investigation. Abnormal so-
cial behaviors have been reported in rats following a
number of developmental insults, including neonatal le-
sions of the amygdala (Daenen et al., 2002), neonatal ex-
posure to Borna disease virus (Lancaster et al., 2007), and
ethanol exposure during development (Kelly et al., 2000;
Thomas et al., 1998). Developmental exposure to ethanol
alters play-fighting behavior (Lawrence et al., 2008; Lugli
et al., 2003; Meyer and Riley, 1986; Royalty, 1990), as well
as the amount and type of active social interactions in ad-
olescents and adults (Kelly and Dillingham, 1994; Lugli
et al., 2003). Prenatal exposure to ethanol alters social be-
havior in a sex-dependent fashion (Meyer and Riley,
1986), with males showing less play behavior and fe-
males demonstrating more play fighting. Interestingly,
a single exposure to ethanol on G12 alters the social be-
havior of adolescent and adult rats, and many of the
changes are sex-specific, that is, they are detected only
in males (Mooney and Varlinskaya, 2011; Mooney
et al., 2009).

28.6 SUMMARY

Early developmental exposure to ethanol has multi-
ple consequences including targeted effects on cell pro-
liferation and survival. In general, ethanol reduces cell
proliferation and compromises neuronal survival, but
the scope of the changes are defined by the site, the ex-
posure, the maturity of the cells, and the growth factor
availability and receptivity. The culmination of these
changes affects the total numbers of neurons in the brain.
Interestingly, the numbers of neurons in structures
within a particular system (e.g., the somatosensory sys-
tem) may be differentially altered. For example, the
numbers of neurons in the rat trigeminal brainstem nu-
clei (Miller, 1999; Miller and Muller, 1989) and the
somatosensory cortex (Miller and Potempa, 1990;
Powrozek and Zhou, 2005) are 30–50% fewer in
ethanol-exposed animals; however, no detectable effect
is evident in the thalamus (Livy et al., 2001; Mooney
andMiller, 1999, 2010). This breakdown in the numerical
matching of neuronal populations within a system of
interconnected structures implies that the assemblage
of neurons within each structure occurs either autono-
mously or asynchronously. The consequences of such
differential effects are functional changes (Miller and
Dow-Edwards, 1993; Vingan et al., 1986; Xie et al.,
2010) that likely underlie ethanol-induced dysfunction
such as motor incoordination and cognitive deficits
(Coles, 2006; Fryer et al., 2006).

Two intriguing contributors to postnatal responses
and responsivity are genetic–environmental interactions
and fetal programming. It is becoming clearer that etha-
nol has targeted effects on genomic expression and
epigenetic modifications (e.g., Haycock, 2009; Hicks
et al., 2010; Pandey et al., 2008). Overlying these interac-
tions, and possibly a result of them, is the effect of early
exposure to ethanol on fetal programming (Miller and
Spear, 2006). Such programming may be mediated
through neural stem cells. The mechanism and the scope
of this programming are at present unknown. Under-
standing them will not only provide key insights into
normal brain ontogeny, but it is also likely critical for
developing strategies to modify neural development
and outcome and ultimately preventing or offsetting
developmental disorders such as FASD.
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Domı́nguez-Escribà, L., Hernández-Rabaza, V., Soriano-Navarro, M.,
et al., 2006. Chronic cocaine exposure impairs progenitor prolifera-
tion but spares survival andmaturation of neural precursors in adult
rat dentate gyrus. European Journal of Neuroscience 24, 586–594.

Eade, A.M., Youngentob, S.L., 2009. Adolescent ethanol experience al-
ters immediate and long-term behavioral responses to ethanol odor
in observer and demonstrator rats. Behavioral and Brain Functions
5, 23.

Eade, A.M., Sheehe, P.R., Molina, J.C., Spear, N.E., Youngentob, L.M.,
Youngentob, S.L., 2009. The consequence of fetal ethanol exposure
and adolescent odor re-exposure on the response to ethanol odor in
adolescent and adult rats. Behavioral and Brain Functions 5, 3.

Eade, A.M., Sheehe, P.R., Youngentob, S.L., 2010. Ontogeny of the en-
hanced fetal-ethanol-induced behavioral and neurophysiologic ol-
factory response to ethanol odor. Alcoholism, Clinical and
Experimental Research 34, 206–213.

Eisch, A.J., Barrot, M., Schad, C.A., Self, D.W., Nestler, E.J., 2000. Opi-
ates inhibit neurogenesis in the adult rat hippocampus. Proceedings
of theNational Academy of Sciences of theUnited States of America
97, 7579–7584.

Eisch, A.J., Cameron, H.A., Encinas, J.M., Meltzer, L.A., Ming, G.L.,
Overstreet-Wadiche, L.S., 2008. Adult neurogenesis, mental
health, and mental illness: Hope or hype? Journal of Neuroscience
28, 11785–11791.

Ekdahl, C.T., Claesen, J.H., Bonde, S., Kokaia, Z., Lindvall, O., 2003. In-
flammation is detrimental for neurogenesis in adult brain. Proceed-
ings of the National Academy of Sciences of the United States of
America 100, 13632–13637.

Ferrer, I., Bernet, E., Soriano, E., Del Rio, T., Fonseca, M., 1990. Natu-
rally occurring cell death in the cerebral cortex of the rat and re-
moval of dead cells by transitory phagocytes. Neuroscience 39,
451–458.

Finlay, B.L., Slattery, M., 1983. Local differences in the amount of early
cell death in neocortex predict adult local specializations. Science
219, 1349–1351.

Fryer, S.L., McGee, C.L., Spadoni, A.D., Riley, R.P., 2006. Influence of
alcohol on the structure of the developing human brain. In:
Miller, M.W. (Ed.), Brain Development. Normal Processes and
the Effects of Alcohol and Nicotine. Oxford University Press,
New York, pp. 143–152.

Fukumitsu, H., Furukawa, Y., Tsusaka, M., et al., 1998. Simultaneous
expression of brain-derived neurotrophic factor and neurotro-
phin-3 in Cajal-Retzius, subplate and ventricular progenitor cells
during early development stages of the rat cerebral cortex. Neuro-
science 84, 115–127.

Gottesfeld, Z., Morgan, B., Perez-Polo, J.R., 1990. Prenatal alcohol expo-
sure alters the development of sympathetic synaptic components
and of nerve growth factor receptor expression selectivity in lym-
phoid organs. Journal of Neuroscience Research 26, 308–316.

Gould, E., Beylin, A., Tanapat, P., Reeves, A., Shors, T.J., 1999. Learning
enhances adult neurogenesis in the hippocampal formation. Nature
Neuroscience 2, 260–265.

Green, D.R., Reed, J.C., 1998. Mitochondria and apoptosis. Science 281,
1309–1312.

Hall, F.S., 1998. Social deprivation of neonatal, adolescent, and adult
rats has distinct neurochemical and behavioral consequences. Crit-
ical Reviews in Neurobiology 12, 129–162.

Han, J.Y., Joo, Y., Kim, Y.S., et al., 2005. Ethanol induces cell death by
activating caspase-3 in the rat cerebral cortex. Molecules and Cells
20, 189–195.

Hashimoto-Torii, K., Kawasawa, Y.I., Kuhn, A., Rakic, P., 2011. Com-
bined transcriptome analysis of fetal human and mouse cerebral
cortex exposed to alcohol. Proceedings of the National Academy
of Sciences of the United States of America 108, 4212–4217.

Haycock, P.C., 2009. Fetal alcohol spectrum disorders: The epigenetic
perspective. Biology of Reproduction 81, 607–617.

Heaton,M.B., Swanson, D.J., Paiva,M.,Walker, D.W., 1992. Ethanol ex-
posure affects trophic factor activity and responsiveness in chick
embryo. Alcohol 9, 161–166.

Heaton, M.B., Paiva, M., Swanson, D.J., Walker, D.W., 1993. Modula-
tion of ethanol neurotoxicity by nerve growth factor. Brain Research
620, 78–85.

Heaton,M.B., Paiva,M., Swanson,D.J.,Walker,D.W., 1994.Responsive-
nessof culturedseptal andhippocampalneurons toethanolandneu-
rotrophic substances. Journal of Neuroscience Research 39, 305–318.

Heaton,M.B.,Mitchell, J.J., Paiva,M., 1999. Ethanol-induced alterations
in neurotrophin expression in developing cerebellum: Relationship
to periods of temporal susceptibility. Alcoholism, Clinical and Ex-
perimental Research 23, 1637–1642.

Heaton, M.B., Mitchell, J.J., Paiva, M., 2000a. Overexpression of NGF
ameliorates ethanol neurotoxicity in the developing cerebellum.
Journal of Neurobiology 45, 95–104.

Heaton, M.B., Mitchell, J.J., Paiva, M., Walker, D.W., 2000b. Ethanol-
induced alterations in the expression of neurotrophic factors in
the developing rat central nervous system. Developmental Brain
Research 121, 97–107.

Heaton,M.B., Paiva,M., Madorsky, I., Mayer, J., Moore, D.B., 2003a. Ef-
fects of ethanol on neurotrophic factors, apoptosis-related proteins,
endogenous antioxidants, and reactive oxygen species in neonatal
striatum: Relationship to periods of vulnerability. Developmental
Brain Research 140, 237–252.

Heaton,M.B., Paiva,M.,Madorsky, I., Shaw,G., 2003b. Ethanol effects on
neonatal rat cortex:Comparative analysesof neurotrophic factors, ap-
optosis-related proteins, and oxidative processes during vulnerable
and resistant periods. Developmental Brain Research 145, 249–262.

Heumann, D., Leuba, G., 1983. Neuronal death in the development and
aging of the cerebral cortex of the mouse. Neuropathology and Ap-
plied Neurobiology 9, 297–311.

Heumann, D., Leuba, G., Rabinowicz, T., 1978. Postnatal development
of the mouse cerebral neocortex. IV. Evolution of the total cortical
volume of the population of neurons and glial cells. Journal für
Hirnforschung 19, 385–393.

Hicks, S.D., Miller, M.W., 2011. Ethanol causes the death of neural stem
cells via transforming growth factor b1-dependent and indepen-
dent mechanisms. Experimental Neurology 229, 372–380.

Hicks, S.D., Middleton, F.A., Miller, M.W., 2010. Ethanol-induced
methylation of cell cycle genes in neural stem cells. Journal of Neu-
rochemistry 114, 1767–1780.

Ikonomidou, C., Bittigau, P., Ishimaru, M.J., et al., 2000. Ethanol-
induced apoptotic neurodegeneration and fetal alcohol syndrome.
Science 287, 1056–1060.

Inoue, M., Nakamura, K., Iwahashi, K., Ameno, K., Itoh, M.,
Suwaki, H., 2002. Changes of bcl-2 and bax mRNA expressions in
the ethanol-treated mouse brain. Nihon Arukōru Yakubutsu Igak-
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29.1 INTRODUCTION

There are approximately 900 naturally occurring
amino acids, of which only 22 have been evolutionarily
selected for inclusion as subunits in the structure of
proteins (Rosenthal and Bell, 1979; Rubenstein, 2000).
The others, nonprotein amino acids, are found princi-
pally in plants and lower marine forms in which they
participate in metabolism and provide a means of nitro-
gen storage. In addition, many are deployed as toxic
weapons, deterring intruding vegetation andmarauding
predators.

Some amino acids have entered the food chain. Nota-
ble among this group is azetidine-2-carboxylic acid
(Aze), which is the lower homolog of the protein amino
acid proline. It readily escapes the gate-keeping function
of prolyl aminoacyl-tRNA synthetases and replaces pro-
line in proteins, corrupting their structure, function, and
antigenicity. Aze may be an environmental agent that

contributes to susceptibility to a wide range of disorders,
especially those involving the central nervous system
(Rubenstein, 2008).

Proline is an anomalous amino acid (Figure 29.1(c)).
Its nitrogen atom is linked to only one hydrogen atom
instead of two. It cannot act as a hydrogen bond donor
but can serve as an acceptor. The nitrogen is covalently
bound to the ring structure, constraining its mobility in
peptide bond formation. The j backbone dihedral angle
is about �75�, and proline displays conformational
rigidity. Unlike other amino acids, which prefer the trans
configuration of the hydrogen and oxygen atoms in the
peptide bond, proline readily shifts to the cis architecture
in response to regional changes in spatial charge distri-
bution. Lacking a hydrogen atom, the proline molecule
isomerizes by swinging its entire ring into the cis posi-
tion, a conformational change that realigns the local
peptide sequence, resulting in folding of the protein
(Baldwin, 2008; Smith et al., 2012).
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Because of its idiosyncrasies as an amino acid, proline
is not found within alpha helices or beta sheets. It can
take a position at the ends of these structures and
in turns. Repeating prolyl residues may fold into a left-
handed helix (PPII), with backbone dihedral angles
of about �75�, 150�, and a trans configuration of their
peptide bonds. A right-handed helix (PPI) forms with
dihedral angles of about �75� and 160� when there is a
cis configuration of their peptide bonds.

Aze, bearing a ring that contains four members in-
stead of five, is otherwise nearly identical to proline
(Figure 29.1(b)). There are, of course, subtle differences
in bond angles, including those that determine the de-
gree of ring puckering. Azetidine changes its cis–trans
configuration under slightly different conditions of local
charge, and its presence can thus cause misfolding (Tsai
et al., 1990).

29.1.1 Ring Strain and Reactivity

Biomolecules comprise atoms in chains that tend to
adopt a linear configuration in which their mutually
repelling electron clouds maintain maximal distance
from each other. This is not possible in small-ring com-
pounds. The conformation of such cyclic molecules sub-
jects them to various forms of strain or structural stress.
The increased internal energy acquired during synthesis
is released during chemical transactions (Hassner, 1983).
Crowding can result in narrowing of preferred bond
angles, compression of electron orbitals, and malposi-
tioning of ringmembers. For these reasons, strain energy
is exceedingly high in small cyclic molecules, increasing
their chemical reactivity.

Moleculeswith five ormore rings abound in biochem-
istry, but there appear tobeonly two four-membered ring
compounds that have entered human life, and both have
done so as exogenous substances: beta-lactam and Aze.

Beta-lactam closely resembles Aze. It is a cyclic amide
with an acyl group on a carbon adjacent to the nitrogen

(Figure 29.1(a)). It is the central component of the peni-
cillins. The penicillin molecule binds to and inactivates
the bacterial cell wall transpeptidase enzyme that forms
an acyl intermediate with a D-alanyl-D-alanyl terminal
peptide residue. Penicillin intrudes into the active site
of the enzyme, where its beta-lactam impersonates the
structure of the normal substrate. It irreversibly inhibits
the enzyme, thus preventing cross-linking of the bacte-
rial cell wall (Stryer, 1988). The ring strain of the four-
membered beta-lactam contributes to its remarkable
reactivity (Hassner, 1983).

Aze is strikingly similar to beta-lactam. Instead of an
acyl group, it contains a carboxyl group on ring atom
number 2. Like beta-lactam, Aze is highly strained and
is thus highly reactive.

29.1.2 The Aminoacyl-tRNA Prolyl Synthetases

There are two aminoacyl-tRNA synthetases that rec-
ognize proline, EPRS (cytoplasmic) and PARS2 (nucleus
encoded but mitochondrial). EPRS is multifunctional,
recognizing glutamic acid as well as proline. The human
forms of these synthetases lack editing domains. The
chromosomal location of the gene EPRS is 1q41-q42
and that of PARS2 is 1p32.2 (Antonellis and Green,
2008). Certain nonprotein amino acids escape the
gate-keeping function of aminoacyl-tRNA synthetases
and gain entry into proteins, replacing their homologs
and changing the structure, function, and antigenicity
of the misassembled molecule. The large number of dis-
orders associated with synthetase dysfunction include
the Charcot-Marie-Tooth disease, amyotrophic lateral
sclerosis (ALS), leukoencephalopathy, Parkinson’s dis-
ease, various neoplasms, autoimmune polymyositis,
dermatomyositis, rheumatoid and erosive arthritis,
and type 2 diabetes (Antonellis and Green, 2008; Beebe
et al., 2008; Park et al., 2008).

b-Lactam L-Azetidine-2-
carboxylic acid (Aze)

Proline

(a)

(d) (e)

(b) (c)

N

N N

N N
COOH COOH

COOH COOHCOOH COOH COOH

N NH2
H

N
H

OH

X

Nicotianamine Mugineic acid

COOH

O FIGURE 29.1 Small-ring molecules. This fig-
ure shows the structures of four-membered rings
as freemolecules: b-lactam (a), L-azetidine-2-car-
boxylic acid (Aze) (b), and as constituents of the
two plant chelator molecules, nicotianamine (d)
and mugineic acid (e). Note the similarity of b-
lactam (a) and L-azetidine-2-carboxylic acid
(Aze) (b). Proline (c) is the five-membered ring
higher homologue of Aze (b). The four-mem-
bered rings are red, the ring acyl group is green,
and the ring carboxyl groups are blue.
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29.1.3 Azetidine-2-Carboxylic Acid

Notable among nonprotein amino acids with disease-
causing potential is azetidine-2-carboxylic acid (Aze),
the lower homolog of proline that is identical to proline
except in that it contains four instead of five members in
its ring (Fowden, 1956). Aze is ubiquitously present in
low concentrations in vegetation, where it is a central
component of the chelating molecules, nicotianamine
and mugineic acid, which capture metals from the soil
and transfer them to various parts of the plants
(Figure 29.1(d) and 29.1(e)) (Curie et al., 2009; von
Wiren et al., 1999).

In certain species, Aze accumulates to exceedingly
high levels, notably in the bulbous roots of table beets
and sugar beets (Beta vulgaris). Such plants deploy the
toxic Aze to deter the intrusion of competing vegetation
and to poison infecting microorganisms and predating
animals. Thus, Aze is present in the food chain via small
concentrations in vegetables. However, it is in high con-
centrations in certain foods, especially in dairy products
derived from livestock fed sugar beet by-products
(Rubenstein, 2008).

29.1.4 Aze in the Food Chain

The entry of Aze into the food chain is a consequence
of geopolitical events of the 19th and 20th centuries
(Rubenstein, 2008). Previously sugar beets were not cul-
tivated or used for human consumption. They grew
wildly and were foraged by animals, notably red deer
in Europe. The sugar beet is an unattractive, large, bul-
bous plant with a flavor offensive to humans. The root
was occasionally used as a therapeutic agent for various
illnesses. In 1747, the German apothecary chemist
Andreas Margraff discovered low concentrations of su-
crose in the root. During the following 50 years, his
student and research associate, FranzAchard, succeeded
in increasing the concentration of sugar several times
over, and at present the sucrose concentration can be
as high as 18%. The Napoleonic wars resulted in the
blockades of Europe, which severed the supply of Carib-
bean sugar. The entire continent was deprived of its
principal source of sweets for nearly a decade.

To quell unrest, Napoleon issued a decree in 1810
allotting 8000 acres of land near Paris to sugar beet pro-
duction. He also ordered the construction of facilities to
process sugar beets and organized schools to teach sugar
beet agronomy. After a slow start, the sugar beet indus-
try grew rapidly, and by the middle of the century it
was flourishing. Since then, it has become the fourth
leading agricultural enterprise in Europe and a major
farming activity in both Canada and the United States.
Sugar beets are now grown and processed virtually
worldwide, including in Asia, the Middle East, and the

Far East. At present, about one-third of the world’s su-
crose supply comes from sugar beets.

Sugar beet processing involves washing the plants,
dicing them, and then boiling them in alkali. The sucrose
is extracted after several rounds of distillation. The res-
idue, consisting of plant parts and thick molasses and
rich in Aze, is fed to farm animals, especially to dairy cat-
tle, which savor its unusually sweet flavor. A dairy cow
may be fed as much as 10 pounds of sugar beet molasses
per day. This increases its consumption of grasses and
grains so that its daily food intake supports the required
volume of its milk production. The health and milk pro-
duction of dairy cattle begin to falter after about 5 years,
at which time they are slaughtered. It is this association
between sugar beets and milk and meat production that
has led to the introduction of Aze into milk, other dairy
products, and, notably, gelatin (Rubenstein et al., 2009).

Aze is also present in high concentrations in table
(garden) beets, which are a staple food in Central and
Eastern Europe. They are the principal constituent
of beet soup (borscht). Sliced beets are also a popular of-
fering in salad bars in the United States (Rubenstein
et al., 2006).

29.1.5 The Multiple Sclerosis/Aze Hypothesis

Five independent lines of evidence suggest an associ-
ation between Aze consumption and the pathogenesis of
multiple sclerosis. The central concept is that Aze intru-
sion into the proline-laden consensual epitope of myelin
basic protein leads to the molecule’s architectural modi-
fication, functional impairment, and eventual emergence
as an antigen. Thereafter, immune mechanisms are trig-
gered and progressively damage the myelin sheath.

Correlation does not establish causation; however,
the chronologic, geographic, migrational, enzootic, bio-
chemical, and genetic associationswarrant further inves-
tigation (Bessonov et al., 2010a,b; Rubenstein, 2008;
Sobel, 2008).

29.1.6 Chronologic and Geographic Evidence

The emergence of dietary Aze in high concentrations
closely preceded in time and place Charcot’s description
of what appeared to be a new disease, multiple sclerosis.
This was in Paris in 1868 (Talley, 2005). The geographic
distribution of the disease thereafter coincided with that
of sugar beet agriculture, extending at higher latitudes
across Europe, NorthAmerica, and then virtually world-
wide, including Sardinia, the Middle East, Scandinavia,
and the Orkney and Faroe Islands. Micro hot-spots, such
as those in Alberta, Canada, and the Tokachi Province
in Japan, add support to the geographical evidence.
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Alberta is the epicenter of sugar beet production in
Canada and has the highest prevalence of multiple scle-
rosis in that country. Tokachi province, a small region in
northern Japan, produces half of that nation’s sugar beet
crop and has the highest prevalence of multiple sclerosis
among any Asian population (Rubenstein, 2008).

29.1.7 Migrational Evidence

Myelination of the central nervous system begins in
early life and continues through adolescence, a fact per-
tinent to the effect of population migration on the occur-
rence of multiple sclerosis (Kennedy et al., 2006). An
example is the abrupt appearance of the disease in the
French West Indies during the 1990s among returning
West Indians who had emigrated to France during the
1950s and 1960s (Cabre et al., 2005).

The risk was highest for those who arrived in France
before the age of 15. Their mean duration of stay
was 12.3 years, and the mean interval between their
arrival in France and the appearance of the disease
was 19.1 years. This epidemiology recapitulates in mir-
ror image the original emergence and spread of the
disease (Rubenstein, 2008).

29.1.8 Enzootic Evidence

Swayback is an enzootic disease closely mimicking
multiple sclerosis in clinical and histological characteris-
tics. An outbreak in Alberta in 1972 killed 60 of 100
newborn lambs. An investigation into the circumstances
surrounding this event led to the conclusion that
the only unique feature was that the ewes and their
offspring were fed an unusual diet containing large
amounts of sugar beet silage (Cancilla and Barlow,
1969; Chalmers, 1974).

29.1.9 Biochemical Evidence

As already described, the misincorporation of Aze
into a protein can result in alteration of protein structure,
function, and immunogenicity (Bessonov et al., 2010a,b;
Rubenstein, 2008). In the case of multiple sclerosis, the
putative site of the misincorporation lies in the myelin
basic protein (Boggs, 2006; Harauz et al., 2009). Specifi-
cally, the misincorporation would occur in the position
of one or more of the four prolyls in the consensual
epitopic sequence, which embraces the hexapeptide
stretch PRTPPP (residues 96–101, human numbering).
This highly conserved proline-richmotif is stochastically
vulnerable to the deleterious effects of Aze replacement
of proline.

Aze may intrude within other proline-rich mole-
cules involved in myelination. An enormous body of

meticulous research has contributed to our knowledge
of myelin basic protein, its posttranslational modifica-
tion, and its roles in signaling and protein–protein bind-
ing (Boggs, 2006; Harauz et al., 2009).

The random incursion ofAze intomyelin basic protein
and related ensemble myelin proteins may account for
some of the anatomic, pathologic, and clinical heteroge-
neity of the disorder. Suchmisassembly could ultimately
ignite or contribute to the progression of immune re-
sponses, which can have dire clinical consequences.

The metabolic burdens caused by the inherently
error-prone processes of translation are compounded
by exposure to an alien amino acid and by an impaired
aminoacyl-tRNA synthetase mechanism. Defective edit-
ing causes the myriad pathologic effects already listed.
The presence of extensive oligodendrocyte apoptosis, to-
gether with the absence of lymphocyte and myelin
phagocytosis in newly formedmultiple sclerosis lesions,
supports the concept that autoimmunity plays a critical
role in demyelination.

29.1.10 Genetic Evidence

The important role of genetics in the pathogenesis of
multiple sclerosis has been authoritatively reviewed by
Oksenberg et al. (2008). These considerations have led
to a targeted genomic search for SNPs involving genes
related to Aze. The work, conducted in collaboration
with the laboratory of Dr. Ronald Davis at Stanford, is
currently in progress.

29.1.11 Alternative Splicing and Amplification

Alien amino acids ordinarily affect only the molecule
that has been misincorporated; however, the misassem-
bly ofmolecules involved in alternative splicing can alter
hundreds of different kinds of ‘downstream’ proteins
that undergo the splicing process. Therefore, the misas-
sembly of alternative splicing proteins can greatly am-
plify the molecular pathology induced by Aze.

A growing body of evidence has implicated the role of
disordered alternative splicing in disease pathogenesis.
This mechanism has been identified in a number of
developmental disorders, especially those involving
the nervous system. Recent reports have focused on
the A2BP1 protein, which binds to the C-terminus of
ataxin-2.

Ataxin-2 has been found to act as a coregulator of
zinc-finger transcriptional activity (Hallen et al., 2011).
Defective function of this molecular mechanism can
lead to amplified abnormal splicing of a large number
of proteins and thus to an exceptionally diverse group
of disorders.

Prominent among the diseases associated with abnor-
mal splicing are multiple abnormalities caused by
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defective neurodevelopment, including various forms of
autism (Abrahams andGeschwind, 2008; Geschwind and
Levitt, 2007; Hammock and Levitt, 2011; Martin et al.,
2007; Sakai et al., 2011; Voineagu et al., 2011). Exposure
to Aze-containing milk and other dairy products early
in life may be of relevance, serving as an environmental
susceptibility factor in autism spectrum disorders (see
Chapter 34 and Rubenstein and Rakic, 2013).

Another neurodegenerative disorder that may be re-
lated to ataxin-2 and A2BP1 is ALS (Bonini and Gitler,
2011; Daoud et al., 2011; Lee et al., 2011; Van Damme
et al., 2011). It is relevant to point out that the nonprotein
amino acid b-N-methyl-amino-L-alanine (BMAA) has
long been suspected to be an environmental susceptibil-
ity factor in ALS, initially in several Western Pacific
islands. b-N-oxalylamino-L-alanine (BOAA) has been
implicated in neurolathyrism endemic in certain regions
of East Africa and Southern Asia. Canavanine, a homo-
log of arginine, is present in hundreds of legumes and
in high concentrations in alfalfa seeds and sprouts. It
has been suspected of playing a role in the pathogenesis
of autoimmune disorders, including systemic lupus
erythematosus (Cox et al., 2005; Rubenstein, 2000).

Other nonneurologic disorders associated with
ataxin-2/A2BP1 include type 2 diabetes (Lehtinen
et al., 2011). Similarly, obesity has been linked to the
alternative splicing proteins (Ma et al., 2010). Biliary cir-
rhosis has also been associated with the same protein
(Joshita et al., 2010).

29.1.12 Toxicity of Aze

A large number of early reports confirmed that Aze
causes biochemical, morphological, and clinical defects.
Among the biochemical abnormalities are misincorpora-
tion into vasopressin, hemoglobin, ovalbumin, and pro-
line peptides. Inadvertent administration of Aze has
resulted in butyric aminoaciduria. Morphologic abnor-
malities include abnormalities of somite formation,
Golgi structure, osteoblasts, epithelial buds, cartilage,
thyroid tissue, cleft palate, vertebral ossification, testes,
keratin, hair, collagen, teeth, renal ducts, and mammary
epithelium (Rubenstein, 2000; Tsai et al., 1990). Aze has
recently been shown to be toxic to neurons and astro-
cytes in cell cultures, with associated increases in oxi-
dized and ubiquitinated proteins (Dasuri et al., 2011).

Recent studies conducted by the Azetidine Group
of collaborating investigators at the StanfordMedical Cen-
ter have focused on themolecular details ofmisincorpora-
tion.ThisgroupincludesM.Albertelli,M.J.Butte,R.Davis,
J.E. Elias, M. Fontaine, K.V. Grimes, S. Krishnakumar,
M.Mindrinos,G.Sonderstrup,R.Sobel,andE.Rubenstein.
Some of this work has been summarized in the report by
R.A. Sobel et al.

Aze has been found in milk samples from Boulder,
CO. The use of sugar beets for dairy cattle feeding ceased
in California about 3 years ago, and milk samples from
California are currently free of Aze.

The administration (by oral gavage or intraperitoneal
injection) of Aze in doses of 300 or 600 mg/kg to new-
born CD-1 mice resulted in oligodendrocyte nuclear
swelling and hepatic injury. Three of the five mice
fed the larger dose by gavage were found dead or eutha-
nized at 12–15 days. Three of the five mice in the 600-mg
intraperitoneal group were euthanized or found dead
after 20–24 days of Aze administration. The remain-
ing mice in the 600-mg group and all the mice in the
300-mg group and control groups remained healthy.
Mice that were euthanized early or found dead showed
lethargy and weight loss; two also had tail paresis or
paralysis. Some of the livers displayed mottled pale
areas of hepatocyte vacuolization (Sobel et al., 2011).

Our collaborator in Canada, G. Harauz, has reported
studies of myelin basic protein in recombinant Escherichia
coli. These showed that Aze resulted in severe diminution
in growth rate and that Aze was misincorporated in
3 of 11 possible sites in myelin basic protein. Molecular
modeling led to the conclusion that Aze could cause a
severe bend in the polypeptide chain and could disrupt
a polyproline II structure (Bessonov et al., 2010a,b).

29.1.13 ATAXIN-2 and A2BP1 as Proline-Rich
Proteins

These considerations have led to an analysis of com-
positional bias among the amino acids within ataxin-2
and A2BP1. The study revealed that ataxin-2 is excep-
tionally proline rich. Of its 1313 residues, a total of 177
are prolyls (13.4%). Positions 47–158 contain 30 prolyls
among its 112 amino acids (26.8%), and within this
sequence, prolyls comprise 7 of the 10 amino acids in
positions 55–64. Among the 184 amino acids in positions
561–734, there are 44 prolyls (23.9%). Finally, there are
34 prolyls (21.7%) among the 157 amino acids in the
sequence 929–1085 (UniProt ID Q 99700).

A2BP1 is less proline-rich, containing 40 prolyls
among its 370 amino acids (10.8%). Noteworthy is the
sequence PPPPIP, which occupies positions 281–286
(GenBank AA143817.1).

29.2 DISCUSSION

It is clear that Aze can displace proline in proteins
and that such misassembly can have deleterious effects
on protein structure, function, and immunogenicity.
Whether Aze, introduced into the diet or into medicinal
agents, has contributed to the shifting prevalence and
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incidence of clinical disorders is unknown. The complex-
ities associated with an ever-changing biosphere and
with population shifts constitute nearly chaotic condi-
tions that challenge epidemiology.

Caution is required before inferences are drawn.
Is it possible that a simple compound, a small and

apparently innocent amino acid found in plants, has
become a susceptibility factor in the pathogenesis of a
broad spectrum of diseases in which genetic predisposi-
tion plays a critically important role?Well-planned stud-
ies will be required to address this question. These must
take into account such confounding factors as dose and
time and duration of exposure, from early embryonic life
through adulthood.

Some supporting evidence can be accumulated by
demonstrating that Aze is in the environment of those af-
fected and that Aze is in their tissues and in the specific
cells that are damaged, for instance, in central nervous
system cells in the case of neurologic disease. In most in-
stances, this would require examination of autopsy ma-
terial from patients and from controls. If a suitable
animal model exists, the administration of Aze in appro-
priate doses at appropriate states of development should
reproduce illness. Finally, the removal of Aze, perhaps
by washout with pure proline, might prove beneficial.

The group at Stanford is testing the reactivity of fresh
T cells from patients with various diseases to synthetic
proteins in which Aze has replaced proline in differing
combinations and permutations.

It is important to proceedwith great caution in forming
conclusions. It is essential to avoid the needlessly damag-
ing consequences of inappropriate disclosures dissemi-
nated by the popular media. The public needs to be
reminded periodically about the significance of environ-
mental hazards and that even sunlight, oxygen, andwater
can be detrimental. It will require ingenuity, collaborative
effort, andpersistence to identify the environmental agent
that may underlie the suffering experienced by millions.
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30.1 INTRODUCTION

Trisomy of human chromosome 21 (HSA21) is the ge-
netic basis of Down syndrome (DS). DS is associated with
a spectrum of developmental disabilities and physiologi-
cal and health disturbances of varying penetrance. De-
spite the variability of DS-associated phenotypes, all
individuals express some degree of intellectual disability.

Triplication of a large number of genes on one human
chromosome has made basic research into the molecular
genetics and the cellular and neuropathological basis
quite challenging. Yet advancing our understanding of
DS pathophysiology as well as identifying new interven-
tional strategies requires living animal and cellular
models. Herein lies the challenge; how can one most ac-
curately model a disease caused by trisomy of an entire
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human chromosome containingmore than 400 individual
genes? The best solution to date has been to duplicate
large segments of syntenic regions of mouse chromo-
somes that carry subsets of genes located on HSA21. Al-
ternatively, the insertion of segments of HSA21 into the
mouse has also been employed to define specific genes
that underlie aspects of the DS phenotype. Mousemodels
are, therefore, immensely valuable in deciphering genetic
interactions of conserved human disease genes. But as the
number of genes being studied grows, so does the risk of
species-specific differences confounding the application
ofwhat can be learned in themouse to the human disease.
The recent advent of induced pluripotent stem cell (iPSC)
technology offers the promise of human cellular models
of DS that have full trisomy 21.

This chapter begins in Section 30.2 with a description
of the DS genetic and clinical phenotypes, with an em-
phasis on neurological features. Section 30.3 details the
experimental models of DS, with an emphasis on their
utility and accuracy for translation to the human condi-
tion. Section 30.4 describes our current understanding
of the neuroanatomical and functional correlates of the
DS phenotype, with an emphasis on comparing research
from experimental models with what is known about the
human phenotype. These DS endophenotypes span both
time (from embryonic neurodevelopment to adult aging)
and scale (frommolecular and cellular aspects up to local
circuits and systems neuroscience). Section 30.5 outlines
genotype–phenotype correlations in DS and the contri-
bution of specific HSA21 genes as well as other genetic
interactions with the DS endophenotypes. The chapter
concludes with a discussion of directions for future re-
search using iPSCs and consideration of potential thera-
peutic interventions.

30.2 DS MOLECULAR GENETICS AND
CLINICAL PHENOTYPE

30.2.1 Trisomy of Human Chromosome 21 and
the Molecular Genetics of DS

Euploid human cells contain 46 chromosomes (2N),
including 22 pairs of autosomes and one pair of sex chro-
mosomes (46,XX [female] and 46,XY [male]). Haploid
human cells contain 23 chromosomes (N), which is char-
acteristic of normal ovum and spermatozoa. Typical de-
velopment is dependent upon the gene content of these
chromosomes aswell as chromosomal balance. Cells that
do not contain an exact multiple of the haploid number
of chromosomes are termed aneuploid cells. This abnor-
mal chromosomal distribution is the most common
and clinically significant type of human chromosome
abnormality, occurring in 3–4% of all pregnancies (Lee
and Summar, 2009). Human aneuploidies include

monosomies (one copy of a particular chromosome)
and polysomies (more than two copies of a particular
chromosome). The majority of aneuploid conceptuses
are spontaneously lost during the first trimester of preg-
nancy. Nondisjunction is the most common mechanism
of aneuploidy. When nondisjunction occurs, during
meiosis I or meiosis II, gametes are created that either
contain an extra chromosome or lack a copy of a chromo-
some. During conception, these abnormal cells combine
with haploid gametes and result in monosomic or triso-
mic zygotes (Figure 30.1). Nondisjunction occurring
later during mitosis results in a mosaic cell line. In addi-
tion to nondisjunction, chromosomal rearrangement
such as translocation, partial duplication, and ring chro-
mosome formation can result in aneuploidy.

Trisomy 21 is the quintessential example of aneu-
ploidy in humans and results in the clinical phenotype
of DS. This mechanism is responsible for the most com-
mon genetic cause of intellectual disability, occurring in
1 in 833 live births andmaking DS an excellent model for
studying the relationship of genetics to neural function
(http://www.cdc.gov/features/dsdownsyndrome). In-
dividuals with DS have variations in neurodevelopment
and neurodegeneration as well as disorders involving
the central nervous system and other systems of the
body. To further explore the complex relationship be-
tween aneuploidy, human development, and the clinical
phenotype of DS, many researchers from diverse disci-
plines, including biologists, educators, physicians, and
psychologists, have investigated pieces of the puzzle.
A comprehensive review of all of these areas is beyond
the scope of this text. The focus of this discussion is
the influence of molecular genetics on the neurological
phenotype of DS.

To elucidate the origins of the phenotypic features,
scientists have approached aneuploidy and DS with
the assumption that if a gene is present in three copies,
the expression of that gene will be increased. The gene
dosage hypothesis states that the increased expression
of multiple trisomic genes directly leads to the features
of DS (Antonarakis et al., 2004; Korbel et al., 2009). The
amplified developmental instability hypothesis states
that the phenotype is not directly due to specific genes
on chromosome 21 but rather to a change in genetic bal-
ance and regulation (Patterson and Costa, 2005). Evi-
dence of globally increased expression of genes on
chromosome 21 in human fetal material has been docu-
mented by measuring mRNA levels (Mao et al., 2003).
These same transcriptome studies failed to document
the increased expression of genes not found on chromo-
some 21 in the same tissues. Proteomic studies have
documented thatmRNA from genesmapped to chromo-
some 21 translates into increased protein production
in transgenic mice as well as in human tissues
(Gulesserian et al., 2001; Tan et al., 1973; Wang et al.,
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1998). Recently, posttranscriptional regulators, includ-
ing miRNAs, have been found to be overexpressed in
DS brain and heart tissue specimens, resulting in a de-
creased expression of target genes, which very likely
contributes to the DS phenotype (Kuhn et al., 2008).

Not only gene dosage, a factor in the phenotype of DS,
but also gene content plays a crucial role. In 2000,
through the collaborative work of many investigators,
the complete DNA sequence of human chromosome 21
was published. This landmarkwork showed that human
chromosome 21 is a relatively gene-poor chromosome,
with 225 genes embedded in 33.8 Mb of genomic DNA
compared with the 545 genes embedded in 33.4 MB
of chromosome 22 (Hattori et al., 2000). With new
sequencing technology, the number of genes on the hu-
man chromosome is now thought to be between 300 and
500 (http://www.ensembl.org). This finding of compar-
atively few genes on chromosome 21 offers a possible ex-
planation of why trisomy 21 is compatible with postnatal
survival and longevity whereas trisomy of HSA13,
HSA15, and HSA22 are not. Finally, allelic variation of

chromosome 21, epigenetic factors, mosaic status, and
environmental effects must be taken into consideration
when studying the correlations between the genotype
and phenotype of DS. There are some aspects of the phe-
notype of trisomy 21 that appear consistently in every in-
dividual with DS (i.e., facial appearance, intellectual
disability, and generalized hypotonia). However, each
of these common phenotypic features exhibits a great
deal of variability in expression from one individual to
another (e.g., intellectual disability ranges from mild to
moderate cognitive impairment). Clearly, more work is
needed to fully understand all the factors involved in
these variations.

30.2.2 Neurodevelopmental and
Neurodegenerative Features of the DS Phenotype

Historically, DS has been the prototypical intellectual
disability disorder in research as well as in societal por-
trayals and thus implies a nonspecific alteration in brain

DNA replication

Segregation homologous chromosomes

Segregation sister chromatids

Fertilization

(a) (b)

Parent with one maternal and one
paternal copy of a chromosome

Gamete with haploid number of chromosome Trisomic zygote

Sister chromatids after DNA replication

Fertilization

Trisomy TrisomyMonosomy Monosomy

Nondisjunction meiosis II

Nondisjunction meiosis I

FIGURE 30.1 Meiotic nondisjunction. (a) Normal meiosis results in gametes with a haploid number of chromosomes. When fertilized with
other normal gametes, a normal diploid state is reestablished. (b) In meiotic nondisjunction, two chromosomes migrate to the same daughter cell
resulting in gametes with a diploid (or null) number of chromosomes. When fertilized with other normal gametes, abnormal trisomic or mono-
somic states are established. (a, b) Symbol key is provided in the box at the bottom of the figure.
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development and pathology. However, DS is associated
with distinct neuroanatomic and neuropathologic find-
ings that in turn present with specific cognitive deficits.
Postmortem observations (Crome et al., 1966; Davidson,
1928;Wisniewskietal., 1985) andvolumetricmagnetic res-
onance imaging (MRI) studies (Aylwardet al., 1997b, 1999;
Emerson et al., 1995; Pearlson et al., 1998; Raz et al., 1995)
indicate that peoplewith DS have reduced total brain vol-
umes, most notably in the frontal and temporal areas as
well as the cerebellum.Altered temporal volume, architec-
ture, and function in DS (particularly of the hippocampal
area) are considered to be responsible, in part, for the cog-
nitive deficits associatedwithDS (Pennington et al., 2003).
Disturbances in cerebellar volume and architecture are as-
sociated with the generalized hypotonia of DS as well as
the inability to learn new skills (Daum and Ackermann,
1995; Konczak and Timmann, 2007). A similar finding
of reduced hippocampal volume in children with DS
suggests that these are neurodevelopmental findings
rather than neurodegenerative findings of an aging brain
(Pinter et al., 2001a). By contrast, peoplewithDShave nor-
mal volumes of subcortical areas, including the lenticular
nuclei and posterior parietal and occipital gray matter.

Interest in the neuropathology of DS existed long be-
fore the genetic etiologywas delineated. Pathologic find-
ings characteristic of those seen in dementia of the
Alzheimer’s typewere described in the brains of individ-
uals with DS long before the normal number of human
chromosomes was even determined (Jervis, 1948;
Struwe, 1929). It is now known that virtually all adults
with DS who have come to autopsy have the hallmark
neuropathology of Alzheimer disease (AD), with prom-
inent b-amyloid plaques and neurofibrillary tangles
(NFTs). Furthermore, decreased numbers of apical den-
dritic spines of pyramidal neurons in the hippocampus
and cingulate gyrus were noted when comparing the
brains of people with DS to those of normal controls
(Becker et al., 1986; Takashima et al., 1994). Significantly
reduced dendritic spines, increased b-amyloid plaques,
and increased NFTss in DS are considered to be specific
findings that are not seen in other types of intellectual
disability (Suetsugu and Mehraein, 1980).

Like the gross anatomical and histological findings,
the cognitive phenotype found in individuals with DS
is specific (Silverman, 2007). Cognitive deficits in DS
are not uniform across all domains. Particular deficits ex-
ist in learning, memory, and language that lead to diffi-
culty with intellectual functioning. To further complicate
this issue, a great deal of variability exists between indi-
viduals. People with DS have difficulty with verbal
short-term memory and explicit (episodic or conscious)
long-term memory (Lott and Dierssen, 2010; Silverman,
2007). The function of explicit memory has been linked to
the hippocampus (Squire, 1992), which has been shown
to function abnormally in DS (Pennington et al., 2003).

Implicit memory – the ability to use previous experience
to assist with the performance of a task without con-
scious awareness – is preserved in DS (Carlesimo
et al., 1997). Prefrontal cortex function also affects ex-
plicit and working memory and has been shown to have
deficits in DS (Nadel, 1999). This impairment seems to
involve verbal information with sparing of visuospatial
domains, offering a potential explanation of why people
with DS learn better in an environment that includes vi-
sual materials in addition to verbal presentation (Frenkel
and Bourdin, 2009; Lanfranchi et al., 2009). Morphology
of grammar (internal structure of words) and syntax
(how words are put together in phrases) are impaired
in people with DS. The communication difficulties are
specific to DS when compared to others with intellectual
disabilities and mental age-matched controls. Commu-
nication is further complicated for people with DS be-
cause intelligibility is negatively affected by poor oral
motor tone and anatomic factors of the mouth and phar-
ynx (Abbeduto et al., 2001). New technologies, including
functional imaging techniques such as functional MRI
(fMRI) and spectroscopy, should allow for further stud-
ies of correlations between described cognitive and lan-
guage deficits and brain function in humans with DS.

Longitudinal studies with adults with DS reveal the
onset of cognitive decline (from baseline) in middle
age similar to that seen in much older individuals with-
out intellectual disability (Devenny et al., 1996, 2000).
These observations along with the knowledge of the
ubiquitous presence of amyloid plaques and NFTs in
postmortem trisomy 21 specimens have led to many in-
vestigations into the risk of Alzheimer’s type dementia
in people with DS. Multiple studies of varying design
have established that approximately 50–70% of adults
with DS will develop dementia by age 60–70 years. Im-
portantly, an alternative statement of these data is that
some individuals with DS will survive dementia-free
into old age (Devenny et al., 1996).

Understanding the genotype–phenotype relationship
in DSmay lead to a greater understanding of neurodeve-
lopment and neurodegeneration through mechanisms
involved in the gene dosage effect as well as gene bal-
ance and regulation. This has obvious application to
the continued improvement of the lives of people with
DS, but it may also lead to novel therapies for the general
population that suffers from neurodevelopmental as
well as neurodegenerative disorders of the central
nervous system.

30.2.3 Other CNS Features of DS

As noted in Table 30.1, people with DS have increased
risk for seizures, psychiatric disorders, and Alzheimer
dementia. Alzheimer dementia was discussed in the
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previous section and will not be addressed here. Sei-
zures have a bimodal distribution in DS with 40% of sei-
zure disorders presenting in the first year of life and
another 40% present in the third decade or later
(Pueschel et al., 1991). Epilepsy in the very young can
manifest as infantile spasms or generalized tonic clonic
(‘grand mal’) seizures. Infantile spasms due to any etiol-
ogy are associated with hypsarrhythmia, a specific elec-
troencephalographic finding, and infants with DS and
infantile spasms have more frequent diagnoses of an au-
tism spectrum disorder later in life (Eisermann et al.,
2003). Seizures presenting in adolescents and adults
can be generalized tonic clonic or partial (‘petit mal’).
Both types of seizures are usually accompanied by some
alteration of mental status that can be brief. This has led
to missed diagnoses in people with DS as the seizures
may be ascribed to a lack of focus or attention. Finally,
age of seizure onset appears to be important in DS as
adults older than 45 years are more likely to develop de-
mentia, whereas early onset of seizures is not associated
with dementia (Lott and Dierssen, 2010; Puri et al., 2001).

Behavioral and psychiatric disorders are more com-
mon in people with all intellectual disabilities when
compared to the general population. However, people
with DS score significantly lower onmaladaptive behav-
iors when compared to people with other cognitive dis-
abilities (Dykens and Kasari, 1997). Children with DS,
for example, are frequently diagnosed with disruptive

behaviors including attention deficit hyperactivity dis-
order, oppositional defiant disorder, or aggression
(Myers and Pueschel, 1991). Less is known about behav-
ioral and psychiatric problems in adolescents with DS.
Preliminary data show that they may have fewer exter-
nalizing (disruptive) behaviors than their younger co-
horts (Dykens et al., 2002). Adults with DS are more
prone to depression when compared to the typical pop-
ulation and to others with intellectual disabilities (6–11%
compared to 1–2%; Collacott et al., 1992). Historically,
‘diagnostic overshadowing’ has led to a failure to recog-
nize co-occurrence of psychiatric illness in individuals
with intellectual disability (Reiss et al., 1982). With im-
proved recognition of these secondary disorders in this
population, prompt treatment and eventually evenmore
effective therapies may be discovered.

30.2.4 Non-CNS Features of DS

Some medical comorbidities occur more often in peo-
ple with DS as compared to their typically developing
peers, including congenital heart disease (100-fold in-
crease; Ferencz et al., 1985), leukemia (30-fold; Hasle
et al., 2000), and Alzheimer dementia (10-fold increase
in DS; Zigman and Lott, 2007). Of the congenital heart le-
sions, the most common lesions are atrioventricular sep-
tal defects (45% of newborns with DS), ventricular septal
defects (35%), atrial septal defects (8%), patent ductus
arteriosus (7%), tetralogy of Fallot (4%), and others
(1%) (Roizen and Patterson, 2003). Due to the prevalence
of congenital heart disease in DS, the American
Academy of Pediatrics recommends an echocardiogram
and pediatric cardiology evaluation in every newborn
with DS regardless of the presence of symptoms or phys-
ical findings (American Academy of Pediatrics and
Committee on Genetics, 2011). Hearing loss (both con-
ductive and sensorineural) and visual disturbances (glau-
coma, cataracts, strabismus, myopia, astigmatism) occur
with much more frequency in people with DS and can
present in infancy through adulthood. For these reasons,
vigilant screening of vision and hearing is recommended
to prevent further deleterious effects on intellectual
and adaptive functioning (American Academy of
Pediatrics and Committee on Genetics, 2011; Roizen,
2002; Smith, 2001).

Advances in medical care have improved survival for
people with DS (increasing from an average of 12 years
in the 1940s to an average of 57.8 years for women and
61.1 years for men) (Bittles et al., 2007; Glasson et al.,
2003). Despite this improved survival, there are many
physical problems involving every organ system of the
body that can affect people with DS. Additional studies
are needed to better understand the impact of these

TABLE 30.1 Common medical comorbidities in children with
Down syndrome

System Finding

Ears, eyes, nose Hearing loss (conductive and sensorineural),
frequent and chronic otitis media, obstructive sleep
apnea, glaucoma, cataracts (congenital and
acquired), refractive errors, strabismus, nystagmus,
amblyopia

Cardiovascular Atrioventricular septal defect, ventricular septal
defect, atrial septal defect, patent ductus arteriosus,
tetralogy of Fallot, and persistent pulmonary
hypertension; adolescents and young adults –
mitral valve prolapse and aortic regurgitation

Endocrine Diabetes mellitus, hypothyroidism,
hyperthyroidism

Gastrointestinal Constipation, celiac sprue (25%)

Hematological Transient myeloproliferative disorder, leukemia

Neurological Intellectual disability (mental retardation);
hypotonia, seizures; psychiatric disorders, autism
spectrum disorder

Orthopedic Atlantooccipital instability, pes planus, subluxation
of patella, developmental hip dysplasia

Dermatological Hyperkeratosis, seborrhea, cutis marmorata,
xerosis, folliculitis
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comorbidities on the intellectual and adaptive function-
ing of people with DS.

Just as secondary medical conditions can occur with
increased frequency in DS, there are comorbidities that
appear to be less common in DS than in the general pop-
ulation. For example, analysis of the causes of deaths be-
tween these groups revealed that mortality due to
ischemic heart disease is less than one half and deaths
due to solid tumors less than one tenth in DS patients
compared to the general population (standardized mor-
tality odds ratio of 0.42 and 0.07, respectively, for causes
of death; Yang et al., 2002). Review of cancer registries
has confirmed that people with DS have fewer solid
tumors even though they have an increased risk of leuke-
mia (Hasle et al., 2000). Two candidate genes from
HSA21 have provided potential mechanisms for this
‘protective factor’ against solid tumors. The first gene
is the Down syndrome candidate region 1 (DSCR1/
RCAN1), which is a calcineurin inhibitor. DSCR1 ismod-
estly overexpressed in transgenic mice, and this overex-
pression is sufficient to provide suppression of tumor
growth by inhibiting angiogenesis by attenuation of
calcineurin activity (Baek et al., 2009). Other mouse stud-
ies have implicated the upregulation of the oncogene
Ets 2 as a possible factor in the prophylactic effect of
trisomy 21 on solid tumor development (Sussan et al.,
2008). Further studies need to be done to clarify this
apparent advantage in cancer among people with DS
and distinguish genetic from environmental differences.
Potentially, novel therapeutic interventions for cancer
in the general population could be designed by a better
understanding of DS.

30.3 EXPERIMENTAL MODELS OF DS

30.3.1 Overview of DS Mouse Models

The need for animal models to study human develop-
ment and disease has been recognized for millennia dat-
ing back to at least the time of Aristotle and Galen
(Guerrini, 2003). The incredible pace of research during
the last half century has allowed the creation of increas-
ingly sophisticated and relevant animal models of many
diseases. The mouse has become the favored model sys-
tem given the well-defined anatomy and physiology of
this species; completely sequenced genome; availability
of robust quantitative assays of learning, memory, and
anxiety; as well as a huge inventory of available tools in-
cluding specific antibodies and genetic engineering to
modify the mouse genome. This latter development con-
tinues to improvewith refined and subtle manipulations
now routine. However, modeling the complexity of a
chromosomal human disease such as DS in the mouse
has proven to be very difficult. This is due largely to

evolutionary differences between mice and humans in
the sequence, expression patterns, and function of many
genes. Furthermore, HSA21 is not present in a direct
orthologous fashion in mice as genetic material corre-
sponding to that found on HSA21 is found mainly on
mouse chromosomes 16 (Mmu16) but also on Mmu10
and Mmu17. Conversely, additional genes on Mmu16,
Mmu10, and Mmu17 are not found on HSA21 and thus
are likely not relevant to the study of DS. These evolu-
tionary changes have made a ‘simple’ mouse model of
DS very challenging. However, recent advances to allow
complex genomic engineering have recently been
achieved, leading to the recent creation of a mouse with
trisomy of almost all the genetic information that is nor-
mally found onHSA21 (Yu et al., 2010). Thesemodelswill
likely be most informative when combined with single-
gene knockouts to test whether three copies of specific
genes contribute to the pathogenesis of DS and whether
decreasing gene dosage can reverse the clinical features.
Suchfindingswouldprovideaclearrationale toselectively
target identifiedpathwayspharmacologically (Table30.2).

30.3.2 DS Mouse Models with Mouse Additional
Segments

Initial attempts to model DS reasoned that most
HSA21 genes are found on a syntenic region of mouse
chromosome 16. Animals with balanced chromosomal
translocations were identified and then selectively bred
to generate an Mmu16 trisomy mouse. These mice died
in utero, likely because of cardiac and placental abnor-
malities (Miyabara et al., 1982). Additional relevant
phenotypes include generalized edema and delayed de-
velopment of the cerebral cortex. While these results
strongly support that genes present on a syntenic region
of HSA21 in the mouse are required for normal develop-
ment, their lack of viability severely hampered further
progress and determination of the relevance to DS. Fur-
thermore, Mmu16 trisomy is unable to provide any in-
formation about the role of HSA21 orthologs found on
Mmu10 and Mmu17. Finally, as Mmu16 contains multi-
ple genes not found on HSA21, any results from these
mice have to be interpreted with caution.

Amajor advance in DS research was the generation of
a mouse with a balanced translocation of Mmu16 that
corresponded closely to the syntenic region of HSA21
(Figure 30.2). Selective breeding of these animals
allowed the generation of Ts65Dn mice that are trisomic
for about 14 Mb of mouse DNA and contain the majority
(at least 132) of the genes on HSA21 (Holtzman et al.,
1996). Ts65Dn mice, however, have significant limita-
tions including some mortality during early postnatal
life and phenotypic variability. In addition, males are
infertile, complicating the maintenance of this mouse

552 30. DOWN SYNDROME

III. DISEASES



colony. While Ts65Dn mice exhibit no cardiac defects,
over the years they have proven invaluable because of
CNS and craniofacial abnormalities (Kurt et al., 2000;
Roper et al., 2006b). The brain abnormalities include a
small cerebellum with decreased numbers of granule
neurons and Purkinje cells (Baxter et al., 2000). In addi-
tion, decreased spine densitywas seen on dendrites from
hippocampal dentate granule neurons (Belichenko et al.,
2004). The failure of Ts65Dnmice to more closely pheno-
copy DS should not be too surprising given the complex-
ity of this syndrome and the lack of triplication of many
additional orthologous genes that reside on Mmu10 and
Mmu17. The Ts1Cje model (Figure 30.2) has also been
used bymany investigators and features a partial trisomy
of Mmu16 though the region is smaller than in Ts65Dn
containing approximately 85 orthologous genes (Sago
et al., 1998). These mice have CNS abnormalities similar
to those seen in Ts65Dn, including small cerebellums
and abnormalities in the number of cerebellar granule
cells, but not Purkinje neurons. Similar to Ts65Dn, de-
creased spine density with dendritic spine enlargement
was seen in this model (Belichenko et al., 2007). Multiple
histogenic and physiological processes have been exam-
ined in these mouse models, revealing important insights
into a spectrum of DS-relevant phenotypes (see
Sections 30.3.3 and 30.4 for more details).

While models with triplication of Mmu16 continue to
provide important information about global DS pheno-
types and preclinical testing, additional mouse models
are clearly needed to more finely define genetic require-
ments for the pathogenesis of DS. Also, other models
were needed to test the emerging hypothesis that tri-
somy of a ‘critical region’ of HSA21 (Down syndrome
critical region, DSCR) is sufficient or required for the
phenotypes seen in DS. This hypothesis was based on
the identification of rare patients with DS that appeared
to have trisomy of a relatively discrete region of HSA21.
This hypothesis has been more rigorously tested in mice
using Cre/LoxP technology to duplicate (Ts1Rhr) or de-
lete (Ms1Rhr) an approximately 4-Mb region of Mmu16
containing the approximately 33 orthologous genes
found in the DSCR (Olson et al., 2004). Interbreeding
with wild-type mice then allows the production of ani-
mals with one or three copies of the mouse DSCR. A par-
ticularly elegant application of this technique was to
breed Ms1Rhr mice to Ts65Dn or Ts1Cje mice. This
allowed the generation of mice that were trisomic for
genes within Ts65Dn or Ts1Cje but disomic within
the DSCR. These Ms1Rhr/Ts65Dn mice did not reverse
abnormalities of cranial morphology, and Ts1Rhr
mice that were trisomic for just the DSCR also did not
exhibit cranial abnormalities (Olson et al., 2004). CNS

TABLE 30.2 Mouse models of DS

Triplication Abnormalities Limitations Reference

Mouse chromosome

Mmu16 Entire
Mmu16

Edema, abnormal cerebral cortex, heart defects, thymic
hypoplasia

Lethal in utero, no Mmu10 and Mmu17
genes

Miyabara
et al. (1982)

Ts65Dn Partial
Mmu16

Some perinatal death, cerebellar hypoplasia, cortical and
hippocampal spine alterations, craniofacial
dysmorphology

Perinatal death, no cardiac abnormalities,
hyperactive, no Mmu10 and Mmu17
genes

Holtzman
et al. (1996)

Ts1Cje Partial
Mmu16

Cerebellar hypoplasia, craniofacial dysmorphology,
hippocampal spine alterations

No cardiac abnormalities, hypoactive, no
Mmu10 and Mmu17 genes

Sago et al.
(1998)

Ts1Rhr Partial
Mmu16

Increased size of mandible Lack of CNS and cardiac phenotypes?? Olson et al.
(2004)

Ms1Rhr Deletion
partial
Mmu16

None Lack of CNS phenotype Olson et al.
(2007)

Duplication of human chromosome

Tc1 Extra copy of
HSA21

Decreased density of cerebellar granule neurons, cardiac
defects

Variable penetrance likely due to
mosaicism

O’Doherty
et al. (2005)

Chromosomal engineering

Ts1Yah Mmu17 Impaired working memory, enhanced spatial memory No Mmu16 genes Pereira
et al. (2009)

Dp(10,
16, 17)

Mmu10,
Mmu16,
Mmu17

Impaired cognition, hippocampal-mediated deficits,
hydrocephalus

Only initial characterization to date Yu et al.
(2010)
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manifestations have not been extensively studied
though trisomy of the DSCR in Ts1Rhr mice was insuf-
ficient to produce abnormalities of spatial learning
(Olson et al., 2007). However, removing the DSCR region
with Ms1Rhr/Ts65Dn mice reversed hippocampal-
dependent memory deficits. In addition, detailed
analyses of Ts1Rhr mice revealed an increased size of
dendritic spines and decreased spine density as seen
in Ts65Dn or Ts1Cje mice (Belichenko et al., 2009a,b).
These models demonstrate that despite its name, genes
within the DSCR are not sufficient for the craniofacial
abnormalities and some of the CNS manifestations seen
in DS. This approach again underscores a complex inter-
play of genes in the DSCR with non-DSCR genes located
on Mmu16 as well as Mmu10 and Mmu17. A further
study of the DSCR was recently reported with overex-
pression of RCAN1 (Dierssen et al., 2011). These mice
have disruptions in visual–spatial learning similar to
that seen in people with DS.

A similar technique of chromosomal engineering was
used to make Ts1Yah mice that are trisomic for the syn-
tenic region of Mmu17 including 12 orthologous genes
found on HSA21 (Pereira et al., 2009). These mice have
learning and behavioral abnormalities but enhanced

spatial learning, which is typically a hippocampal-
dependent process. These somewhat contradictory re-
sults firmly support the need for animal models that
have genetic alterations of genes outside of Mmu16
and further underscore the complexity inherent to DS.

The most exciting recent advance using chromosomal
engineeringwas the creation of amousemodel that is tri-
somic for essentially all the relevant portions of Mmu16,
Mmu10, and Mmu17 that correspond to HSA21 (Yu
et al., 2010). These Dp(10)1Yey/þ, Dp(16)1Yey/þ, and
Dp(17)1Yey/þ mice (Dp(10, 16, 17)) exhibit impaired
hippocampal-dependent learning and hippocampal
long-term potentiation (LTP). In addition, a few Dp(10,
16, 17) mice had aqueductal stenosis and hydrocephalus.
No potential abnormalities of the cerebral cortex or cra-
niofacial or cardiac defects relevant to DS have been
reported to date.

30.3.3 Transchromosomic DS Mouse Model
Using Human DNA

While the new Dp(10, 16, 17) mouse described previ-
ously is very promising, alterations in DS may require
increased expression of human genes and/or functional
changes in human proteins. To address this possibility,
mice have been generated using microcell-mediated
chromosomal transfer (Shinohara et al., 2001). These
Tc1 animals contain an approximately 42-Mb portion
of HSA21 (O’Doherty et al., 2005). However, these ani-
mals are limited as a DS model because of loss of the
human chromosome in a variable fashion in different or-
gans and tissues. This mosaicismmay be broadly similar
to that seen in people with DS but significantly hampers
the use of Tc1 mice for biomedical research.

30.3.4 Nonmouse Models of DS

While mouse models have dominated the field of DS
research, additionalmodels have been developed inDro-
sophila, Caenorhabditis elegans, and even yeast by modify-
ing orthologous genes found within HSA21 (Guipponi
et al., 2000; Moldrich, 2007; Tejedor et al., 1995). As dis-
cussed below, these additional model systems have
allowed the testing of individual genes relevant to DS
and the study of conserved gene expression and protein
function (Chang and Min, 2005; Raich et al., 2003; Yu
et al., 2009). Drosophila has been a particularly valuable
and experimentally tractable system. For example, over-
expression of any of the three HSA21 orthologs dap160
(ITSN1), synj (SYNJ1), and nla (DSCR1) produced abnor-
malities in brain synaptic connections, but overexpres-
sion of all three genes impaired synaptic vesicle
recycling and motor function (Chang and Min, 2009).
Such ‘simpler’ model systems can complement existing

HSA21

Mmu16

Mmu17

Mmu10

Mrp139

Znf295

Mrp139 Znf295Ts65Dn

Ts1Rhr

Ts1Cje Znf295Sod1

Ms1Rhr/
Ts65Dn

Cbr1 Znf295

Mrp139 Cbr1

FIGURE 30.2 Schematic of human and mouse chromosomes rele-
vant to DS and comparison of themost commonly usedmouse models.
The majority of HSA21 orthologous genes are located on Mmu16 but
they can also be found on Mmu10 and Mmu17. The commonly used
Ts65Dn, Ts1Cje, Ts1Rhr, andMs1Rhr/T65Dnmouse models of DS fea-
ture triplication of variable segments of Mmu16 as shown. The Ts1Rhr
region contains the ‘Down syndrome critical region’ (DSCR). The
names of specific genes are listed to denote the approximate beginning
and end of each Mmu16 segment.
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mouse models and test single and multiple gene func-
tion and interaction within the developing brain.
Furthermore, these additional model systems may be
well positioned to identify and test new therapies to
ameliorate various brain phenotypes relevant to DS
(Table 30.3).

30.3.5 HumanCellularModels of DS: StemCells
and Patient-Specific Models of Disease

Mouse models of DS described above were generated
with the express intent of identifying biological pathways
altered by the trisomy of genes found on HSA21. As de-
scribed above, these models include Ts65Dn, Ts1Cje,
Ts1Rhr, Ms1Rhr, Tc1, Ts1Yah, and Dp(10, 16, 17). They
have all contributed to our knowledge in defining
genomic regions required for subsets of DS phenotypes
including craniofacial and age-related neurodegenera-
tion, cardiovascular phenotypes, learning and memory
deficits, cerebellar hypoplasia, and partial penetrance
neonatal lethality. These models may have served best
by reaffirming the complexity of DS and the ongoing chal-
lenges in modeling a ‘simple’ trisomic disease. In addi-
tion, these mouse models have focused attention on a
subset of HSA21 genes (e.g., DSCR1, DYRK1A, APP,
and SOD1) and biological pathways (nuclear factor of ac-
tivated T cells (NFAT) activation, Hedgehog signaling,
and microtubule-based intracellular transport) that ap-
pear to play an important role in the generation of these
phenotypes in the mouse models (see Section 30.4). The
existingmouse models and other model organisms as de-
scribed earlier suffer from limitations that are important
to consider when applying research findings to DS. First,
most of the models are trisomic for only a subset (one or
more) of the homologous genes onHSA21 and as such fail
to account for the impact of these other genes in the pro-
cesses and phenotypes being studied. The generation of

the Tc1 model carrying an almost intact HSA21 largely
overcame this problem. However, as described above,
the mosaic loss of HSA21 from a significant portion of
cells in these animals complicates the interpretation of
the phenotypes in this model. Second, regulatory control
of exogenous human genes may differ from that of their
endogenousmouse counterparts; thus, the degree of over-
expression of trisomic genes may not accurately model
the expression of these genes in patients. Indeed, the lack
of DS-like anatomical and morphological phenotypes in
the Tc1 model may be due to differences in expression
of human genes in the mouse. Third, genetic interactions
with genes not found on HSA21 may show species-
specific differences; thus, pathways identified in the
mouse may play a stronger or weaker role in the human
condition. Finally, there are several discrepancies be-
tween the mouse models and human patients including
differences in skeletal modifications, absence of compara-
ble gastrointestinal abnormalities, failure to observe corti-
cal lamination defects, and hypoplasia of the cerebrum in
the mouse models (Delabar et al., 2006). The recent crea-
tion of Dp(10, 16, 17) mice may circumvent many of these
concerns though it remains possible that human genes
and proteins have different pathological roles leading to
the phenotypes seen inpeoplewithDS.Muchmore exten-
sive evaluations of Dp(10, 16, 17) mice will be required to
see if they will become the preeminent animal model for
DS. Despite these shortcomings, trisomy mouse models
are currently the best available research tool for studying
the molecular pathophysiology of DS in a whole animal.
However, a human-based neuronal/glial model of DS
would address many of the caveats discussed here, facil-
itate the translation of research findings between human
and animal research, and speed the discovery and testing
of therapeutic targets.

At the end of 2007, three independent laboratories,
headed by Shinya Yamanaka (Kyoto University), George
Daley (Harvard Medical School), and James Thomson

TABLE 30.3 Nonmouse models of DS

Organism Gene alteration Abnormalities Limitations Reference

Drosophila
melanogaster

Overexpression of
dap160 or synj or nla1

Reduced recycling of
neurotransmitter vesicles

Divergent evolution, lack of interactions with
other DS-related genes

Chang and
Min (2009)

Drosophila
melanogaster

Overexpression of
dap160 and synj and
nla1

Reduced recycling of
neurotransmitter vesicles and
impaired locomotion

Divergent evolution, studies limited to three
overexpressed genes

Chang and
Min (2009)

Drosophila

melanogaster

Loss of Dscam exon
19

Impaired neural development and
axonogenesis

Divergent evolution, unable to study interactions
with other DS-related genes, unclear relevance to
DS

Yu et al.
(2009)

Caenorhabditis

elegans

Overexpression of
mbk-1 (DYRK1A)

Impaired odortaxis Divergent evolution, unable to study interactions
with other DS-related genes

Raich et al.
(2003)

Homo sapiens iPSC with trisomy 21 None reported In vitro studies only Park et al.
(2008)
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(University of Wisconsin–Madison), generated pluripo-
tent stem cells from adult human dermal cells with the
developmental potential seemingly equivalent to that
of human embryonic stem cells (Park et al., 2008;
Takahashi et al., 2007; Yu et al., 2007). These iPSCs were
found to be competent to generate all three major cell
type lineages and resemble embryonic stem cells in
their pluripotency and other important characteristics.
Human iPSCs can be differentiated into embryoid bod-
ies as has been done with human embryonic stem cells
(Takahashi et al., 2007; Yu et al., 2007). Neural progenitor
cells can be harvested from embryoid bodies and cul-
tured prior to differentiation into neurons and glia
(Yeo et al., 2007, 2008). The ability to generate iPSCs from
human patients is anticipated to open up a new frontier
of research into human disease. The study of the patho-
genesis of DS represents an almost ideal application of
this technology given the challenges of modeling tri-
somy of HSA21 in other model systems, as discussed
earlier. Furthermore, the ability to differentiate neurons
and glia from DS iPSCs offers a chance to examine in de-
tail changes in both the development andmaintenance of
neural function caused by trisomy HSA21 in the context
of human cells. Finally, the relative ease to expand,
maintain, culture, and differentiate iPSCs will enable
this resource to be utilized by a broader range of research
laboratories around theworld, expanding both the scope
and depth of DS research being pursued. To date, there
has been a single report of iPSCs being generated from
trisomy 21 fibroblasts (Park et al., 2008). This is an impor-
tant ‘proof of principle’ and establishes that trisomy of
HSA21 does not prevent the reprogramming process re-
quired to make iPSCs and that this exciting new technol-
ogy can be effectively applied to the study of DS.

30.4 NEUROLOGICAL AND
FUNCTIONAL CORRELATES OF THE DS

PHENOTYPE

Research efforts to better understand the cellular and
functional basis of the DS phenotype have followed a
two-pronged strategy. The first strategy is to character-
ize and define the neurological, functional, and neuroan-
atomical correlates of the DS genotype in human
patients. This enables understanding of the specific neu-
rological phenotypes associated with DS. The second
strategy seeks to refine this knowledge by a detailed
study of the molecular, cellular, and functional corre-
lates of the DS genotype using experimental model sys-
tems. Under this approach, researchers have sought to
understand the pathophysiological basis of the DS
phenotype by characterizing and identifying the myriad
observable differences between DS and control groups
and developing a hierarchy of potential cause–effect

relationships between biomarkers of the disease and
the behavioral, cognitive, and neurological challenges
facing patients. Thus, phenotypes in DS animal and
cellular models are consistently compared and con-
trasted to the clinical phenotypes of the DS patient. This
approach seeks to increase scientific confidence in the
accuracy of DS model systems to recapitulate the patho-
physiology of trisomy HSA21. Here, we examine known
DS model phenotypes and their possible relationships
with known DS phenotypes. Studies on phenotypic cor-
relates of the DS genotype fall under two broad catego-
ries: (1) studies examining the influence of specific
trisomic genes to particular DS phenotypes and (2) stud-
ies using models with multiple trisomic genes (from
several genes up to near-complete representation of
HSA21 genes) to better understand the cellular, behav-
ioral, and functional correlates of the DS genotype.

30.4.1 Behavioral, Motor, and Cognitive
Alterations

Mouse models of DS have been carefully examined
for cognitive, motor, and behavioral deficits consistent
with the intellectual disability, motor, and behavioral
features associated with DS. The specific nature of the
DS phenotype has been extensively characterized aswell
as compared and contrasted with other developmental
disorders. The intellectual quotient of individuals
with DS averages about 50 (Contestabile et al., 2010;
Vicari, 2004; Vicari et al., 2000, 2005). However, mental
retardation is insufficient to explain the specific pattern
of neuronal functional domains affected in DS. For exam-
ple, despite similar or even less severe mental retarda-
tion, the distinctive characteristics of children with DS,
compared to children with other developmental and in-
tellectual disabilities, have been recognized as advanta-
geous for their rearing and social integration (Corrice
and Glidden, 2009). Individuals with DS exhibit a de-
creased risk for maladaptive behaviors, psychopathol-
ogy, or emotional disturbance compared to others
having a similar degree of mental retardation (Dykens,
2007). However, DS individuals carry a tenfold larger
risk for a comorbid diagnosis of autism than the general
population (Molloy et al., 2009). Despite this, social inter-
actions and repetitive movements are not considered a
part of the core DS phenotype (Corrice and Glidden,
2009; Dykens, 2007; Molloy et al., 2009; Zigler and
Hodapp, 1991). Instead, speech and language difficulties,
along with learning and memory deficits, are the princi-
pal phenotypic features of DS (Contestabile et al., 2010).
In addition, individuals with DS show elevated gaze fix-
ation and decreased scanning for novel stimuli in the
environment, as well as subdued emotional responsive-
ness (Zigler and Hodapp, 1991). Also, significant delays
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in the development of cognitive and neurological mile-
stones are reported for DS (Nadel, 2003). Hippocampal
and prefrontal cortical dysfunction appears to be at the
core of these deficits (Nadel, 2003). Declines in both
short- and long-term memory as well as in memory con-
solidation have been reported, with deficits in both
visual–spatial as well as verbal memory. Finally, a large
portion of patients with DS exhibit a progressive cogni-
tive decline with aging and the pathological features
of AD.

Several recent reviews summarize the behavioral
phenotypes of DS mouse models (Contestabile et al.,
2010; Rachidi and Lopes, 2007). Common behavioral
abnormalities in these models include decreased fear
conditioning, decreased novel object recognition and
long-term memory, decreased spatial learning and
memory, hypoactivity and decreased exploratory be-
havior, and delayed acquisition of sensorimotor skills.
These behavioral phenotypes are consistent with the hu-
man DS phenotype and arguably validate these models
for mechanistic study and detailed characterization. By
far the most widely used and extensively characterized
of these models is the Ts65Dn segmental trisomy mouse
model (Figure 30.2). Characterization of these mice
revealed a significant developmental delay in acquisi-
tion of sensorimotor behaviors (Holtzman et al., 1996).
Of particular note was a delay in the pattern of ultrasonic
vocalizations, possibly similar to the delay in speech
seen in human DS children (Holtzman et al., 1996).
The newest and most complete mouse segmental triso-
mic DS genetic model, Dp(10, 16, 17), exhibits deficits
in hippocampal-dependent learning and memory by
the Morris water maze test, in which trisomic animals
spent significantly less time searching for a hidden plat-
form in the target quadrant as well as the contextual fear
conditioning test (Yu et al., 2010). Analysis of the HSA21
‘transchromosomic’ mouse model, Tc1, also revealed
spatial learning and memory deficits by Morris water
maze and novel object memory deficits (Morice et al.,
2008; O’Doherty et al., 2005). However, while defects
in short-term spatial and novel object memory were
detected, long-term memory appeared to be intact. This
is in contrast to the Ts65Dn model, which exhibits defi-
cits in long-term memory of novel objects (Fernandez
and Garner, 2008), or the Ts1Cje model, which has nor-
mal performance in short- and long-term novel object
memory tests (Fernandez and Garner, 2007). The basis
for these discrepancies in DS mouse models is unre-
solved. Possible explanations include (1) the inclusion
of different partially overlapping sets of HSA21 gene
or related genes in the various models, (2) difficulties
in modeling the influence of human trisomy in a rodent
model, and (3) environmental factors or experimental
differences that may influence mouse behavior
experiments.

Genetic dissection of DS mouse phenotypes, to attri-
bute specific HSA21 genes or chromosomal regions to
the DS phenotype, has received considerable attention
in the field. Approaches to asking questions on the role
of genes specific to the DS phenotype take advantage of
various mouse models with partially overlapping sets of
triplicated genes, for example, the analysis of novel ob-
ject memory in the Ts65Dn and Ts1Cje lines mentioned
earlier (Fernandez and Garner, 2007), as the Ts65Dn line
contains additional genetic material homologous to
HSA21 not found in the Ts1Cje line. Comparison of par-
tially overlapping segmental trisomic mouse models can
provide insight into the genetic basis of the DS behav-
ioral phenotypes. For example, the work of Epstein
and colleagues with the Ts65Dn, Ts1Cje, and Ms1Ts65
lines examined correlations between motor activity
and learning and memory by Morris water maze be-
tween the App to Sod1, Sod1 toMx11, and App toMx1 ge-
netic intervals (Sago et al., 2000). However, complexities
and differences in phenotypic penetrance have made
clear genotype–phenotype correlations challenging. This
complexity is further exemplified by work on a segmen-
tal trisomic model (Ts1Yah) that contains genes found in
the subtelomeric region of HSA21 (Abcg1 to U2af1) from
Mmu17 and genes that are excluded from the widely
used Ts65Dn, Ts1Cje, and Ms1Ts65 mice, which include
only HSA21 homologous genes found on Mmu16
(Pereira et al., 2009). The Ts1Yah line exhibits deficits
in novel object recognition, but improvements above
control lines for spatial memory (Pereira et al., 2009).
This work again revealed additional complexity in the
combinatorial genotype–phenotype correlations that
could contribute to the overall DS phenotype.

A complementary approach to genetic dissection of
HSA21 genes and their contribution to the DS phenotype
is to perform detailed phenotypic characterization in
single-locus genetic models. For example, a BAC trans-
genic model of the Abcg1 locus found no alterations in
behavioral tests for anxiety or working memory
(Parkinson et al., 2009). While these results suggest that
the Abcg1 locus does not contribute to the cognitive def-
icits in DS, cautionmust be taken in drawing this conclu-
sion, given that the potential influence of other HSA21
loci cannot be ruled out. A Dyrk1a BAC transgenic
model, in contrast, exhibited profound learning and
memory deficits on the Morris water maze test (Ahn
et al., 2006). While these results strongly suggest that
Dyrk1a contributes to learning and memory deficits in
DS, caution must also be taken concerning this conclu-
sion as its relative contribution in the context of full tri-
somy HSA21 is unknown. Another example is the Sim2
transgenic lines that display anxiety-related behaviors
similar to those found in segmental trisomy models that
include Sim2 such as Ts65Dn (Chrast et al., 2000). In ad-
dition to overexpression models, genetic knockout of
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HSA21 homologous genes may also inform us about the
role of genes in the DS phenotype. For example, the
RCAN1 null mouse exhibits deficits in spatial learning
and memory as well as contextual learning (Hoeffer
et al., 2007). The phenotype is similar to lines with ele-
vated calcineurin activity. Closer study revealed the
RCAN1 null mouse has elevated activity in this pathway
(Hoeffer et al., 2007). Functional analysis of HSA21 genes
can provide mechanistic insight into the neural path-
ways underlying behavioral phenotypes.

30.4.2 Neurogenesis

DS is associatedwith reduced brain size (�80% of typ-
ically developing humans) from very early in develop-
ment (�5-month fetuses) through adulthood (Pinter
et al., 2001b; Schmidt-Sidor et al., 1990; Winter et al.,
2000). Both hypocellularity and hypoplasia likely con-
tribute to this phenotype (Contestabile et al., 2010). Sev-
eral regions of the brain are affected including the
neocortex (entorhinal, frontal, prefrontal, and temporal
cortices), hippocampus, amygdala, cerebellum, hypo-
thalamus, and brainstem (Aylward et al., 1997a, 1999;
Contestabile et al., 2010; Kesslak et al., 1994; Pine et al.,
1997; Raz et al., 1995; Sylvester, 1983; Teipel and
Hampel, 2006; Teipel et al., 2003, 2004). Several studies
converge upon particularly substantial decreases in
brain volume for the hippocampus and temporal lobe.
Indeed, behavioral- and neural activity-based animal
studies have focused upon phenotypic abnormalities
of the hippocampus in part for this reason. Neurogenesis
defects, reductions in the numbers of neurons generated
in development, are likely to substantially contribute to
reduced brain size in DS and have been observed in both
DS fetuses and children (Contestabile et al., 2010; Guidi
et al., 2008; Larsen et al., 2008; Wisniewski, 1990;
Wisniewski et al., 1984). Schmidt-Sidor and colleagues
examined brains of fetuses of 15–22 weeks gestational
age and from birth to 60 months of age and reported that
initial defects occur sometime between 22 weeks of age
and birth (Schmidt-Sidor et al., 1990). Thus neurogenesis
defects likely represent the earliest neurological pheno-
typic evidence of the DS genotype. Indeed, some of the
earliest descriptions of neurological phenotypes in
mouse models of DS (e.g., trisomy Mmu16) are reports
of neurogenesis defects in these models (Haydar et al.,
1996; Sweeney et al., 1989).

Detailed characterization and mechanistic studies in
animal models of DS, such as the Ts65Dn and Ts1Cje,
have confirmed defects in cell proliferation and neuro-
genesis (Chakrabarti et al., 2007; Contestabile et al.,
2009a,b; Moldrich et al., 2009). In agreement with rodent
models, a human neuroprogenitor model of DS revealed
that despite similar initial production of neurons,

progenitors with trisomy HSA21 produced fewer neu-
rons when cultured for over 10 weeks (Bhattacharyya
et al., 2009). Examination of granule cell precursors from
the Ts65Dn mouse revealed that prolonged G1 and G2
phases of the cell cycle contributed to decreased prolifer-
ation (Contestabile et al., 2009a). Examination of cortical
and hippocampal neuroprogenitors in the Ts65Dn
model also revealed evidence of a longer cell cycle con-
tributing to reduced neurogenesis (Chakrabarti et al.,
2007; Contestabile et al., 2007). Furthermore, reductions
in neurogenesis in the Ts65Dn mouse model are associ-
ated with decreased synaptogenesis in the first postnatal
week (Chakrabarti et al., 2007). Multiple neuronal cell
types are potentially influenced by alterations in neuro-
genesis and neurodevelopment, including the serotoner-
gic, noradrenergic, GABAergic, and cholinergic neurons
(Bar-Peled et al., 1996; Dierssen et al., 1997; Fiedler et al.,
1994; Granholm et al., 2000; Kleschevnikov et al., 2004;
Whittle et al., 2007). Finally, the neurogenesis defect
may not occur only in development, as the Ts1Cje
line exhibits a reduction in adult neurogenesis with a
concomitant rise in production of astrocytes (Hewitt
et al., 2010).

DYRK1A is a member of the dual-specificity tyrosine-
regulated kinase family thatmaps toHSA21 21q22.2. The
Drosophila homolog of DYRK1A, minibrain (mnb), is re-
quired for postembryonic neurogenesis. Loss of mnb
causes reduced optic lobes and central brain likely
caused at least in part by abnormal spacing of neuropro-
genitors in the larval brain (Tejedor et al., 1995). This
gene family shares homology with other kinases in-
volved in regulation of cell division. The DYRK kinase
family is so named because of its autophosphorylation
of tyrosine residues in its YXY activation loop and ser-
ine/threonine phosphorylation of its protein substrates.
The subsequent mapping to HSA21, findings of early
neural expression in humans and rodents, and overex-
pression in DS brain and the Ts65Dn mouse model drew
attention to this gene as a candidate for contributing to
the neurogenesis and neurodevelopment phenotypes
in DS patients (Guimerá et al., 1996; Guimera et al.,
1999; Shindoh et al., 1996; Song et al., 1996). Decreased
expression of the mouse homolog causes developmental
delay and alteration in brain morphology (Fotaki et al.,
2002). To more specifically examine the influence of this
gene on neurogenesis in DS, D’Arcangelo and colleagues
overexpressed mouse Dyrk1A in the cortex by in utero
electroporation (Yabut et al., 2010). They report that
overexpression promotes neuronal maturation while
inhibiting proliferation of neural progenitors (Yabut
et al., 2010). Minimal influence of cell fate was observed,
suggesting that Dyrk1A acted predominantly by
influencing production of neurons rather than alter-
ations in the neurodevelopmental program itself. Fur-
thermore, these phenotypes were dependent on kinase
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activity and nuclear export and protein degradation of
cyclin D1 (Yabut et al., 2010). In further support of a role
of this gene in regulation of neurogenesis and brain size,
patients with a loss of theDYRK1A gene presentwithmi-
crocephaly (Fujita et al., 2010; Moller et al., 2008).

Other genes likely also contribute to defects in neuro-
genesis and neurodevelopment. For example, the Olig1
and Olig2 genes contribute to an imbalance in excitatory
and inhibitory neuronal systems (Chakrabarti et al.,
2010). While many neuronal populations exhibit de-
creased numbers, examination of the Ts65Dn model
revealed an increase in the parvalbumin and somatostatin
subclasses of inhibitory neurons, with no change in the
number of calretinin inhibitory neurons (Chakrabarti
et al., 2010). Restoration of disomy to the Olig1 and Olig2
genes was found to rescue this phenotype. Other genes
that may contribute include TTC3, which has been shown
to inhibit neuronal differentiation in a cell culture model
(Berto et al., 2007). Sim2 plays a critical role in Drosophila
neurogenesis (Chrast et al., 2000), and the HSA21 gene
Sim2 mouse homolog exhibits CNS-specific expression
patterns consistent with a role in mammalian neurogen-
esis (Rachidi et al., 2005). Finally, altered responses to
key neuronal proliferative signaling systemsmay also un-
derlie alterations in neurogenesis. Cerebellar granule neu-
ron precursors normally exhibit a strong mitogenic
response to the morphogen Sonic hedgehog (SHH). Puri-
fied granule neuron precursors from the Ts65Dn model
were found to have a significantly reduced proliferative
response to SHH (Roper et al., 2006a). Interestingly, ad-
ministration of a small molecule agonist of the SHH
signaling pathway (SmoothedAgonist)was able to rescue
thedecreasedproliferativephenotypeof thesecells (Roper
et al., 2006a). In summary, a complex interplay ofdevelop-
mental signaling and altered expression of multiple
HSA21 genes likely contributes to the DS neurogenesis
phenotype.

30.4.3 Regional Connectivity and Development
of Neural Circuits

One plausible explanation for the learning and
memory deficits and other psychiatric and cognitive
phenotypes associated with DS is a failure to set up
the normal neural circuits and appropriate brain re-
gional connectivity in development. Thus, in addition
to alterations in the numbers and types of neurons
generated during development (discussed earlier in
Section 30.4.2), the establishment of abnormal brain cir-
cuitry during development is also hypothesized to con-
tribute to the DS phenotype. However, less work has
been done in this area relative to studies examining
the contribution of alterations in neurogenesis and/or
changes in neuronal activity at the cellular level. Indeed,

reported alterations in brain morphology are often attrib-
uted to alterations in regional neurogenesis rather than
changes in the neural circuits themselves (Contestabile
etal.,2010;RachidiandLopes,2007).MRIstudiesofpeople
with DS indicate the potential of structural changes (e.g.,
disproportionate loss of volume in the cerebellum, hippo-
campus, and a subregion of the superior temporal gyrus
and increased subcortical graymatter) to underlieDS cog-
nitive and behavioral phenotypes (Frangou et al., 1997;
Pinter et al., 2001a,b; Raz et al., 1995). A recent fMRI study
of children with DS during a story-listening task revealed
reduced activation of receptive language areas (superior
and temporal gyri; Losin et al., 2009). Likewise, a magne-
toencephalography study has suggested that cortical
activationpatternsduringmotor tasksandmotor observa-
tional tasks are less coherent in the DS brain, showing
broader activation patterns and reduced lateralization
(Virji-Babul et al., 2010). Finally, changes in amino acid
and monoamine neurotransmitters (e.g., serotonin, dopa-
mine, andGABA) in theDS fetal brain also suggest defects
in the development of neural circuits (Whittle et al., 2007).
Despite evidence that alterations in brain structure and
connectivity underlie mental retardation in DS and
other developmental disorders, there is growing recogni-
tion that ameliorative therapy may still be possible
(Dierssen and Ramakers, 2006).

As mentioned previously, a prominent feature of the
DS phenotype is reduced brain size. Detailed three-
dimensional quantification of brain morphology by
high-resolution MRI in the Ts65Dn and Ts1Rhr models
has examined the relative contribution of changes in
brain volume and brain shape to this phenotype
(Aldridge et al., 2007). Such analysis demonstrates se-
vere reductions in cerebellar volume, with minimal vol-
ume loss in other brain regions (Aldridge et al., 2007),
confirming early observations of reduced cerebellar vol-
ume in the Ts65Dn model as well as DS patients (Baxter
et al., 2000; Scott et al., 1983). Interestingly, the Ts1Rhr
model shows a subtle decrease in overall brain volume,
with a relative sparing of the cerebellum (Aldridge et al.,
2007). This suggests that genes triplicated only in the
large segmental trisomic Ts65Dn model may be respon-
sible for the reduced cerebellar volume phenotype. Fur-
thermore, it is noteworthy that overall brain shape,
measured using 29 independent morphological land-
marks, is unchanged in the Ts65Dn model (Aldridge
et al., 2007). One interpretation of these findings is that
alterations in the cell number and perhaps degree of con-
nectivity (see below) may be more important for the DS
phenotype than dysmorphic or improper/aberrant neu-
ral connections across different brain regions.

Specific HSA21 genes have been implicated in the con-
nectivity andneural circuitry phenotypes inDS. The tripli-
cated Dscam gene functions in neuronal morphogenesis
and connectivity by contributing to establishment of
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diverse neural connectivity patterns in development (Gao,
2007; Schmucker, 2007; Yu et al., 2010). In addition, mosaic
spacing, axonal targeting, and appropriate arborization of
the neuronal pathways in the mouse and Drosophila brain
require Dscam (Fuerst et al., 2008; Hattori et al., 2007;
Hummel et al., 2003). Additional evidence for altered con-
nectivity was acquired indirectly by measures of cellular
transport between the hippocampal to forebrain circuit.
That the circuit appears to be intact, and indeed more ro-
bust than wild type, suggests that this circuit is not func-
tioning properly in Ts65Dn mice (Bearer et al., 2007).
Lastly, alterations in the structural features on synapses
likely contribute to theDSphenotype. Lucifer yellow injec-
tions into neurons of the hippocampus and cortex of the
Ts65Dn model revealed enlarged dendritic spines and
other changes in synaptic architecture (Belichenko et al.,
2004). The Dyrk1a gene (trisomic in both Ts65Dn and
Ts1Rhr models) has been strongly implicated in defects
in both neuronalmorphology and connectivity by altering
synapse formationanddendritic architecture (Contestabile
et al., 2010).Heterozygosity (lossofasingleallele)ofDyrk1a
in the mouse alters cortical circuitry by decreasing den-
dritic branching and spines (Benavides-Piccione et al.,
2005), perhaps via alterations in cAMP-responsive ele-
ment-binding protein or NFAT activity (Arron et al.,
2006; Hammerle et al., 2003). Furthermore, alterations in
the Notch signaling pathway due to increased Dyrk1a ac-
tivity couldcontribute toalterations inneuraldevelopmen-
tal pathways in DS (Fernandez-Martinez et al., 2009).
Additional evidence for alterations in neural circuitry
comes from analysis of electrophysiological alterations in
the hippocampus revealing increased connectivity despite
reduced excitatory and inhibitory inputs (Hanson et al.,
2007). An important question for potential therapeutic in-
tervention is whether these and other changes in neuronal
morphology can be altered once established. Evidence in
favor of this view is emerging, based in part on improve-
ments in cortical pyramidal cell dendritic andspinepheno-
types associated with environmental enrichment in
Ts65Dn models (Dierssen et al., 2003). Interestingly, such
environmental enrichment-related alterations in brain
structure correlatewithameliorationofbehavioral, cell sig-
nal transduction, and neurogenesis phenotypes in the
Ts65Dn model (Baamonde et al., 2011; Chakrabarti et al.,
2011;Martı́nez-Cué et al., 2005). These data add to a grow-
ing awareness that even neuronal structure-related pheno-
types in DS may be amenable to clinical intervention
(Dierssen and Ramakers, 2006).

30.4.4 Neuronal Dysfunction in DS

Alterations in neuronal function are diverse, as
expected given the DS genotype. Our discussion of a
key subset of altered cellular function is split into four
broad categories below.

30.4.4.1 Plasticity and Synaptic Function

There is evidence for alterations in both excitatory and
inhibitory circuits in DS. Loss of asymmetric synapses
(predominantly excitatory), without changes in the
number of symmetric synapses (predominantly inhibi-
tory), in the cortex of the Ts65Dn model suggested that
the excitatory circuits may be the first to be affected
(Kurt et al., 2000). However, detailed examination
revealed alterations in the size of symmetric synapses
(Belichenko et al., 2009a,b). Furthermore, immunostain-
ing for markers of inhibitory neural circuits revealed in-
creased calretinin GABAergic synapses in the cortex of
the Ts65Dn model (Pérez-Cremades et al., 2010). Modu-
latory circuits may also be affected, as suggested by the
loss of striatal interneuron LTP in the Ts65Dn model (Di
Filippo et al., 2010). Indeed, changes in synaptic plastic-
ity have been observed throughout the brain including
decreased LTP in the hippocampus (Hanson et al.,
2007; Kleschevnikov et al., 2004; Siarey et al., 1997).
LTP and LTD deficits have also been reported in the
Ts1Cje DS mouse model (Siarey et al., 2005). Impor-
tantly, the most complete of the segmental trisomic
mouse models, the Dp(10, 16, 17) mouse model, vali-
dated electrophysiological and corresponding behav-
ioral deficits (Yu et al., 2010). Changes in a pair
associative stimulation (PAS) paradigm confirmed these
findings of LTP deficits in DS patients (Battaglia et al.,
2008). Reduced activation of NMDA receptors, increased
GABAB potassium currents, and elevated rates of
mESPCs in the Ts65Dn model likely contribute to the
changes in synaptic plasticity (Best et al., 2007, 2008;
Kleschevnikov et al., 2004). Depressed hippocampal
LTP was found to be suppressed by pharmacological in-
terventions that increase inhibitory tone (Kleschevnikov
et al., 2004). The GIRK2 potassium channel, encoded by
an HSA21 gene, has also been implicated in changes in
the balance of excitatory and inhibitory transmission in
DS (Best et al., 2007; Harashima et al., 2006). Another
HSA21 gene,RCAN1, regulates LTP via phosphatase sig-
naling (Hoeffer et al., 2007). Additionally, LTP and LTD
are altered in a DYRK1A BAC transgenic model overex-
pressing this single HSA21 gene (Ahn et al., 2006).

Careful expression analysis of functional components
has revealed subtle defects in synaptic functional com-
ponents in DS. Proteomic analysis of synaptosomal frac-
tions in Ts65Dn mice suggested that the overall
composition of synaptic proteins is similar to that in
wild-type animals (Fernandez et al., 2009), though care-
ful quantitative assessment of key components (e.g.,
NR2A, GAD65/67, VGAT, GluR2, Cdk5, neurotro-
phin-3, and GABAA receptor) has revealed subtle
changes (Altafaj et al., 2008; Belichenko et al., 2009a,b;
Pérez-Cremades et al., 2010; Pollonini et al., 2008). One
contributing genetic factor is likely to be trisomic expres-
sion of Dyrk1a, which has been linked to changes in
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NR2A expression and calcium transients (Altafaj et al.,
2008). The HSA21 gene SYNJ1 encoding Synaptojanin
1 is a key regulator of the phosphatidylinositol signaling
and metabolism that is required for normal neuronal
transmission (Voronov et al., 2008).

30.4.4.2 Genetic and Proteomic Dysregulation

The most obvious of the cellular changes expected in
DS are gene expression differences due to the extra copy
of all HSA21 genes. However, likely due to the complex-
ities of gene regulation, not all HSA21 genes are overex-
pressed by the expected 1.5-fold (Ait Yahya-Graison
et al., 2007; FitzPatrick et al., 2002; Mao et al., 2003,
2005). Indeed, these studies revealed genes on HSA21
whose expression was either unchanged from diploid,
overexpressed beyond what is expected from the dose
alone, or even downregulated (FitzPatrick, 2005;
Rachidi and Lopes, 2008). Furthermore, genes located
on other chromosomes also have been found to exhibit
profound differences in expression. These results from
human tissues have been corroborated across DS mouse
models including the Ts1Cje and Ts65Dn (Amano et al.,
2004; Hewitt et al., 2010; Kahlem et al., 2004; Moldrich
et al., 2009; Wang et al., 2004).

Clearly, the magnitude of expression differences dic-
tates the phenotype, and the temporal and physical pat-
tern of expression contributes as well to the phenotypic
consequences of DS. HSA21 gene and HSA21 gene ho-
molog expression maps have been generated to identify
tissues and brain regions where and when HSA21 genes
are expressed and misexpressed in DS (Gitton et al.,
2002; Kahlem et al., 2004; Reymond et al., 2002). The in-
fluence of trisomy HSA21 is further complicated by the
finding that overexpression of the HSA21 homolog
Dyrk1a is sufficient to elicit global changes in cortical
gene splicing that are also seen in DS fetal brain samples
(Toiber et al., 2010). Thus, even a single gene whose ex-
pression is altered by trisomy can influence gene expres-
sion throughout the genome. Finally, changes in gene
expression do not consistently result in matching
changes in protein levels. Thus recent analysis of the
DS proteome will also be necessary to achieve an accu-
rate model of the cellular consequences of the DS
genotype (Delom et al., 2009; Patterson, 2009; Shin
et al., 2006, 2007).

30.4.4.3 Dysregulation of Vital Cellular Processes

The transcriptome and proteome alterations in DS po-
tentially lead to diverse dysregulation of vital cellular
processes. For example, several HSA21 genes have been
functionally linked to membrane and vesicular traffick-
ing. The HSA21 homologous gene, Itsn1, plays a role
in endocytic processing and vesicular trafficking (Yu
et al., 2010). Misexpression of the HSA21 homolog of
b-amyloid precursor protein (b-APP) contributes to

alterations in nerve growth factor (NGF) transport
(Salehi et al., 2006), while the DSCR1/RCAN1 homo-
logue regulates vesicle exocytosis (Keating, 2008).
Other changes include alterations in the levels of myo-
inositol in the brain, altered proteolytic processing
of APP, and increased sensitivity to genotoxic
stress (Beacher et al., 2005; Micali et al., 2010; Tansley
et al., 2007).

30.4.5 Aging and Neurodegeneration

Neurodegeneration in DS is known to produce signif-
icant cognitive deficits and declines in patients afflicted
with this illness. The pathogenesis of the disease is
thought to be based on several major age-related pro-
cesses: the formation of amyloid plaques, the degenera-
tion of basal forebrain cholinergic neurons (BFCNs), and
increased production of reactive oxygen species (ROS).
Neurodegenerative mechanisms contribute to DS cogni-
tive impairment given that early-onset AD occurs with
an extremely high prevalence in these individuals
(Contestabile et al., 2010). These neurodegenerative pro-
cesses are known to have a strong genetic component, as
several genes promote amyloidosis and respond to oxi-
dative stress in the pathophysiology of DS. As the life-
span of DS individuals has increased significantly in
recent years, obtaining greater understanding of path-
ways critical to the neuropathology of DS has been an ac-
tive area of research that may yield future therapeutic
targets to halt the progression of neurological symptoms.

30.4.5.1 DS and the Formation of Amyloid Plaques
and NFTs

Individuals with DS present in the clinic with forma-
tions of amyloid plaques and progressive degeneration
of BFCN (Casanova et al., 1985; Lockrow et al., 2009;
Mufson et al., 2003). The presentations of senile plaques
generally occur during middle age and are highly simi-
lar to that observed in the pathology of AD. The forma-
tion of these AD-type brain lesions occurs by the fourth
decade of life, which is 20–30 years earlier in onset than
patients suffering from AD (Iqbal and Grundke-Iqbal,
2010; Iqbal et al., 2010). These plaques are causally
related to overexpression of b-APP whose gene is tripli-
cated in DS (Contestabile et al., 2010). Full-length b-APP
is proteolytically cleaved by b- and g-secretase generat-
ing Ab peptides, which then form plaques in the DS
brain (Contestabile et al., 2010). Ab lesions in the form
of this ‘preamyloid’ appear by around 12 years of age
(though they have been described in the DS neonatal
brain as well) and are described as amorphous non-
fibrillar aggregates with few dystrophic neurites
(Contestabile et al., 2010; Giaccone et al., 1989; Kida
et al., 1995; Lemere et al., 1996; Mann and Esiri, 1989;
Motte andWilliams, 1989;Wisniewski et al., 1994). These
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preamyloid plaques progress to mature Ab plaques
that are associated with neuronal damage and generally
appear during the third decade of life (Contestabile
et al., 2010; Lemere et al., 1996; Wisniewski et al.,
1994). Current research suggests that in addition to amy-
loidosis, overproduction of Ab can trigger early cogni-
tive impairment in dementia by modulating synaptic
activity (Contestabile et al., 2010; Conti and Cattaneo,
2005; Gasparini andDityatev, 2008). Ab aggregates block
LTP in excitatory synapses and enhance LTD by inhibit-
ing glutamate receptors and downregulating N-methyl-
D-aspartate receptors (NMDARs; Contestabile et al.,
2010; Lambert et al., 1998; Li et al., 2009; Shankar et al.,
2008; Townsend et al., 2006; Walsh et al., 2002; Wang
et al., 2002).

In addition to Ab, intraneuronal inclusions of hyper-
phosphorylated tau, a microtubule-stabilizing protein,
develop in the proximal dendrites and cell bodies of neu-
rons and within dystrophic neurites (Contestabile et al.,
2010; Gasparini et al., 2007). Abnormal phosphorylation
of tau causes the formation of NFTs, neuropil threads,
and plaque dystrophic neurites associated with various
neocortical tauopathies that cause dementia (Grundke-
Iqbal et al., 1986a,b, 1988; Iqbal et al., 1986, 1989, 2009;
Lee et al., 1991). In addition, Ab and tau lesions are
known to impact many brain regions in DS such as the
prefrontal cortex, hippocampus, basal ganglia, thala-
mus, hypothalamus, and midbrain (Contestabile et al.,
2010; Wisniewski et al., 1985). These lesions are believed
tomediate the cognitive decline and dementia associated
with DS.

The age-dependent DS phenotypes in the central ner-
vous system are not restricted to cognitive processes but
they also impact the visual system. DS patients present
with distinctive early-onset cerulean cataracts, ‘blue
dot’ cataracts that emerge at the equatorial periphery
of the lens (Moncaster et al., 2010). The lenses of DS in-
dividuals have a characteristic pattern of supranuclear
opacification accompanied by accumulation of Ab, amy-
loid pathology, and fiber cell Ab aggregates (Moncaster
et al., 2010). Laboratory experiments have demonstrated
that incubation of human lens protein in synthetic Ab
promoted light scattering, protein aggregation, and
amyloid formation suggesting that the DS lens pheno-
type is a genetic cataract (Moncaster et al., 2010).

30.4.5.2 Degeneration of BFCNs in DS

In addition to amyloid plaque formation, degenera-
tion of BFCNs and decreased activity of choline acetyl-
transferase with increasing age has been observed in
DS. One of the most significant symptoms associated
with death of cholinergic neurons in DS patients is mem-
ory loss (Ginsberg et al., 2006; Lockrow et al., 2009). In
addition, BFCNs are responsible for providing the ma-
jority of cholinergic innervations to the hippocampus

and cortex and play a significant role in attention and
cognition in both humans and mouse models
(Lockrow et al., 2009; Perry et al., 1977; Whitehouse
et al., 1982). In particular, DS-related cognitive declines
and adult-onset degeneration of BFCNs are observed
in Ts65Dn mice (Chen et al., 2008; Cooper et al., 2001;
Granholm et al., 2000; Holtzman et al., 1996; Lockrow
et al., 2009). These results are not unexpected, as there
is a triplication of amyloid precursor protein (App) gene
in the Ts65Dnmouse (Cataldo et al., 2003; Lockrow et al.,
2009). App triplication in the Ts65Dn mouse also influ-
ences early endosomal processes, NGF trafficking, and
loss of BFCNs (Lockrow et al., 2009; Salehi et al., 2006).
Interestingly, these declines occur despite absence of
amyloid plaques in the Ts65dn mouse model (Seo and
Isacson, 2005).

30.4.5.3 ROS, Oxidative Stress, and
Neurodegeneration in DS

Based on the close mirroring of the neuropathological
findings between DS and AD, the role of mitochondria,
specifically oxidative stress, has been highly implicated
in the pathogenesis of DS. After development of a proox-
idant state early in the progression of the disease, indi-
viduals suffering from DS demonstrate elevated levels
of DNA damage and lipid peroxidation (Jovanovic
et al., 1998; Lockrow et al., 2009; Pallardo et al., 2006).
Furthermore, cortical neurons inDS individuals show el-
evation in ROS, which contributes to neuronal degener-
ation and induction of apoptosis (Busciglio and Yankner,
1995; Lockrow et al., 2009). Decreased levels of endoge-
nous antioxidants such as a-tocopherol, an inhibitor of
lipid peroxidation, have been demonstrated in patients
with AD; however, no evidence for a protective effect
has been reported for DS individuals (Azzi et al., 2003;
Lockrow et al., 2009). ROS elevation does not determine
the fate of cortical neurons, as administration of antiox-
idants such as vitamin E has been shown to be restor-
ative (Behar and Colton, 2003; Lockrow et al., 2009;
Schuchmann and Heinemann, 2000). This may provide
a therapeutic window into improvement of learning
and memory in DS patients.

30.4.5.4 Genetic Component of Neurodegeneration
in DS

Genetics also plays a profound role in the development
of plaques andNFTs. Theproteindual-specificity tyrosine
phosphorylation-regulated kinase 1A (DYRK1A) is a ser-
ine/threonine kinase that has activity both in neurodeve-
lopment as well as in neurodegeneration (Contestabile
et al., 2010). Upregulation of DYRK1A has been demon-
strated in DS. This enhancement of expression may result
in hyperphosphorylation of tau that further phosphory-
lates glycogen synthase-3b causing tau self-aggregation
into NFTs (Contestabile et al., 2010; Liu et al., 2008). DS
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does not solely associate with upregulation of DYRK1A,
but its kinase activity is also enhanced, further promoting
assembly of tau into filaments (Iqbal et al., 2009; Liu et al.,
2008). Similarly, Down syndrome critical region 1
(DSCR1), a calcineurin inhibitor, is thought to play a role
in DS given its important role regulating mitochondrial
function and oxidative stress.DSCR1 functions as a stress
response element as it is upregulated in reaction to ele-
vated hydrogen peroxide (Contestabile et al., 2010;
Crawford et al., 1997; Lin et al., 2003). Despite this critical
role in reducingoxidative damage to cells, chronic overex-
pression of DSCR1 in the context of DS has a number of
negative side effects consistent with an AD-type degener-
ative process (Contestabile et al., 2010).DSCR1 inhibits the
Ca2þ/calmodulin-dependent protein serine/threonine
phosphatase calcineurin and regulates synaptic activity
(Contestabile et al., 2010; Ermak et al., 2002; Fuentes
et al., 2000; Kingsbury and Cunningham, 2000). DSCR1-
mediated inhibition of calcineurin can lead to increased
NMDARmean open time and opening probability, which
alters neuronal excitability in the brain (Contestabile et al.,
2010; Lieberman andMody, 1994). In addition tomodulat-
ing synaptic excitability, calcineurin acts to dephosphory-
late tau, and inhibition of this pathway leads to a
pathological hyperphosphorylation of tau that correlates
with cognitive impairment (Contestabile et al., 2010;
Gong et al., 1996; Luo et al., 2008; Yu et al., 2006).

30.5 GENETIC MECHANISMS
UNDERLYING DS

The prevailing model of the genetic mechanism un-
derlying the DS phenotype is the ‘gene dosage effect’
model (Contestabile et al., 2010; Patterson, 2007;
Rachidi and Lopes, 2007; Roper and Reeves, 2006;
Salehi et al., 2007). This model suggests that individual
genes along HSA21 each contribute to specific endophe-
notypes that culminate in the overall DS phenotype. This
is likely an oversimplification, as it does not take into ac-
count genetic interactions among HSA21 genes. Thus,
the emergent influence of interactions between multiple
trisomic genes has also been proposed as a genetic mech-
anism in DS. However, this model can be viewed as just
an elaboration of the ‘gene dosage’ model that accounts
for genetic interaction effects. Indeed, strong evidence
exists to support such a role of genetic interactions be-
tween HSA21 genes in the DS phenotype. For example,
overexpression of homologs for three HSA21 genes
(ITSN1, SYNJ1, and DSCR1) alters synaptic function in
Drosophila, but restoring expression of just one amelio-
rates this phenotype (Chang and Min, 2009). Likewise,
substantial evidence exists supporting a role for func-
tional interactions between the HSA21 genes DSCR1
andDYRK1A (de la Luna and Estivill, 2006). The concept

of theDSCRhas been put forward to support the hypoth-
esis that a subset of genes on HSA21 contributes to many
of themajor DS traits (Contestabile et al., 2010; Patterson,
2009). Extensive phenotyping of mouse models that con-
tain portions of the DSCR has elucidated genetic inter-
vals that contribute to specific brain-related and other
phenotypes (Belichenko et al., 2009a,b; Olson et al.,
2007). In addition, case reports of patients with micro-
deletions and/or small segmental duplications have fur-
thered the correlation of gene interval with specific DS
endophenotypes; some recent notable examples are
cited here (Eggermann et al., 2010; Fujita et al., 2010;
Kondo et al., 2006; Lyle et al., 2009; Ronan et al., 2007;
Sato et al., 2008). Lastly, nonspecific effects of the genetic
imbalance caused by trisomy have the potential to mod-
ify global expression patterns to contribute to the DS
phenotype (Contestabile et al., 2010; Patterson, 2007;
Rachidi and Lopes, 2007; Roper and Reeves, 2006;
Salehi et al., 2007). Together, these three genetic mecha-
nisms are thought to underlie the complex genotype–
phenotype correlations that exist in DS.

30.6 TRANSLATIONAL AND
THERAPEUTIC STRATEGIES IN DS

As detailed above, owing to the strength of evidence
that mouse models of DS display clinically relevant phe-
notypes, researchers have begun to explore pharmaco-
logical and other intervention strategies for therapeutic
benefit. Therapeutic strategies range from very early
phenotypes (e.g., decreased neurogenesis) to behavioral
phenotypes (e.g., learning and memory deficits, anxiety)
and neurodegenerative phenotypes (e.g., cognitive de-
cline). For example, given the reduced levels of serotonin
in the DS fetal brain, the selective serotonin reuptake in-
hibitor fluoxetine was tested for rescue of the reduced
neurogenesis phenotype in the Ts65Dn model (Clark
et al., 2006; Whittle et al., 2007). Indeed, 2- to 3-week
treatment paradigms increased neurogenesis in the hip-
pocampus, subventricular zone, cortex, and striatum
(Bianchi et al., 2010; Clark et al., 2006). Fluoxetine treat-
ment was also found to restore expression levels of the
serotonin 1A receptor (5-HT1A) and brain-derived neu-
rotrophic factor (BDNF) as well as to show improvement
in a hippocampal-dependent memory task (Bianchi
et al., 2010). The NMDA receptor uncompetitive antago-
nist memantine is FDA-approved for treatment of mod-
erate to severe AD.Memantine was subsequently shown
to rescue memory task deficits, reduced neuronal num-
ber in the hippocampus, and decreased vesicular gluta-
mate transporter-1 (VGAT1) expression (Costa et al.,
2008; Rueda et al., 2010). More recent studies in the
Ts65Dn mouse model suggest therapeutic potential for
GABAA receptor inverse agonists or b1-adrenergic
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receptor agonists in amelioration of cognitive pheno-
types (Braudeau et al., 2011; Faizi et al., 2011). In
addition, nutritional manipulation has also shown ther-
apeutic promise, for example, perinatal choline, vitamin
E, or green tea extract supplementation (Guedj et al.,
2009; Lockrow et al., 2009; Moon et al., 2010). Future
studies aimed at counteracting the influence of trisomy
HSA21 genes and dysregulated gene networks provide
promise of therapeutic intervention.

30.7 SUMMARY

Trisomy of HSA21 perhaps yields a remarkably mild
clinical phenotype in the face of the profound genetic in-
sult expected from triplication of over 400 genes. The
complexity of the genetics raises an incredible challenge
to elucidate genotype–phenotype correlations across the
constellation of endophenotypes and incomplete pene-
trance that contribute to the clinical presentation of this
disorder. Experimental models of DS range in complex-
ity, model organism, and genetic completeness. But
without doubt, the mainstay of DS basic research has
been mouse genetic models with trisomy of mouse chro-
mosomal regions that are syntenic to HSA21 (e.g.,
Ts65Dn and Dp(10, 16, 17)). However, Drosophila, C. ele-
gans, yeast, other model organisms and human cell lines
also provide important tools in dissecting the function
and interactions of HSA21 genes. The recent generation
of DS iPSC lines yields the promise of human neuronal
models of disease formechanistic and translational stud-
ies. The major neurological phenotypes associated with
DS include (1) behavioral, motor, psychiatric, and cogni-
tive alteration; (2) deficient neurogenesis during devel-
opment and perhaps in adulthood; (3) alterations in
neural connectivity and synaptogenesis; (4) neuronal
dysfunction including deficits in plasticity; and (5) neu-
rodegenerative features similar to AD. Analysis of the
geneticmechanisms underlyingDS has revealed a prom-
inent role for a subset of HSA21 genes. This provides
hope that therapeutic targeting of specific functional def-
icits can ameliorate DS endophenotypes and provide
clinical and behavioral benefits.
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31.1 INTRODUCTION: DISORDERS
OF AXON GUIDANCE

During development, neurons extend their axons
over long distances to form connections with synaptic
targets (Lin et al., 2009; Schmidt et al., 2009). For this pro-
cess to occur, a choreographed sequence of events must
take place (Garbe and Bashaw, 2004; Izzi and Charron,
2011; Lin et al., 2009; O’Donnell et al., 2009). First, neu-
rons and their surrounding target tissues must be spec-
ified to express the correct complement of receptors and
guidance cues, respectively (Garbe and Bashaw, 2004;
Izzi and Charron, 2011; O’Donnell et al., 2009). Second,
receptors must be assembled into the appropriate com-
plexes and localized to the axonal or dendritic growth
cones, whereas guidance cues must be correctly traf-
ficked to and localized within the extracellular environ-
ment (Garbe and Bashaw, 2004; Izzi and Charron, 2011;
O’Donnell et al., 2009). Third, signaling mechanisms
must be in place to integrate and transmit signals from
the surface receptors to changes in the growth cone actin
cytoskeleton, resulting in stereotyped steering decisions
(Garbe and Bashaw, 2004; Izzi and Charron, 2011;
O’Donnell et al., 2009). Each of these steps provides
many potential levels for the regulation of axon guidance
decisions (Garbe and Bashaw, 2004). These processes of
axon guidance are controlled by the so-called axon guid-
ance proteins (Schmidt et al., 2009), and remarkably,
only a handful of human disorders resulting from pri-
mary errors in these processes have been identified
(Engle, 2010).

The physician’s ability to detect disorders of
axon guidance has been augmented by classic, patholog-
ical, radiological, and electrophysiological techniques
(Engle, 2010). Diagnostic radiological and postmortem
neuropathological studies detect overall changes in
white matter volume and major abnormalities of axon
tracts demarcated from the background, such as the cor-
pus callosum, anterior and posterior commissures, optic
chiasm, and cerebellar peduncles (Engle, 2010). Neuro-
pathological studies can also detect the absence of axons
that normally cross the midline at many points in the
brain stem and spinal cord, which are more difficult to
visualize by standard magnetic resonance imaging
(MRI) (Engle, 2010). Electrophysiological studies such
as evoked potentials can reveal aberrant central connec-
tions of peripheral sensory ormotor nerves (Engle, 2010).
Exciting advances in neuroimaging and genetics are rev-
olutionizing the ability to define axon guidance disor-
ders (Engle, 2010). Detailed fiber tract anatomy can
now be visualized using noninvasive tractography such
as diffusion tensor imaging (DTI) and diffusion spec-
trum imaging (Engle, 2010). These techniques provide
tract orientation by determining the anisotropic proper-
ties of water diffusion and can be used to reconstruct the

trajectories of fiber systems in three-dimensional space
(Tovar-Moll et al., 2007; Wahl et al., 2009). Human genet-
ics also is providing unbiased approaches to identify the
etiologies of disorders with aberrant axon tracts (Engle,
2010). For some syndromes, animal and in vitro studies
have confirmed that the encoded protein has a primary
role in axon guidance (Engle, 2010). For others, such
studies reveal a primary role in neuronal specification
and migration rather than, or in addition to, a role in
axon guidance (Engle, 2010). Some neurodevelopmental
disorders without clinical, pathological, or radiological
evidence of aberrant axon tracts have been found to re-
sult from mutations in genes that contribute to axon
guidance in animal models (Engle, 2010).

The major human genetic disorders that result, or are
proposed to result, from defective axon guidance in-
clude genetic mutations that alter axon growth cone li-
gands and receptors, downstream signaling molecules,
and axon transport, as well as proteins without currently
recognized roles in axon guidance (Engle, 2010). For ex-
ample, mutations in the b-tubulin isotype III (TUBB3)
gene have been identified in a series of autosomal dom-
inant disorders of axon guidance, which are known
as the TUBB3 syndromes (Tischfield et al., 2010).
Understanding mechanisms of axon growth and axon
guidance are critical to elucidating developmental disor-
ders (Yu et al., 2010).

31.2 LIGAND/RECEPTOR SYSTEMS
MEDIATING AXON GUIDANCE

During development, neuronal growth cones, the
highly motile, specialized structures at the tips of
extending axons, follow specific pathways and navigate
series of intermediate choice points to find their correct
targets (Allen and Chilton, 2009; Bush and Soriano, 2009;
Cooper, 2002; Izzi and Charron, 2011; Kaprielian et al.,
2001; Nie et al., 2010; O’Donnell et al., 2009; Richards
et al., 2004; Schmidt et al., 2009). Pathway selection by
axons is oriented by a large variety of short- and long-
range guidance cues distributed along the entire path-
way, to which different axons respond differently
(Barkovich et al., 2009; Bush and Soriano, 2009;
Cooper, 2002; Izzi and Charron, 2011; Kaprielian et al.,
2001; Richards et al., 2004; Schmidt et al., 2009). Axon
guidance proteins can be either secreted or associated
with membranes (Kaprielian et al., 2001; Schmidt et al.,
2009). In the case of secreted proteins, gradients are
formed that enable them to signal over long distances,
whereas membrane-bound molecules are responsible
for local signaling (Schmidt et al., 2009). Generating pre-
cise patterns of connectivity depends on the regulated
action of conserved families of guidance cues and
their neuronal receptors (Bashaw and Klein, 2010;
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Kaprielian et al., 2001; Schmidt et al., 2009). Cell surface
receptors residing on growth cones and their associated
axons interpret these signals as positive/attractive or
negative/repulsive forces (Bush and Soriano, 2009; Izzi
and Charron, 2011; Kaprielian et al., 2001; Schmidt
et al., 2009). Local regulation of protein synthesis and
degradation in the axon also contribute to the rapid
changes in growth cone dynamics that occur during ax-
onal navigation (Nie et al., 2010).

Identifying the molecules responsible for guiding
growing axons to their target is only the first step; it is
crucial to know how they are localizedwithin the neuron
itself (Allen and Chilton, 2009). The intracellular signal-
ing cascade initiated on detection of the guidance cue by
the axon-bound receptor triggers dynamic rearrange-
ments of the actin cytoskeleton within the growth cone,
promoting cycles of extension and retraction of filopodia
at the leading edge (Bashaw and Klein, 2010; Cooper,
2002). This allows continual reassessment of the immedi-
ate environment by the growth cone (Cooper, 2002). In
the case of chemoattraction, movement along the desired
trajectory is achieved by elongation of the actin cytoskel-
eton, leading to the promotion of filopodia extension to-
ward the source of the guidance cue (Cooper, 2002). In
contrast, chemorepulsion promotes actin depolymeriza-
tion and filopodia retraction, resulting in growth cone
collapse and ultimately migration away from the ligand
source (Cooper, 2002).

Several phylogenetically conserved families of guid-
ance cues and receptors have been discovered
(Chiappedi and Bejor, 2010; Koeberle and Bahr, 2004;
O’Donnell et al., 2009; Schmidt et al., 2009). The four clas-
sic ligand/receptor systems mediating axon guidance
are (1) semaphorins (sema) and their plexin (plex) and
neuropilin receptors, (2) netrins and their DCC and
UNC5 receptors, (3) slits and their roundabout (Robo) re-
ceptors, and (4) ephrins and their Eph receptors
(Koeberle and Bahr, 2004; Lin et al., 2009; Nie et al.,
2010; O’Donnell et al., 2009; Schmidt et al., 2009). It is
the type of receptor, or receptor complex, expressed on
the growth cone’s surface, rather than a given guidance
cue, that determines the direction of axon growth
(Cooper, 2002; O’Donnell et al., 2009). Additional protein
families previously recognized for other developmental
functions have been implicated in growth cone guid-
ance, including sonic hedgehog (SHH), bone morphoge-
netic proteins (BMPs), and wingless-type (WNT)
proteins (Chiappedi and Bejor, 2010; Giger et al., 2010;
O’Donnell et al., 2009; Schmidt et al., 2009). For example,
WNT proteins have been identified as axon guidance
proteins that play a role in guiding commissural axons
from the spinal cord to the brain (Giger et al., 2010;
Schmidt et al., 2009).

The expression of guidance cues and receptors is
exquisitely tailored to allow growth cones to make

appropriate path-finding decisions at specific times
and places throughout development (O’Donnell et al.,
2009). A wide variety of mechanisms are in place to
ensure the correct presentation and receipt of guidance
signals, ranging from spatially and temporally restricted
transcriptional regulation of cues and receptors to their
specific posttranslational trafficking (Chiappedi and
Bejor, 2010; O’Donnell et al., 2009).

Secreted guidance cues, such as netrins and slits, have
been shown to act as long-range cues, secreted from in-
termediate or final targets, and are presumed to form a
chemotactic gradient along the pathway of the exploring
growth cone (Cooper, 2002). In other instances, these fac-
tors can behave as short-range guidance cues, where
they act over a distance of only a few cell diameters to
affect changes in the direction of growth cone migration
at specific choice points (Cooper, 2002). The molecular
mechanisms that can influence the spatial distribution
of guidance cues are the interaction with heparin sulfate
proteoglycans, protein components of the extracel-
lular matrix or axon-bound proteins, and selective
proteolytic cleavage of the guidance protein (Cooper,
2002). Guidance receptors transport their ligands along
axons to new locations distant from their points of syn-
thesis, thereby determining their spatial distribution
(Cooper, 2002).

Regulating the delivery of guidance receptors to the
growth cone plasma membrane can have profound in-
fluences on axon growth and guidance; the regulation
of receptor expression at the cellular level is not only
strictly confined to surface expression but also includes
regulated removal by endocytosis (Bashaw and Klein,
2010; O’Donnell et al., 2009). Endocytosis may be a nec-
essary aspect of guidance receptor activation and signal-
ing (Bashaw and Klein, 2010). In several cases, receptor
endocytosis seems to be an obligate step in receptor ac-
tivation that is evoked by ligand binding, whereas other
examples point to the modulation of guidance responses
by receptor endocytosis that is triggered by an indepen-
dent pathway (O’Donnell et al., 2009). Endocytosis of
guidance receptors also is influenced by other mem-
brane receptor systems and can lead to changes in re-
sponsiveness to the guidance cue (Bashaw and Klein,
2010). In addition to contributing to receptor signaling,
endocytosis can also modulate axon responses by regu-
lating which receptors are expressed at the surface of the
growth cone (O’Donnell et al., 2009).

Similar to endocytosis, proteolytic processing contrib-
utes to receptor activation and modulates guidance
responses (Bashaw and Klein, 2010; O’Donnell et al.,
2009). A role for proteolysis in axon guidance was
supported by a number of early studies demonstrating
that growth cones secrete proteases, and investigators
proposed that cleavage of extracellular matrix compo-
nents is required to advance through the extracellular
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environment (O’Donnell et al., 2009). Later, genetic
screens for defects in axonal navigation at the midline
in Drosophila implicated the Kuzbanian ADAM (a disin-
tegrin and metalloprotease) family transmembrane
metalloprotease in the regulation of axon extension and
guidance at the midline (O’Donnell et al., 2009). Several
additional studies have implicated ADAM metallopro-
teases and matrix metalloproteases in contributing to
axon guidance in vivo in both invertebrate and vertebrate
nervous systems (O’Donnell et al., 2009).

ADAM10 forms a stable complex with ephrin-A2,
and when EphR interacts with ephrin-A2, the result-
ing ligand–receptor complex is clipped by selective
ADAM10-dependent cleavage of ephrin-A2; cleavage
events are restricted to only those ephrin ligands that
are engaged by receptors (Bashaw and Klein, 2010;
O’Donnell et al., 2009). Ligand/receptor binding and for-
mation of an active complex expose a new recognition se-
quence for ADAM10, resulting in the optimal positioning
of the protease domain with respect to the substrate
(Bashaw and Klein, 2010; O’Donnell et al., 2009). The li-
gand dependence of the cleavage event provides an
elegant explanation for how an initially adhesive interac-
tion can be converted to repulsion and offers an efficient
strategy for axon detachment and attenuation of signal-
ing (Bashaw and Klein, 2010; O’Donnell et al., 2009). The
matrix metalloprotease family can play a similar role in
converting ephrinB/EphB adhesion into axon retraction
by specific cleavage of the EphB2 receptor (Bashaw and
Klein, 2010; O’Donnell et al., 2009). Thus, both ephrin li-
gands and Eph receptors can be substrates for regulated
proteolysis, and theseproteolytic events seem tobe critical
in mediating axon retraction (Bashaw and Klein, 2010;
O’Donnell et al., 2009). There also seems to be a common
regulatory mechanism for the DCC and a number
of ephrin ligands in which metalloprotease-mediated
ectodomain shedding is followed by intramembranous
gamma-secretase cleavage (Bashaw and Klein, 2010;
O’Donnell et al., 2009).

31.2.1 Ephrins and Their Eph Receptors

Ephrins are members of a family of guidance mole-
cules that are either anchored to the cell membrane by
a glycosylphosphatidylinositol (GPI) linkage or have a
transmembrane domain (Bush and Soriano, 2009;
Kaprielian et al., 2001; Koeberle and Bahr, 2004). The
ephrin/eph family has a variety of important functions,
including axonal outgrowth and pruning, neuronal con-
nectivity, synaptic maturation and plasticity, and neuro-
nal apoptosis (Bush and Soriano, 2009; Lin et al., 2009).
The Eph receptors represent the largest family of recep-
tor tyrosine kinases in the mammalian genome and reg-
ulate various signaling pathways through a number of
downstream effectors, including guanine nucleotide

exchange factors (GEFs), guanosine triphosphatase
(GTPase)–activating proteins, tyrosine kinases, phos-
phatases, and adaptor proteins (Nie et al., 2010). Eph/
ephrin signaling is important in the formation of retinal
connections, other axonal projections, and the corpus
callosum (Nie et al., 2010).

The interaction of the Eph receptor tyrosine kinase
family with their membrane-bound ligands, the ephrins,
drives axon path-finding throughout the developing
central and peripheral nervous systems via a chemore-
pulsive mechanism (Cooper, 2002; Giger et al., 2010).
However, it has been shown that chemoattractive func-
tions for ephrins also exist (Koeberle and Bahr, 2004).
Eph receptors and their ephrin ligands both are capable
of transmitting signals in the cell in which they are
expressed: Eph receptor signaling is termed forward sig-
naling and ephrin ligand signaling is termed reversed sig-
naling (Bashaw and Klein, 2010; O’Donnell et al., 2009).
The capacity for bidirectional signaling is a hallmark
of the Eph/ephrin signaling system. In addition to their
ability to signal through cognate Eph tyrosine kinase re-
ceptors, ephrins can also transduce a reverse signal into
the cell in which they are expressed (Bush and Soriano,
2009). Binding of ephrin ligands triggers Eph receptor
clustering, autophosphorylation, and downstream sig-
naling cascades, which cause cytoskeletal rearrange-
ments and changes in cell adhesion (Nie et al., 2010).
Through these mechanisms, Eph receptors control axon
turning, retraction, and branching (Nie et al., 2010).

Ephrin ligands and Eph receptors contribute to the
guidance of retinal ganglion cell (RGC) axons in the vi-
sual system (Koeberle and Bahr, 2004; Nie et al., 2010;
O’Donnell et al., 2009). Endocytosis of activated Eph re-
ceptors at the growth cone is necessary to allow for
proper forward signaling, leading to growth cone retrac-
tion (Allen and Chilton, 2009; O’Donnell et al., 2009). In
the case of membrane-associated ephrins, endocytosis of
the ephrin–Eph complex is required for efficient cell de-
tachment (parallel to proteolytic cleavage; Bashaw and
Klein, 2010). Vav family GEFs have been implicated as
regulators of Eph receptor endocytosis, signaling, or
both (Bashaw and Klein, 2010). Vav proteins may trigger
Eph internalization into signaling endosomes from
where Eph receptors mediate dynamic changes of the ac-
tin cytoskeleton underlying growth cone collapse
(Bashaw and Klein, 2010). Alternatively, Vav proteins
may act in concert with other regulators of Rho GTPases
to regulate Eph repulsive signaling, independent of en-
docytosis (Bashaw and Klein, 2010). For ephrinB-EphB–
induced repulsive guidance, efficient cell detachment re-
quires bidirectional endocytosis (Bashaw and Klein,
2010). Vav proteins may primarily promote cell detach-
ment by mediating local Rac-dependent endocytosis of
the ephrin–Eph complex and membrane (Bashaw and
Klein, 2010).
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Ephrin-A5 has been shown to act as a repulsive cue
for somatosensory thalamocortical (TC) axons expres-
sing EphA receptors in the TC system (Torii and
Levitt, 2005). It seems to control the topography of TC
projections within cortical areas (Torii and Levitt,
2005). Analysis of EphA/ephrin-A mutants suggests
that ephrin-A5 signaling may also control the specificity
of TC projections into individual cortical areas by regu-
lating the positioning of TC axons within the subcortical
telencephalon (ST) (Torii and Levitt, 2005). Gradients of
EphA7 and ephrin-A5 exhibit complementary expres-
sion patterns from embryonic to postnatal ages, con-
sistent with putative molecular interactions during
development (Torii and Levitt, 2005). It has been hypoth-
esized that ephrin-A5 serves as a dominant ligand in vivo
for EphA7 among combinatorial gradients of ephrin-As
(Torii and Levitt, 2005). The gradient of EphA7 receptor
levels by neocortical neurons is a critical regulator of the
topographic targeting of corticothalamic (CT) axons
through local interactions within thalamic nuclei, and
this regulation is independent of the relative positioning
of CT axons within the ST (Torii and Levitt, 2005). The
topography of CT projections can be disrupted while
the inter- and intra-areal topography of TC projections
develops normally (Torii and Levitt, 2005).

A-type Eph receptors and their ligands, ephrin-As,
also have been implicated in controlling cell positioning
in a variety of developmental contexts by sorting cell
types, restricting their intermingling, or regulating their
migration (Torii et al., 2009). EphA and ephrin-A signal-
ing has a proapoptotic effect in the embryonic cortex
without affecting the proliferation or cell cycle progres-
sion (Torii et al., 2009). EphA and ephrin-A signaling
regulates lateral neuronal dispersion and intermingling
during the multipolar stage of radial migration, and this
mechanism is required to generate cortical columnswith
appropriate cellular components (Torii et al., 2009).

31.2.2 Semaphorins (Semas) and Their Plexin
(Plex) and Neuropilin Receptors

Semaphorins are a large family of secreted and
membrane-associated proteins most commonly associ-
ated with a role in axon guidance (Parrinello et al.,
2008). The most extensively studied biological function
of semaphorins is their role in guiding axons to their tar-
gets in the developing nervous system by providing re-
pulsive signals (Cooper, 2002; Giger et al., 2010; Koeberle
and Bahr, 2004; Parrinello et al., 2008). However, more
recently, it has been reported that semaphorins can also
act as axonal attractants and mediate adhesive signals in
a variety of tissues, both in development and adulthood
(Koeberle and Bahr, 2004; Parrinello et al., 2008). For ex-
ample, semaphorins have also been found to act as

chemoattractive guidance cues for cortical dendrites
and olfactory bulb axons (Cooper, 2002).

The first semaphorin receptors to be identified were
the neuropilins (Np-1 and -2), which recognize only
the secreted semaphorins (Cooper, 2002; Koeberle and
Bahr, 2004). Semaphorin 3A–Np-1 interactions are re-
quired for the fasciculation of the peripheral fibers of
the trigeminal and vagal projections (Cooper, 2002).
Np-2 is required for the organization and fasciculation
of several cranial and spinal nerves (Cooper, 2002).
Receptors for membrane-bound semaphorins are
members of the family of plexins (Koeberle and Bahr,
2004). Plexins can interact with Np-1, conferring differ-
ent semaphoring-binding specificities (Koeberle and
Bahr, 2004).

Activation of the semaphorin receptor complex can
lead to chemoattractive or chemorepulsive responses
depending on the molecular composition of the receptor
complex (Cooper, 2002). The growth cone response to
semaphorins can be modulated by the direct physical
interaction between neuropilins and members of the
receptor families, highlighting the importance of recep-
tor cross-talk in determining growth cone responses to
guidance cues (Cooper, 2002).

The guidance factor semaphorin 3C, which is
expressed by corpus callosum neurons, acts through
the Np-1 receptor to orient axons crossing through the
corpus callosum; transient neurons work together with
their glial partners in guiding callosal axons (Niquille
et al., 2009). The transducer that mediates the semaphor-
ing 3C attractive response remains so far undefined
(Niquille et al., 2009). Midline glial cells are the principal
corpus callosum guidepost cells and secrete guidance
factors that channel the callosal axons into the correct
path (Niquille et al., 2009). These guidance signaling fac-
tors include netrin 1/DCC, Slit2/Robo1, ephrins/Eph,
semaphorin/Np-1, and WNT (Niquille et al., 2009). Mu-
tant mice for these guidance cues and their receptors ex-
hibit callosal defects that range from minor, with few
axons leaving the callosal track, to severe, with complete
agenesis of the corpus callosum (ACC) (Niquille et al.,
2009). Transmembrane proteins, including the tyrosine
kinase receptors MET, ERBB2, OTK, and VEGFR2, par-
ticipate in semaphorin responses by regulating diverse
intracellular signaling events and functional outcomes
(Niquille et al., 2009).

The cell adhesion molecule L1 has also been shown to
act as a receptor for semaphorins (Koeberle and Bahr,
2004). A dependency on endocytosis to trigger axon re-
traction is observed in neurons responding to Sema3A,
where the L1 IgCAM (immunoglobulin cell adhesion
molecules), a component of the sema receptor complex,
mediates endocytosis of the Sema3A holoreceptor in re-
sponse to ligand binding (Bashaw and Klein, 2010;
O’Donnell et al., 2009). The cell adhesion molecules L1
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and TAG-1 (transient axonal glycoprotein-1) promote
Sema3A activity through interaction and coendocytosis
with its receptor neurolipin-1 (Bashaw and Klein, 2010).

Semaphorin 5A (Sema5A) is a membrane-bound pro-
tein and interacts with the receptor of plexin 3B (Lin
et al., 2009). During development, Sema5A functions
as an attractive and repulsive guidance molecule (RGM),
and altered expression has been linked with aberrant
development of axonal connections in the forebrain (Lin
et al., 2009).

Semaphorin 4D (Sema4D) and B-type plexins demon-
strate distinct expression patterns over critical time win-
dows during the development of the murine cortex
(Hirschberg et al., 2010). Sema4D–plexin-B2 interactions
regulate mechanisms underlying cell specification,
differentiation, and migration during corticogenesis
(Hirschberg et al., 2010).

31.2.3 Netrins and Their DCC and UNC5
Guidance System

The DCC axon guidance receptor and its ligands, the
netrins, have been shown to play a pivotal role in the
guidance of axonal projections toward the ventral mid-
line throughout the developing nervous system
(Cooper, 2002; O’Donnell et al., 2009). The DCC belongs
to a family of transmembrane proteins that possess four
immunoglobulin domains and six fibronectin type III re-
peats (Kaprielian et al., 2001). Netrins are diffusible bi-
functional molecules that can act as chemoattractants
or chemorepellents for developing axons (Koeberle
and Bahr, 2004). Secreted netrins and their receptors
are one of the well-characterized axon guidance path-
way families (Lin et al., 2009). The interaction of
netrin-1 with DCC results in a chemoattractive response
while interaction with the UNC5 family of netrin recep-
tors results in chemorepulsion (Cooper, 2002; Lin et al.,
2009). Netrin-1 functions as a floor plate-derived che-
moattractant, which directs the pathfinding of commis-
sural axons (Kaprielian et al., 2001). Netrin-1 binds to
DCC that is expressed on commissural axons and their
associated growth cones (Kaprielian et al., 2001). Mice
lacking DCC or netrin-1 exhibit severe defects in com-
missural axon extension toward the floor plate and also
lack several major commissures within the forebrain, in-
cluding the corpus callosum and the hippocampal com-
missure (Cooper, 2002; Kaprielian et al., 2001). Studies
have also revealed that DCC is crucial for the migration
of some neuronal populations (Cooper, 2002).

In the developing mammalian neural tube, the DCC
protein is present on the surface of commissural axons,
as they migrate toward the floorplate, the source of the
netrin gradient (Cooper, 2002). Once these axons have
crossed the floorplate, they no longer respond to netrin

despite the fact that they still retain expression of DCC
on the axonal membrane (Cooper, 2002). Instead, they
become responsive to the chemorepellents Slit2 and class
3 semaphorins, which are produced by the floorplate
and the ventral neural tube, respectively (Cooper,
2002). This switch in responsiveness to chemorepulsive
cues once having crossed the midline is believed to pro-
pel axons away from the midline and explains why
axons are never seen to recross themidline after reaching
the contralateral side (Schmidt et al., 2009). The key to
the silencing of the chemoattractive response of the
netrin-1-DCC interaction in this context lies in the ab-
sence or presence of the Slit receptor, Robo (Cooper,
2002). Axons projecting toward the midline express
DCC but not Robo on their surface (Cooper, 2002). When
on the ipsilateral side, netrin engagement byDCChomo-
dimers triggers a chemoattractive response (Cooper,
2002). The direct coupling of the DCC and Robo recep-
tors provides a precise temporal and spatial mechanism
that accurately controls growth cone responses at a given
choice point comprising conflicting directional informa-
tion (Cooper, 2002). Slit–Robo chemorepulsion overrides
netrin–DCC chemoattraction, thus becoming the driving
force for that growth cone (Cooper, 2002).

The DCC is subservient to another chemorepulsive
guidance receptor, UNC5 (Cooper, 2002). The chemoat-
tractive response of DCC–netrin interactions is con-
verted to chemorepulsion by the direct interaction
between the cytoplasmic domains of DCC and UNC5
in the presence of netrin-1 (Cooper, 2002). In the pres-
ence of UNC5, the DCC is forced to change its polarity
and act as a chemorepulsive netrin receptor (Cooper,
2002). In the presence of netrin-1, the affinity of the
DCC is higher for Robo and UNC5 than it is for another
DCC receptor (Cooper, 2002).

Modifying serotonin (5-HT) abundance in the embry-
onic mouse brain disrupts the precision of sensory maps
formed by TC axons (TCAs), suggesting that 5-HT influ-
ences TCAs during development (Bonnin et al., 2007).
5-HT 1B and 5-HT 1D receptor expression in the fetal
forebrain overlaps with that of the DCC and UNC5c ex-
pression. 5-HT coverts the attraction exerted by netrin-1
on posterior TCAs to repulsion (Bonnin et al., 2007).

Protein kinase A (PKA) has a role in regulating trans-
location of the DCC receptor to the growth cone plasma
membrane (O’Donnell et al., 2009). Netrin-dependent
inhibition of Rho activity also contributes to the DCC
mobilization (O’Donnell et al., 2009). Rho GTPases con-
stitute a major signaling output of guidance receptor
activation (O’Donnell et al., 2009). The trafficking and
polarized localization of netrin and Slit receptors are crit-
ical for proper direction of axon outgrowth (O’Donnell
et al., 2009). Specifically, mutations in the UNC-73
Trio-family RacGEF or the VAB-8 kinesin-related pro-
tein disrupt the normal localization of the SAX-3 (Robo)
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and UNC-40 (DCC) receptors, and in the case of UNC-
40, regulation of localization also requires the MIG-2
Rac small GTPase (O’Donnell et al., 2009). These pertur-
bations in normal receptor localization lead to significant
defects in Slit and netrin-dependent posterior oriented
cell and growth cone migration and further emphasize
important regulatory roles for RhoGtPases in the control
of axon guidance receptor localization (O’Donnell et al.,
2009). In addition to these positive regulatory mecha-
nisms, the trafficking of SAX-3 (Robo) and UNC-5 can
also be negatively regulated with important outcomes
for axon growth (O’Donnell et al., 2009).

In the regulated endocytosis of the repulsive netrin re-
ceptor UNC5 in vertebrate neurons, activation of PKC
triggers the formation of a protein complex, including
the cytoplasmic domain of UNC5H1, proteins interact-
ing with C-kinase 1 (Pick1), and PKC and leads to
specific removal of UNC5H1 from the growth cone sur-
face (Bashaw and Klein, 2010; O’Donnell et al., 2009).
Furthermore, the PKC activation leads to colocalization
of UNC5A with early endosomal markers (Bashaw
and Klein, 2010; O’Donnell et al., 2009). Thus, PKC-
mediated removal of surface UNC5 provides a means
to switch netrin responses from repulsion, mediated
by either UNC5 alone or an UNC5-DCC complex, to at-
traction mediated by DCC (Bashaw and Klein, 2010;
O’Donnell et al., 2009). G-protein-coupled adenosine
2b (A2b) receptor is a likely mediator of PKC activation
because activation of A2b leads to the PKC-dependent
endocytosis of UNC5 (Bashaw and Klein, 2010;
O’Donnell et al., 2009). A2b is a netrin receptor that, to-
getherwithDCC, appears to be required tomediate axon
attraction, although this proposal has been controversial,
and other evidence indicates that either A2b plays no
role in netrin signaling or its role in netrin signaling is
to modulate netrin responses (Bashaw and Klein, 2010;
O’Donnell et al., 2009). In the context of UNC5 regula-
tion, A2b acts independently of netrin, and its ability
to regulate UNC5 surface levels supports its role as a po-
tent modulator of netrin responses (Bashaw and Klein,
2010; O’Donnell et al., 2009).

31.2.4 Slits and Their Robo Guidance System

Slits are secreted proteins that control midline repul-
sion during development in vertebrates, signaling
through receptors that belong to the Robo family
(Allen and Chilton, 2009; Cooper, 2002; Kaprielian
et al., 2001; Koeberle and Bahr, 2004). Slit can have dual
roles, also promoting axonal growth (Koeberle and Bahr,
2004). Slit is a large extracellular matrix protein that is se-
creted bymidline glia and is associated with the surfaces
of axons (Kaprielian et al., 2001).

The Robo receptor is the best demonstration of both
the importance of receptor trafficking for mediating
axon guidance and the complexities yet to be unraveled
(Allen and Chilton, 2009). This system is a striking exam-
ple of the need for the growth cone to change its response
as it grows toward, through, and beyond a guidance cue
and the fundamental role played by the surface expres-
sion of receptors and their associated signaling compo-
nents (Allen and Chilton, 2009). In both vertebrates
and invertebrates, surface expression of the Robo
receptor on axons of longitudinally projecting neurons
and on precrossed commissural ones prevents them
from approaching the embryonic midline (Allen and
Chilton, 2009). Robo is the receptor for the chemorepel-
lent protein Slit, which emanates from themidline (Allen
and Chilton, 2009). Downregulation of Robo on commis-
sural axons during midline crossing abrogates the repul-
sive effect of Slit so that a contralateral projection can be
formed (Allen and Chilton, 2009). Following crossing,
Robo is then restored to the axonal growth cone, which
is not proven to prevent recrossing (Allen and Chilton,
2009).

In Drosophila, Slit is expressed by glia at the ventral
midline, where it acts as a chemorepulsive guidance
cue (Allen and Chilton, 2009; Cooper, 2002). The Slit re-
ceptor, Robo, is expressed at high levels on those axons
that never cross the midline (Allen and Chilton, 2009;
Cooper, 2002). In contrast, axons destined to cross the
midline express very low levels of Robo when projecting
on the ipsilateral side (Allen and Chilton, 2009; Cooper,
2002). Once on the contralateral side, Robo protein is
greatly upregulated on the axonal membrane, and these
axons never cross the midline again (Allen and Chilton,
2009; Cooper, 2002). Robo loss-of-function mutations re-
sult in both the commissural and noncomissural axons
crossing the midline multiple times (Cooper, 2002).

Three Slit and three Robo orthologs have been identi-
fied in mammals (Cooper, 2002). The ability of mamma-
lian Slits to act as chemorepulsive guidance cues has
been demonstrated for a variety of axon populations, in-
cluding olfactory bulb, hippocampal, and spinal motor
axons (Cooper, 2002). The chemorepulsive activity of
Slits has also been implicated in the targeted migration
of neuroblasts within the rostral migratory stream to-
ward the olfactory bulb and GABAergic neurons from
the ganglionic eminence into the cortex (Cooper, 2002).
Slit2 has also been shown to induce axon branching in
sensory neurons (Cooper, 2002).

Heparan sulfate proteoglycans are essential for Slit-
driven chemorepulsion (Cooper, 2002). These proteogly-
cans may be responsible for establishing effective local
Slit concentrations and/or presenting Slit to the receptor
in an appropriate format (Cooper, 2002).

Slit2 binds laminin-1, suggesting that the localization
of Slit2 to precise choice points may be due to direct
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interactions with the laminin isoforms within the sur-
rounding extracellular matrix (Cooper, 2002). Slit2 also
interacts directly with netrin-1 (Cooper, 2002). Both Slit
and netrin-1 are coexpressed in many regions of the
embryonic brain, including the floorplate of the neural
tube (Cooper, 2002). Netrin attracts commissural axons
toward the floorplate, while Slit acts to repel axons from
the floorplate (Cooper, 2002). Once at the floorplate, the
chemoattractive response to netrin-1 is silenced by the
direct coupling of the netrin receptor, DCC, with the che-
morepulsive Slit receptor, Robo, allowing the growth
cones to escape the attractive forces of netrin-1 andmove
away from the floor plate (Cooper, 2002).

31.3 DOWNSTREAM SIGNALING
MECHANISMS AND OTHER PROTEINS

INVOLVED IN AXON GUIDANCE

On binding of axon guidance proteins to their growth
cone receptors, intracellular signaling cascades are acti-
vated, resulting in extensive remodeling of the cytoskel-
eton and subsequent steering of the growth cone (Izzi
and Charron, 2011; O’Donnell et al., 2009; Schmidt
et al., 2009). Axon guidance is not a one-way process
in which the growth cone passively receives information
through its growth cone receptor (Schmidt et al., 2009).
Instead, neurons can regulate the expression of receptors
on the growth cone surface and modulate their response
to axon guidance cues through various mechanisms
(Schmidt et al., 2009). Also, different axon guidance cues
can influence each other by binding to the same binding
partner and/or through interaction of different signaling
cascades (Schmidt et al., 2009). Furthermore, axon guid-
ance receptor activity can be regulated by physical inter-
actions between different guidance receptors (Schmidt
et al., 2009).

Activation of specific signaling pathways can pro-
mote attraction or repulsion, result in growth cone col-
lapse, or affect the rate of axon extension (Izzi and
Charron, 2011; O’Donnell et al., 2009). The way a given
guidance signal is interpreted also depends on the activ-
ities of a number of second-messenger pathways within
the cell, and these pathways are potent modulators of
axon responses in vivo (O’Donnell et al., 2009).

Calcium and cyclic nucleotides (cAMP and cGMP)
can act in vitro to directly mediate guidance receptor sig-
naling and also canmodulate the strength and valence of
guidance responses (Bashaw and Klein, 2010; O’Donnell
et al., 2009). Disruption of calcium and cyclic nucleotide
signaling leads to guidance defects inmany systems, and
in some cases, direct links have been made to specific
guidance receptor signaling pathways (Bashaw and
Klein, 2010). These two signaling systems show exten-
sive cross talk in the regulation of growth cone guidance:

Calcium signaling can promote the production of cyclic
nucleotides through activation of soluble adenylyl cy-
clases and nitric oxide synthase, and cyclic nucleotides
can regulate cellular calcium concentration by control-
ling the activity of plasma membrane calcium channels
as well as through the regulation of calcium-induced cal-
cium release (CICR) from internal stores (Bashaw and
Klein, 2010). This positive feedback could potentially
play a role in amplifying responses to shallow gradients
of guidance cues (Bashaw and Klein, 2010). High cyclic
nucleotide levels favor attraction, whereas low levels fa-
vor repulsion (O’Donnell et al., 2009). It is the ratio of
cAMP/cGMP that is important in determining the polar-
ity of the guidance response and has implicated calcium
channel modulation in the control of guidance responses
(O’Donnell et al., 2009). A clear demonstration that cyclic
nucleotides and their downstream effectors can convert
responses from attraction to repulsion and vice versa
during axon guidance in vivo is lacking; however, a
growing body of evidence supports a potent role for cy-
clic nucleotide signaling in modulating the strength of
receptor responses (O’Donnell et al., 2009).

The signals mediating changes in cyclic nucleotide
levels are thought to be independent of the guidance re-
ceptors whose responses they modulate; however, a
more direct role of guidance receptor signaling in acti-
vating cAMP signaling has been suggested in the case
of netrin (Ming et al., 1997; O’Donnell et al., 2009). Netrin
acting through DCC (or A2b) leads to the elevation of
cAMP and activation of PKA, and these events have
been proposed to be instrumental in promoting netrin-
mediated axon outgrowth and attraction (O’Donnell
et al., 2009). There is an important role for cyclic
nucleotides in modulating the strength of guidance re-
sponses in vivo rather than switching the polarity of
responses (O’Donnell et al., 2009). The challenge now
is to define the signals and receptors that regulate cyclic
nucleotide signaling in vivo and to define specific con-
texts where their modulatory effects influence axon
guidance (O’Donnell et al., 2009).

Exposure of growth cones to in vitro gradients of guid-
ance cues can induce a corresponding gradient of
calcium elevation (Bashaw and Klein, 2010). These
asymmetric changes in calcium concentrations appear
to be instructive signals to direct growth cone turning,
because focal elevation of calcium is sufficient to induce
turning responses (Bashaw and Klein, 2010). Increases in
calcium influx and CICR can be triggered by guidance
cues, and the outcome for growth cone behavior (either
attraction or repulsion) can be influenced by the magni-
tude of the calcium elevation, the slope of the calcium
gradient, and potentially the specific source of the cal-
cium as well (Bashaw and Klein, 2010). In general, mod-
erate amplitude increases in calcium (often involving
CICR) favor attraction, whereas high- or low-amplitude

580 31. LISSENCEPHALIES AND AXON GUIDANCE DISORDERS

III. DISEASES



increases favor repulsion, although differences in neu-
ron type, growth substrate, and resting calcium concen-
trations can affect growth cone responses (Bashaw and
Klein, 2010).

Electrophysiological recordings from growth cones
indicate that attractive and repulsive guidance cues trig-
ger rapid and reciprocal changes in membrane potential;
attractants such as brain-derived neutrophic factor
(BDNF) and netrin lead to membrane depolarization
and repellents, such as Slit and semaphorin, lead to
hyperpolarization (Bashaw and Klein, 2010). Moreover,
the polarity of the change in membrane potential
determines attraction versus repulsion (Bashaw and
Klein, 2010). For netrin- and BDNF-mediated attraction,
transient receptor potential (TRP) calcium channels
contribute to membrane depolarization, and calcium in-
flux through these channels is required for chemoattrac-
tion (Bashaw and Klein, 2010). BDNF and netrin through
engagement of their respective TrkB and DCC receptors
lead to calcium release from internal stores and activa-
tion of TRP channels: The subsequent TRP channel-
dependent membrane depolarization is sufficient to
activate voltage-dependent calcium channels (VDCCs),
and the resulting calcium influx is essential for attractive
turning (Bashaw and Klein, 2010). A role for semaphor-
ins in the activation of cyclic nucleotide gated (CNG) cal-
cium channels strengthens the case for the specific
regulation of calcium influx through plasma membrane
channels and points to the importance of cross regula-
tion of cyclic nucleotide and calcium signaling
(Bashaw and Klein, 2010). Here, Sema signaling through
plexin receptors stimulates the production of cGMP,
which in turn is required for membrane hyperpolariza-
tion, activation of CNG channels, and growth cone re-
pulsion (Bashaw and Klein, 2010).

Similar to calcium signaling, cyclic nucleotides
(cAMP or cGMP) can have profound effects on growth
cone responses to guidance cues (Bashaw and Klein,
2010). The levels of cyclic nucleotides, specifically the
ratio of cAMP to cGMP, can determine whether the
response to a guidance cuewill be attractive or repulsive,
with high cyclic nucleotide levels (or high cAMP/cGMP
ratios) favoring attraction and low levels (or low cAMP/
cGMP ratios) favoring repulsion; cyclic nucleotide sig-
naling can clearly modulate the strength of receptor re-
sponses (Bashaw and Klein, 2010).

Sema–plexin signaling leads to the production of
cGMP, and cGMP plays an instructive role in promoting
repulsion by regulating membrane hyperpolarization
and the influx of calcium through CNG channels
(Bashaw and Klein, 2010). Netrin outgrowth and attrac-
tion require DCC (or A2b)-mediated elevation of cAMP
and activation of PKA (Bashaw and Klein, 2010).

Rho-family GTPases, a subgroup of the Ras superfam-
ily of small GTPases, have been extensively studied for

their role in cell motility and regulation of cytoskeletal
structures (O’Donnell et al., 2009). Members of the Rho
(Rac homology) family include Rac, Cdc42, and RhoA
(O’Donnell et al., 2009). Rho-family GTPases catalyze
the hydrolysis of bound GTP to GDP, switching from ac-
tive (GTP-bound) and inactive (GDP-bound) states
(O’Donnell et al., 2009). The activity of these GTPases
has profound effects on actin cytoskeletal and microtu-
bule dynamics (O’Donnell et al., 2009). Rho-family
GTPases are very important in mediating axon guidance
receptor signaling output (O’Donnell et al., 2009). Guid-
ance cues including slits, netrins, ephrins, and sema-
phorins can all influence the activity of Rho-family
GTPases (Bashaw and Klein, 2010; O’Donnell et al.,
2009). Slits, acting through Robo receptors, lead to de-
creased levels of active Cdc42 and increased RhoA and
Rac activity (Bashaw and Klein, 2010; O’Donnell et al.,
2009). Ephrins, through Eph receptors, result in in-
creased RhoA activity as well, but they can also cause
transient, decreased Rac activity in RGCs, whereas
Eph–ephrin reverse signaling activates Rac and Cdc43
to direct repulsive axon pruning (Bashaw and Klein,
2010; O’Donnell et al., 2009). There is no clear consensus
for how Rho GTPases mediate repulsion, because these
repulsive guidance pathways each influence RhoA, Rac,
and Cdc42 activity in distinct ways (Bashaw and Klein,
2010; O’Donnell et al., 2009).

The primary regulators of RhoGTPase cycling and ac-
tivity are the Rho-family GEFs and GAPs (GTPase-
activating proteins) (O’Donnell et al., 2009). Upstream
regulation is likely to provide tissue specific as well as
temporal control of Rho GTPase signaling during
growth cone guidance (O’Donnell et al., 2009). Guidance
receptors can directly regulate Rho GTPases (O’Donnell
et al., 2009). Identifying the GEFs andGAPs that function
downstream of a given guidance receptor is critical to
understanding the mechanism of guidance receptor sig-
nal transduction (O’Donnell et al., 2009).

Identification of individual Rho GTPase regulators
that are essential mediators of guidance receptor signal-
ing pathways is complicated by at least three major fac-
tors: (1) redundancy can obscure important functions,
(2) individual GEFs and GAPs can act in multiple signal-
ing pathways, (3) GEFs and GAPs often contribute to
only part of any given signaling output (O’Donnell
et al., 2009).

Ras-GAP a-chimaerin is an essential mediator of
the ephrinB3/EphA4 guidance pathway (Bashaw and
Klein, 2010; O’Donnell et al., 2009). The a2-chimaerin iso-
form contains two interaction domains for EphA4, the
N-terminal SH2 domain, which can interact with phos-
phorylated juxtamembrane tyrosines of EphA4, and a
second region in the C-terminus that constitutively inter-
acts with the kinase domain of EphA4 (O’Donnell et al.,
2009). The association of a2-chimaerin with Eph
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receptors appears to be direct or mediated by the Nck2
(Grb4) adaptor protein (Bashaw and Klein, 2010).
EphA4-dependent tyrosine phosphorylation of a2-
chimaerin occurs in response to ephrinB3, and this treat-
ment increases the Ras-GAP activity of a-chimaerin
(O’Donnell et al., 2009). The interaction with EphA4 ac-
tivates the intrinsic GAP activity of a2-chimaerin, and
this leads to inactivation of Rac1 (Bashaw and Klein,
2010). The cooperative action of a2-chimaerin in reduc-
ing Rac1-mediated actin polymerization and ephexin1
in enhancing RhoA-mediated actin depolymerization
appears to induce efficient axon retraction (Bashaw
and Klein, 2010). In addition, a-chimaerin’s diacylgly-
ceron (DAG)-binding C1 domain is very likely to regu-
late the GAP activity of a2-chimaerin (O’Donnell et al.,
2009). The GAP domain in b2-chimaerin is occluded
by the N-terminal SH2 motif, mediated by intramolecu-
lar interactions with the C1 domain, and ligand binding
to the C1 domain is predicted to result in exposure of the
Rac-GAP domain (O’Donnell et al., 2009). Increases in
DAG production would be expected to increase the
Rac-GAP activity of a2-chimaerin (O’Donnell et al.,
2009). Similarly, SH2-mediated interactions with recep-
tors may free the GAP domain for Rac inhibition
(O’Donnell et al., 2009). Although a reduction in Rac ac-
tivity is required to mediate ephrin-A-induced collapse,
Rac activation also appears to be necessary for responses
to ephrins (O’Donnell et al., 2009). Interference with Rac
signaling blocks growth cone collapse in response
to both semaphorins and ephrins (O’Donnell et al.,
2009). Although decreases in Rac activity are observed
following ephrin stimulation, reactivation of Rac is tem-
porally correlated with growth cone collapse (O’Donnell
et al., 2009).

Rac activity appears to be required for endocytosis;
semaphorin 3A or ephrin treatment of retinal growth
cones results in Rac-dependent endocytosis, which ap-
pears to mediate contact repulsion (O’Donnell et al.,
2009). Specifically, for class B Eph/ephrins, bidirectional
endocytosis occurs as the ephrin ligand and the Eph re-
ceptor are each internalized in trans to neighboring cells
in a process that depends on their cytoplasmic domains
and Rac activity (O’Donnell et al., 2009). The conserved
Vav subfamily of Dbl GEFs plays a central role in this
process, which appears to be instrumental for growth
cone retraction (O’Donnell et al., 2009). Vav2/3 and
a2-chimaerin have opposing effects on Rac1, and
yet both are mediators of EphA forward signaling
(Bashaw and Klein, 2010). Unlike Vav2/3, a2-chimaerin
does not influence Eph receptor endocytosis (Bashaw
and Klein, 2010). It is possible that the activated Eph
receptor first activates a2-chimaerin to induce axon re-
traction and then activates Vav2/3 to locally activate
Rac1-dependent endocytosis to allow cell detachment
(Bashaw and Klein, 2010). Ephrins also function through

Rho activation, and this activation appears to be medi-
ated by the Dbl-family Rho GEF ephexin (O’Donnell
et al., 2009). Ephexin activates RhoA, Rac, and Cdc42,
but activation of the EphA receptor results in preferen-
tial activity toward RhoA (O’Donnell et al., 2009).

Genetic analysis of motor axon guidance inDrosophila
indicates that plexin-B mediates repulsion in part by
binding to active Rac (Bashaw and Klein, 2010). In con-
trast to plexin-Bs, plexin-A-induced growth cone repul-
sion requires the activation of Rac (Bashaw and Klein,
2010). The FERM domain-containing GEF protein,
FARP2, associates with the plexin-A1/Npn-1 complex
(Bashaw and Klein, 2010). Sema3A binding to Npn-1
causes FARP2 to dissociate from plexin-A1, activating
FARP2’s GEF activity and raising the levels of Rac-
GTP in the cell (Bashaw and Klein, 2010). Activation of
Rac triggers Rnd1 binding to plexin-A1, thereby activat-
ing plexin-A1’s intrinsic Ras-GAP activity (Bashaw
and Klein, 2010). Activated plexin-A1 downregulates
R-Ras activity, which may lead to inhibition of integrin
function and growth cone repulsion (Bashaw and
Klein, 2010).

In contrast to the mechanism of plexin-B1 activation
via Rac sequestration and RhoA activation, growth cone
collapse induced by Sema3A requires activation of Rac
(O’Donnell et al., 2009). Plexin-A1, together with neuro-
pilin, transduces guidance signals from class 3 sema-
phorins, leading to Rac activation, Rnd1 recruitment,
and reduction in R-Ras activity (O’Donnell et al., 2009).

In the absence of ephrin stimulation, nonphosphory-
lated ephexin1 is bound to EphA4 and activates RhoA,
Rac1, and Cdc42, leading to a balance of GTPase activa-
tion that promotes axonal growth (Bashaw and Klein,
2010). Eph tyrosine kinase activity is required, but not
sufficient to promote ephexin1 phosphorylation; in-
stead, ephrin-induced clustering of Ephs appears to pro-
mote ephexin1 phosphorylation, probably involving Src
tyrosine kinase (Bashaw and Klein, 2010). Tyrosine
phosphorylation of ephexin1 shifts its exchange activity
toward RhoA, thereby causing growth cone collapse in
vitro (Bashaw and Klein, 2010). When Ephs are activated
in a portion of the growth cone, tyrosine phosphorylated
ephexin1 may tip the local balance of GTPase activity
toward RhoA, thereby causing actin depolymerization
and local retraction (Bashaw and Klein, 2010). In other
regions of the growth cone that have not made contact
with ephrins, ephexin1 promotes growth by activating
RhoA, Rac1, and Cdc42 (Bashaw and Klein, 2010).

In motile cells, activation of Rho GTPases results in
modulation of cytoskeletal dynamics via effector pro-
teins, and one of the best characterized of these is
the dual Cdc42/Rac effector, p21-activated kinase
(O’Donnell et al., 2009). A well-established pathway of
PAK activation via Cdc42 or Rac results in inhibition
of the actin depolymerizing factor cofilin by activating
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its inhibitor, LIM kinase (O’Donnell et al., 2009). Other
notable targets of PAK include the myosin activator,
myosin light chain (MLC) kinase, and the microtubule
destabilizing protein, Op18/stathmin, which are each
inhibited by PAK phosphorylation (O’Donnell et al.,
2009). GTP-bound Rac and Cdc42 regulate Pak activity
through binding to its Cdc42/Rac interactive binding do-
main, relieving autoinhibition of Pak by its N-terminal
domain(O’Donnelletal.,2009).Pak likely functionsdown-
stream of Rac/Cdc42 in axon guidance (O’Donnell et al.,
2009). Drosophila pak, dock, and rac each functions in mid-
line axon repulsion and interacts genetically with the
Slit/Robo pathway (O’Donnell et al., 2009). Expression
of a constitutivelymembrane-targeted Pak suppresses de-
fects caused by rac loss of function, which suggests that
these Rac-dependent defects likely occur through loss of
PAK regulation (O’Donnell et al., 2009). Both Cdc42 and
Rac likely also function through pathways independently
of PAK, particularly in axon growth (O’Donnell et al.,
2009). Regulation of outgrowth via Rac can occur through
a PAK-independent mechanism; however, guidance me-
diated through Rac and Cdc42 at least partly involves
PAK function (O’Donnell et al., 2009).

Regulation of Pak leads to modulation of actin dy-
namics in axon growth and guidance by regulating the
actin depolymerizing factor, cofilin, by modulating the
activity of the serine/threonine kinase, LIMK (lin-11
and Mec-3 kinase) (O’Donnell et al., 2009). Cofilin desta-
bilizes F-actin through pointed-end severing of actin fil-
aments, although this activity may be necessary to
maintain the supply ofmonomeric G-actin, thus promot-
ing actin polymerization (O’Donnell et al., 2009). This ac-
tivity is inhibited by phosphorylation at the N-terminal
Ser3: Phosphorylation at this site is reciprocally regu-
lated by the LIM and TES (testis-derived transcript)
kinases and by the Slingshot phosphatase (Shh)
(O’Donnell et al., 2009). In some cases, the rate of cycling
between phosphorylated and nonphosphorylated states,
rather than the absolute level of either species, can
determine the influence of cofilin on actin dynamics
(O’Donnell et al., 2009). How the LIM kinase and sling-
shot function in concert to regulate growth cone
dynamics by regulating cofilin is of great interest in
understanding receptor-mediated guidance (O’Donnell
et al., 2009). Cycling of cofilin is required for promoting
axon growth (O’Donnell et al., 2009). The LIMK also ap-
pears to mediate both axon outgrowth and attraction in
certain contexts (O’Donnell et al., 2009). A gradient of
phosphorylated cofilin accompanies the attractive re-
sponse to BMP7, and repulsive responses from the same
ligand are mediated by Ssh activity, demonstrating that
distinct responses can be generated through activities
converging on a single actin regulator (O’Donnell
et al., 2009). The LIMK is required for growth cone attrac-
tion in certain contexts (O’Donnell et al., 2009).

Reverse signaling by receptorlike ephrinB proteins
has been implicated in axon guidance (Bashaw and
Klein, 2010). Following interactions with cognate Ephs,
ephrinB proteins become clustered, and signaling is ini-
tiated either by Src-mediated tyrosine phosphorylation
of the ephrinB cytoplasmic tail or by recruitment of
PDZ domain-containing effectors (Bashaw and Klein,
2010). The NCK2 (NCK adaptor protein 2) is recruited
to the phosphorylated ephrinB protein and is essential
for several ephrinB-mediated processes, including
spine formation (Bashaw and Klein, 2010). Tyrosine
phosphorylation-dependent ephrin-B3 reverse signaling
controls the stereotyped pruning of exuberant mossy fi-
ber axons in the hippocampus, and NCK2 has been im-
plicated in this process (Bashaw and Klein, 2010). The
NCK2 appears to couple ephrinB3 with DOCK180 and
PAK, leading to the activation of RAC1 (ras-related C3
botulinum toxin substrate 1) and CDC42 (cell division
cycle 42) and downstream signaling that results in axon
retraction/pruning (Bashaw and Klein, 2010).

Although inhibition of RAC can accompany repulsive
guidance decisions, activation of RAC may also be in-
volved in mediating responses to repulsive cues exem-
plified by Eph-dependent growth cone retraction and
Ephrin-dependent axon pruning (Bashaw and Klein,
2010; O’Donnell et al., 2009). In the context of Slit–
Robo-mediated repulsion, activation of Robo receptors
by Slit leads to the activation of RAC, and limiting
RAC function reduces the efficiency of Slit–Robo signal-
ing (Bashaw and Klein, 2010; O’Donnell et al., 2009). The
conserved RAC GAP, Vilse/CrGAP, contributes to Slit-
dependent guidance decisions and antagonizes RAC
function (Bashaw and Klein, 2010; O’Donnell et al.,
2009). In axons, high levels of Vilse overexpression
causes similar defects to Robo loss of function, and
low levels of overexpression cause dosage-dependent
defects in Slit–Robo repulsion similar to loss of function
of Vilse (Bashaw and Klein, 2010; O’Donnell et al., 2009).
The consequences of increasing or decreasing Vilse func-
tion are similar: Both lead to a compromise in the effi-
ciency of Slit–Robo midline repulsion, suggesting that
the precise levels of spatial distribution of Vilse RAC
GAP activity may be instructive for Robo repulsion
(Bashaw and Klein, 2010; O’Donnell et al., 2009). The in-
teraction of Vilse/crGAP with Robo may be regulated in
different subcellular contexts or during distinct stages of
Slit–Robo repulsion (O’Donnell et al., 2009). Both the
Slit–Robo and the forward Eph pathway use RAC
GAP (Vilse for Robo and a-chimaerin for Ephs) and a
Rac GEF (Sos for Robo and Vav for Ephs) to mediate re-
pulsion (Bashaw and Klein, 2010; O’Donnell et al., 2009).
A complex of proteins, including the adapters Nick, Pak,
and Rac, are recruited to the receptors to mediate repul-
sive signaling (Bashaw andKlein, 2010). Coordinated ac-
tion of GEFs and GAPs may promote the cycling of Rac

58331.3 DOWNSTREAM SIGNALING MECHANISMS AND OTHER PROTEINS INVOLVED IN AXON GUIDANCE

III. DISEASES



activity, which may be more important than the overall
levels of Rac-GTP in a responding growth cone (Bashaw
and Klein, 2010; O’Donnell et al., 2009). Alternatively,
these GAPs and GEFs may represent distinct steps in
the repulsive signal transduction output (Bashaw and
Klein, 2010; O’Donnell et al., 2009). Rac activation in
the case of Robo receptors may precede internalization
as well (Bashaw and Klein, 2010; O’Donnell et al.,
2009). Parallel mechanisms of repulsion may exist
in these distinct ligand–receptor systems (O’Donnell
et al., 2009).

Src family kinases (Src, Fyn, Yes, and others; collec-
tively known as SFKs) are nonreceptor protein tyrosine
kinases that have emerged as essential mediators of var-
ious guidance receptors (Bashaw and Klein, 2010). SFKs
appear to be required in motor (LMC; lateral motor col-
umn) axons for limb trajectory selection and are critical
for Eph forward signaling (Bashaw and Klein, 2010). Re-
cruitment and activation of SFKs have been documented
downstream of reverse signaling via GPI-anchored
ephrinA ligands (Bashaw and Klein, 2010). The link be-
tween GPI-anchored ephrinAs and SFKs may be pro-
vided by transmembrane proteins such as p75 and
TrkB (Bashaw and Klein, 2010). SFKs and focal adhesion
kinase (FAK) are also essential mediators of netrin sig-
naling (Bashaw and Klein, 2010).

The morphogen SHH mediates cell fate and axon
guidance in the developing nervous system by two dis-
tinct pathways (Bashaw and Klein, 2010). Cell fate spec-
ification by Shh is mediated by the receptor Patched
(Ptc) via the canonical pathway requiring the Gli family
of transcription factors (Bashaw and Klein, 2010). In con-
trast, axon guidance by Shh is mediated by SFK in a
smoothened-dependent manner via a rapidly acting,
noncanonical signaling pathway not requiring transcrip-
tion (Bashaw and Klein, 2010).

In addition to their critical contributions to down-
stream signaling, second messengers and Rho GTPases
can also influence guidance responses by regulating
the surface localization and activation of guidance
receptors (Bashaw and Klein, 2010). Netrins induce
outgrowth and attractive turning via the DCC family
of receptors at least in part by regulating Rho GTPases
(O’Donnell et al., 2009). Outgrowth of commissural
axons in response to netrin requires Rho GTPase activity
(O’Donnell et al., 2009). Netrin induces rapid activation
of RAC1, CDC42, and PAK1 (p21 protein-activated
kinase 1), which may occur in a complex containing
the constitutive components DCC and NCK-1, as well
as netrin-induced components, RAC1, CDC42, PAK1,
and N-WASP (O’Donnell et al., 2009). Activation of this
complex by netrin causes profound changes in growth
cone morphology (O’Donnell et al., 2009). Netrin stimu-
lation leads to an increase in the DCC surface levels, and
this effect is enhanced by PKA activation (Bashaw and

Klein, 2010). Blocking adenylate cyclase, PKA activity,
or exocytosis prevents the increase in the DCC surface
levels and blunts netrin-induced axon outgrowth
(Bashaw and Klein, 2010). In addition to PKA’s role in
regulating DCC, netrin-dependent inhibition of Rho ac-
tivity also contributes to DCC membrane localization
(Bashaw and Klein, 2010). The trafficking and polarized
localization of netrin and Slit receptors are critical
for proper direction of axon outgrowth (Bashaw and
Klein, 2010). There are important upstream regulatory
roles of Rho GTPases in the control of axon guidance
receptor localization (Bashaw and Klein, 2010). Trio is
an important regulator of axon guidance decisions
in several contexts (O’Donnell et al., 2009). Trio contains
two Rho GEF domains, one with specificity for Rac and
RhoG and the other that activates RhoA (O’Donnell
et al., 2009).

Stimulation of RhoA results in activation of Rho ki-
nase (O’Donnell et al., 2009). Rho kinases (ROCK or
Rok) are serine/threonine kinases that, similar to PAK,
regulate LIMK (O’Donnell et al., 2009). In addition,
Rho kinases can regulate myosin activity through the
phosphorylation of MLC, which results in activation
and increases actin–myosin contractility (O’Donnell
et al., 2009). Rho kinase also indirectly regulates myosin
activity by phosphorylating and inhibiting MLC phos-
phatase (O’Donnell et al., 2009). ROCK activity is neces-
sary for RhoA-induced retraction, likely through
regulation of myosin II (O’Donnell et al., 2009). Inhibi-
tion of ROCKprevents the stability and contraction of ac-
tin arcs, which are filamentous actin structures that form
in the transition zone of growth cones and affect micro-
tubule bundling and dynamics (O’Donnell et al., 2009).
ROCK can phosphorylate LIMK to regulate cofilin activ-
ity (O’Donnell et al., 2009). ROCK also phosphorylates
the colapsin responsemediator protein-2 (CRMP-2) after
LPA (lipoprotein, Lp) or ephrin-A5 stimulation inhibits
its ability to bind tubulin heterodimers (O’Donnell et al.,
2009). CRMP-2 normally promotes axon outgrowth and
branching, presumably by nucleating and promoting
microtubule assembly (O’Donnell et al., 2009). The same
residue in CRMP-2 that is targeted by ROCK down-
stream of LPA and ephrinA5 is phosphorylated by
Cdk5 downstream of Sema3a-induced growth cone col-
lapse, suggesting that independent signaling pathways
can converge on the regulation of CRMP-2 phosphoryla-
tion (O’Donnell et al., 2009).

The RGM gene family consists of three members,
RGMa, RGMb, and RGMc (Severyn et al., 2009). Each
gene encodes a protein whose expression is restricted
to a small number of tissues and is hypothesized to be
involved in distinct biological functions ranging from
control of iron metabolism to regulation of axonal
guidance and neuronal survival in the developing ner-
vous system (Severyn et al., 2009). RGMa is a cell
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membrane-associated GPI-linked two-chain axonal
guidance protein found primarily in the developing
and adult central nervous system (Severyn et al., 2009).
It has been shown that RGMa regulates repulsive guid-
ance of retinal axons via binding to neogenin, a trans-
membrane protein that is also a receptor for netrins
(Severyn et al., 2009).

Nervous system development is highly dependent on
the microtubule cytoskeleton (Tischfield et al., 2010).
Microtubules are copolymers assembled from tubulin
heterodimers, which contain several different a- and
b-isotypes (Tischfield et al., 2010). Each isotype may
have properties necessary for specific cellular functions
(Tischfield et al., 2010). TUBB3, one of at least six
b-tubulins found in mammals, is distinct because
purified microtubules enriched in TUBB3 are consider-
ably more dynamic than those composed from other
b-tubulin isotypes and because its expression is primar-
ily limited to neurons (Tischfield et al., 2010). TUBB3
expression is greatest during periods of axon guidance
and maturation; the level decreases in the adult central
nervous system but remains high in the peripheral ner-
vous system (Tischfield et al., 2010). The neuronal
b-tubulin isotype is required in axon guidance and nor-
mal brain development (Tischfield et al., 2010).

During neurite extension, various families of
microtubule-associated proteins (MAPs) bind to micro-
tubules to regulate their stability, and hence the rate
and direction of process outgrowth (Allen and Chilton,
2009). Some of these proteins appear to be specifically
localized in either axons or dendrites (Allen and
Chilton, 2009). Understanding how these MAPs become
recruited to different compartments could shed light on
how this occurs with axon guidance molecules (Allen
and Chilton, 2009). The stability of microtubules will di-
rectly affect the facility with which motor proteins can
convey their cargoes to the growing axon tip (Allen
and Chilton, 2009).

Following axogenesis, the proximal section of the
axon forms a diffusion impermeable barrier termed
the axon initial segment (AIS) (Allen and Chilton,
2009). The AIS, microtubule polarity, and motor protein
affinities collectively provide a series of filters to selec-
tively transport necessary proteins to the axonal tip
(Allen and Chilton, 2009). The growth cone autono-
mously executes intrinsic mechanisms to sort and retain
from these deliveries those that are required (Allen and
Chilton, 2009). The interplay between the cell adhesion
molecule L1 and the neuropilin–semaphorin signaling
axis provides the best current insight into how the turn-
over of axon guidance receptors is regulated at the
growth cone (Allen and Chilton, 2009). L1 and other
members of its family of cell adhesion molecules are im-
portant for the overall adhesion of a developing axon to
its substrate (Allen and Chilton, 2009). By regulation, the

distribution and turnover of semaphorin signaling com-
plexes, L1 andmaybe other cell adhesionmolecules such
as neuronal cell adhesion molecule, required for the sig-
naling of Sema3B and Sema3F through Np-2, may play a
key role in determining which receptors reach and stay
at the developing axon tip (Allen and Chilton, 2009).

L1 is expressed along the length of the axon, but it is
preferentially inserted into the growth cone membrane
(Allen and Chilton, 2009). It functions as a critical com-
ponent of the Sema3A receptor complex by binding
Np-1 and determining whether a repulsive or attractive
response is generated (Allen and Chilton, 2009). L1 also
regulates the turnover of neuropilin receptors by con-
trolling its endocytosis following semaphoring binding
(Allen and Chilton, 2009). At the growth cone, L1 inter-
acts with Ezrin–Radixin–Moesin proteins to influence
the actin cytoskeleton and axon outgrowth (Allen and
Chilton, 2009). L1 is anchored to the axonal membrane
via ankyrinB, which is colocalized with L1 along the ax-
onal shaft (Allen and Chilton, 2009). A mechanism is
suggested whereby L1 could carry neuropilin to the
growth cone and modulate its signaling once there
(Allen and Chilton, 2009). Given the large turnover of
plasma membrane occurring in developing growth
cones, association with L1 in its cycle of surface renewal
would be a very efficient means of locally recycling neu-
ropilin, obviating the need to continually transport fresh
receptor down the growing axon (Allen and Chilton,
2009). Following a change in its phosphorylation, L1
can subsequently associate with different cytoskeletal
components and assume a more passive, adhesive role
in the axon (Allen and Chilton, 2009). The interaction be-
tween L1 and neuropilin provides a means for both se-
lective targeting of the latter to the developing growth
cone and regulation of its endocytic turnover once there
(Allen and Chilton, 2009).

There is another mechanism to retain guidance recep-
tors at the axonal tip (Allen and Chilton, 2009). For neu-
ropilin and the receptors for ephrin and netrin guidance
molecules, local variations in the composition of the
plasma membrane play an important role (Allen and
Chilton, 2009). In the axon, glycolipid-enriched com-
plexes, also known as lipid rafts, mediate the sorting
of GPI-anchored proteins (Allen and Chilton, 2009).
The responses induced by semaphorin and netrin are
both dependent on the integrity of lipid rafts within
the growth cone (Allen and Chilton, 2009). The GPI-
anchored ephrinA and the transmembrane ephrinB fam-
ilies ofmolecules are also present in lipid rafts (Allen and
Chilton, 2009).

Palmitoylation of proteins is a posttranslational mod-
ification, which can enhance the association of proteins
with lipid rafts, and is a critical component of the ner-
vous system development (Allen and Chilton, 2009).
This modification occurs with the netrin receptor, DCC
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(Allen and Chilton, 2009). This is required for its proper
function in promoting both axonal growth and turning
(Allen and Chilton, 2009). Lipid modification andmicro-
environments could be crucial for getting receptors to
the developing growth cone (Allen and Chilton, 2009).
Restriction within the growth cone of enzymes, which
regulate palmitoylation, could then locally modulate re-
tention of guidance receptors and associated signaling
components (Allen and Chilton, 2009).

31.3.1 Agenesis of the Corpus Callosum

The corpus callosum is the largest fiber tract in the
central nervous system and the major interhemispheric
fiber bundle in the brain (http://www.ncbi.nlm.nih.
gov/omim) (Bloom and Hynd, 2005; Donahoo and
Richards, 2009; Paul et al., 2007; Richards et al., 2004).
It consists of over 190 million axons, connects neurons
in the left and right cerebral hemispheres, and is essen-
tial for the coordinated transfer of information between
them (Bloom and Hynd, 2005; Chiappedi and Bejor,
2010; Donahoo and Richards, 2009; Paul et al., 2007;
Richards et al., 2004). The corpus callosum contains
homotopic and heterotopic interhemispheric connec-
tions (Paul et al., 2007).

Formation of the corpus callosum begins as early as
6 weeks of gestation, with the first fibers crossing the
midline at 11–12 weeks of gestation and completion of
the basic shape by 18–20 weeks (http://www.ncbi.nlm.
nih.gov/omim) (Bloom and Hynd, 2005; Chiappedi and
Bejor, 2010). The corpus callosum first enlarges caudally
then develops rostrally (Bloom and Hynd, 2005). Myeli-
nation occurs slowly over the lifespan, with the process
completing inpuberty (BloomandHynd, 2005).Myelina-
tion progresses caudally to rostrally, much as the corpus
callosum develops, from the splenium to the genu and
rostrum (Bloom and Hynd, 2005; Richards et al., 2004).
The most anterior portion of the callosum is the genu,
which connects the prefrontal cortices on either hemi-
sphere (Bloom and Hynd, 2005; Richards et al., 2004).
The middle portions of the corpus callosum connect the
motor and somatosensory regions (Bloom and Hynd,
2005). The caudal part of the body of the corpus callosum
connects the cortex from the temporoparietal–occipital
junction, as do portions of the splenium, the most poste-
rior section of the corpus callosum (Bloom and Hynd,
2005; Richards et al., 2004). The splenium also connects
the dorsal parietal and occipital regions (Bloom and
Hynd, 2005).

For the corpus callosum to form, several critical devel-
opmental events must occur in sequence (Donahoo and
Richards, 2009; Paul et al., 2007). These include correct
midline patterning, formation of telencephalic hemi-
spheres, birth and specification of commissural neurons,

and axon guidance across the midline to the final target
in the contralateral hemisphere (Donahoo and Richards,
2009; Paul et al., 2007; Richards et al., 2004).

Np-1 has been shown to be involved in corpus callo-
sum formation (Donahoo and Richards, 2009). The first
axons to cross the midline arise from neurons in the cin-
gulated cortex (Paul et al., 2007). Cingulate pioneering
axons of the corpus callosum express Np-1 at a crucial
temporal stage for callosal development (Donahoo and
Richards, 2009; Paul et al., 2007). Callosal axons are
guided medially to the midline, where they are chan-
neled into the contralateral hemisphere (Donahoo and
Richards, 2009). Midline cellular populations that have
been shown to assist in the formation of the corpus cal-
losum include the midline zipper glia, the glial wedge,
the indusium griseum glia, and the subcallosal sling
(Bush and Soriano, 2009; Donahoo and Richards, 2009;
Paul et al., 2007; Richards et al., 2004). The glial wedge
has been shown to express molecules such as Slit2 re-
quired for callosal axons to cross the midline (Richards
et al., 2004). The indusium griseum also expresses the
guidance molecule Slit2 and resides directly above the
corpus callosum (Richards et al., 2004).

After crossing the midline, callosal axons grow into
the contralateral hemisphere toward their designated
target region, usually homotopic to their region of origin,
and then innervate the appropriate cortical layer (Paul
et al., 2007). Such processes probably involve both mo-
lecular recognition of the appropriate target region and
activity-dependent mechanisms that regulate axon tar-
geting to the correct layer and the subsequent refinement
of the projection (Paul et al., 2007).

ACC encompasses a broad range of diagnoses and is
one of the most frequent malformations in the brain with
a reported incidence ranging between 0.5 and 70 in
10000 births (http://www.ncbi.nlm.nih.gov/omim)
(Chiappedi and Bejor, 2010; Richards et al., 2004). Both
complete and partial ACC can result from disruption
in any one of the multiple steps of callosal development,
such as cellular proliferation and migration, axonal
growth, or glial patterning at the midline (Bush and
Soriano, 2009; Engle, 2010; Paul et al., 2007; Richards
et al., 2004). ACC is a clinically and genetically heteroge-
neous condition, which can be observed as either an iso-
lated condition or a manifestation in the context of a
congenital syndrome (http://www.ncbi.nlm.nih.gov/
omim. Further heterogeneity in ACC can arise from con-
comitant abnormalities in the anterior commissure (Paul
et al., 2007). Malformation of the corpus callosum can re-
sult in either the complete absence of the corpus callo-
sum or partial absence (hypogenesis) or thinning of
the corpus callosum (Donahoo and Richards, 2009;
Paul et al., 2007; Richards et al., 2004).

The wide range of disorders in which callosal abnor-
malities are found underscores the importance of
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understanding the basic nature of the development and
function of the corpus callosum (BloomandHynd, 2005).

31.3.1.1 Clinical Characteristics

Corpus callosum dysgenesis accompanies a multi-
tude of inherited disorders and results in a clinical spec-
trum ranging from normal to severe mental retardation
(Engle, 2010; Richards et al., 2004). The most frequent
clinical findings in patients with ACC are mental retar-
dation (60%), visual problems (33%), speech delay
(29%), seizures (25%), and feeding problems (20%)
(http://www.ncbi.nlm.nih.gov/omim).

Isolated ACC, even when not ascertained clinically,
still causes behavioral and cognitive impairment (Paul
et al., 2007). As more individuals with primary ACC
are identified and assessed with sensitive standardized
neuropsychological measures, a pattern of deficits in
higher order cognition and social skills has become ap-
parent (Chiappedi and Bejor, 2010; Paul et al., 2007).
The major anatomical feature of primary ACC is the ab-
sence of the corpus callosum, and it is presumed to be the
cause of the cognitive and behavioral changes in these
individuals (Paul et al., 2007). However, colpocephaly
(abnormal enlargement of the occipital horns of the
brain) and Probst bundles (large, bilateral, barrel-shaped
axonal structures that do not cross the midline) are com-
mon in people with primary ACC and together with
other subtle anatomical changes probably also affect be-
havior (Paul et al., 2007).

The functional consequences of structural changes in
brain connectivity contribute to cognitive impairment
(Paul et al., 2007). Primary ACC has a limited impact
on general cognitive ability (Paul et al., 2007). Although
the full-scale intelligence quotient (IQ) can be lower than
expected based on family history, scores frequently re-
main within the average range (Paul et al., 2007). In an
unexpectedly large number of persons with primary
ACC (as many as 60%), performance IQ and verbal IQ
are significantly different (Paul et al., 2007). However,
there is no consistency with respect to which of the
two is more affected (Paul et al., 2007). Impairments in
abstract reasoning, problem solving, generalization,
and category fluency have all been consistently observed
in patients with primary ACC (Chiappedi and Bejor,
2010; Paul et al., 2007). Data from large sample sizes sug-
gest that problem-solving abilities become more im-
paired as task complexity increases (Paul et al., 2007).

The most comprehensively examined higher cogni-
tive domain in patients with ACC is language (Paul
et al., 2007). Overall, individuals with primaryACChave
intact general naming, receptive language, and lexical
reading skills (Paul et al., 2007). However, impairments
have been reported in the comprehension of syntax and
linguistic pragmatics, and in phonological processing
and rhyming (Paul et al., 2007). With respect to linguistic

pragmatics, persons with primary ACC are impaired in
the comprehension of idioms, proverbs, vocal prosody,
and narrative humor (Paul et al., 2007). Patients with pri-
mary ACC also show marked difficulty with expressive
language (Paul et al., 2007).

Parents of individuals with primary ACC consistently
describe impaired social skills and poor personal insight
as the features that interfere most prominently with the
daily lives of their children (Chiappedi and Bejor, 2010;
Paul et al., 2007). Also, parents frequently report health
concerns such as feeding or sleeping issues, elimination
problems, and unusual tolerance for pain (Chiappedi
and Bejor, 2010). Specific traits include emotional imma-
turity, lack of introspection, impaired social competence,
general deficits in social judgment and planning, and
poor communication of emotions (Chiappedi and
Bejor, 2010; Paul et al., 2007). Consequently, patients
with primary ACC often have impoverished and super-
ficial relationships, suffer social isolation, and have inter-
personal conflict both at home and at work because of
misinterpretation of social cues (Chiappedi and Bejor,
2010; Paul et al., 2007).

Responses of adults with primary ACC on self-report
measures also suggest diminished self-awareness (Paul
et al., 2007). The patients’ self-reports are often in direct
conflict with observations from friends and family (Paul
et al., 2007). One potential factor contributing to poor
self-awareness may be a more general impairment in
comprehension and description of social situations
(Paul et al., 2007).

Taken together, the neuropsychological findings in
primary ACC highlight a pattern of deficits in problem
solving, social pragmatics of language and communica-
tion, and processing emotion (Chiappedi and Bejor,
2010; Paul et al., 2007). Behavioral and emotional factors
are frequently associated: A tendency for deficient social
cognition in individuals with ACC seems to stem from a
combination of difficulty integrating information from
multiple sources, using paralinguistic cues for emotion,
and understanding nonliteral speech (Chiappedi and
Bejor, 2010).

The deficits in social communication and social inter-
action in patients with primary ACC overlapwith the di-
agnostic criteria for autism (Chiappedi and Bejor, 2010;
Paul et al., 2007). Furthermore, people with primary
ACC may display a variety of other social, attentional,
and behavioral symptoms that can resemble those of cer-
tain psychiatric disorders (Paul et al., 2007). Examination
of symptom overlap between psychiatric disorders and
ACC may help to isolate the symptoms that are directly
caused by a dysfunction in corticocortical connectivity
(Paul et al., 2007).

There are also structural similarities between ACC
and some psychiatric disorders (Paul et al., 2007). Struc-
tural correlates of abnormal brain connectivity are
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evident in essentially every psychiatric disorder that has
been examined (Paul et al., 2007). For example, several
studies have found altered morphology of the corpus
callosum in schizophrenia patients, including changes
in size and shape, as well as microstructural changes
in callosal regions that are revealed by diffusion MRI
(Bloom and Hynd, 2005; Paul et al., 2007). There are also
a number of reports of complete ACC in patients with
schizophrenia, underscoring a direct connection be-
tween ACC and schizophrenia (Paul et al., 2007). Corpus
callosum size, especially its anterior sectors, is also de-
creased in some cases of autism (Bloom and Hynd,
2005; Chiappedi and Bejor, 2010; Paul et al., 2007).Micro-
structural changes in the corpus callosum have also been
found in patients with Tourette’s syndrome (a disorder
characterized by repetitive, stereotyped, involuntary
movements and vocalizations called tics) and attention
deficit hyperactivity disorder (Bloom and Hynd, 2005;
Paul et al., 2007). Abnormalities in the size of the corpus
callosum have also been found in patients diagnosed
with mental retardation, Down syndrome, developmen-
tal dyslexia, and developmental language disorders
(Bloom and Hynd, 2005). Deviant asymmetry of cortical
areas, possibly related to callosal abnormalities, has been
found in developmental dyslexia and specific language
impairment (Bloom and Hynd, 2005).

31.3.1.2 Genetics

The genetics of ACC is variable and reflects the under-
lying complexity of callosal development (Bush and
Soriano, 2009; Chiappedi and Bejor, 2010; Paul et al.,
2007). A combination of genetic mechanisms, including
single-gene Mendelian mutations, single-gene sporadic
mutations, and complex genetics, might have a role in
the etiology of ACC (Paul et al., 2007). Retrospective
chart reviews and cross-sectional cohort studies report
that 30–45% of cases of ACC have identifiable causes
(Chiappedi and Bejor, 2010; Paul et al., 2007). Approxi-
mately 10% have chromosomal anomalies, and the
remaining 20–35% have recognizable genetic syndromes
(Paul et al., 2007). However, if only individuals with
complete ACC are considered, then the percentage of pa-
tients with recognizable syndromes drops to 10–15%,
and thus 75% of cases of complete ACC do not have
an identified cause (Chiappedi and Bejor, 2010; Paul
et al., 2007).

One example of ACC associated with a Mendelian
disorder is X-linked lissencephaly with ACC and ambig-
uous genitalia (XLAG), which results from a mutation in
the aristaless-related homeobox gene (ARX) (Chiappedi
and Bejor, 2010; Paul et al., 2007).

Another syndrome caused by a single-gene mutation
is CRASH syndrome (corpus callosum agenesis, retar-
dation, adducted thumbs, spastic paraplegia, and hyd-
rocephalus), which is accompanied by diminutive

corticospinal tracts within the brainstem (Paul et al.,
2007). CRASH is caused by mutations in the L1 cell ad-
hesion molecule (L1CAM) gene that codes for a trans-
membrane cell adhesion protein broadly expressed in
the central nervous system (Paul et al., 2007).

Andermann syndrome, an autosomal recessive condi-
tion prevalent in the Saguenay-Lac-St-Jean region of
Quebec, presents with callosal hypoplasia or ACC, cog-
nitive impairment, episodes of psychosis, and a progres-
sive central and peripheral neuropathy (Chiappedi and
Bejor, 2010; Paul et al., 2007). It is caused by mutation of
the KCl cotransporter KCC3 (potassium chloride cotran-
sporters 3) (Paul et al., 2007).

Mowat–Wilson syndrome (MWS) in addition to ACC
causes Hirschsprung disease, congenital heart disease,
genitourinary anomalies, microcephaly, epilepsy, and
severe cognitive impairment (Chiappedi and Bejor,
2010; Paul et al., 2007). The MWS is caused by heterozy-
gous inactivating mutations in the gene zinc finger
homeobox 1b on chromosome 2q22, which codes for
SMAD-interacting protein 1 (Paul et al., 2007). ACC is
not observed in all MWS cases (Paul et al., 2007).

Aicardi syndrome isanotherdisorderprobablycaused
by sporadic mutations on the X chromosome (Chiappedi
and Bejor, 2010; Paul et al., 2007). It is only observed in fe-
males and XXY males with Klinefelter syndrome (Paul
et al., 2007). It consists ofACC, infantile spasms and chor-
ioretinal lacunae, and additional cerebral and ophthal-
mological abnormalities (Paul et al., 2007).

ACC is a notable facet of craniofrontonasal syndrome
(CFNS) (Bush and Soriano, 2009). Mutations in the
EPHRIN-B1 gene result in a wide spectrum of develop-
mental abnormalities that constitute this syndrome
(Bush and Soriano, 2009). This syndrome includes
cleft palate, craniofrontonasal dysplasia, craniosynosto-
sis, axial skeletal defects such as asymmetry of the
thoracic skeleton and limb abnormalities, and neuro-
logical defects such as mental retardation (Bush and
Soriano, 2009). It is an X-linked condition (Bush and
Soriano, 2009).

Some other syndromes associated with ACC are ACC
with fatal lactic acidosis, HSAS/MASA syndromes (X-
linked hydrocephalus) (L1CAM), acrocallosal syndrome,
Chudley–MCCullough syndrome, Donnai–Barrow syn-
drome, FG syndrome, gentiopatellar syndrome, Temtamy
syndrome, Toriello–Carey syndrome, Vici syndrome,
ACC with spastic paraparesis (SPG11), CFNS, Fryns syn-
drome, Marden–Walker syndrome, Meckel–Gruber syn-
drome, microphthalmia with linear skin defects, Opitz G
syndrome, orofaciodigital syndrome, pyruvate decarbox-
ylase deficiency, Rubinstein–Taybi syndrome, septo-optic
dysplasia (DeMorsier syndrome), Sotos syndrome, War-
burg micro syndrome, and Wolf–Hirschhorn syndrome
(Bush and Soriano, 2009; Chiappedi and Bejor, 2010;
Paul et al., 2007).

588 31. LISSENCEPHALIES AND AXON GUIDANCE DISORDERS

III. DISEASES



In most individuals with ACC, there is no clearly
inherited cause or a recognized genetic syndrome, sug-
gesting that ACC can be caused by sporadic (de novo) ge-
netic events (Paul et al., 2007). It is likely that some cases
of ACC are caused by haploinsufficiency at other genetic
loci (Paul et al., 2007). This is supported by many reports
of patients with ACC who have sporadic chromosomal
mutations with particular loci identified repeatedly
(Paul et al., 2007).

The number of patients with ACC in which chromo-
somal rearrangements are found has increased following
technical improvements, from conventional karyotyping
to subtelomeric and array-CGH (comparative genomic
hybridization) analysis (Chiappedi andBejor, 2010).Can-
didate genes have been located especially on chromo-
some 1 and also on 3, 7, 8, 13, 15, 18, and 21 (Chiappedi
and Bejor, 2010). Data obtained using microarray-based
comparative genomic hybridization demonstrate that
patients with ACC have chromosomal deletions or dup-
lications that are smaller than those that can be detected
using conventional cytogenetics (Paul et al., 2007). The
risk of having a childwithACC is nearly threefold higher
for mothers aged 40 and above, which is consistent with
causal sporadic chromosomal changes (Paul et al., 2007).

Many cases of ACCmight be caused by polygenic and
other complex interactions (Paul et al., 2007). The abun-
dance of case reports of ACC associated with specific
diseases probably also reflects complex underlying
mechanisms (Paul et al., 2007).

Environmental factors might contribute to ACC
(Chiappedi andBejor, 2010; Paul et al., 2007).One example
of environmental influences on callosal development is
provided by fetal alcohol syndrome (FAS) (Chiappedi
and Bejor, 2010; Paul et al., 2007). Alcohol exposure
in utero decreases gliogenesis and glial–neuronal interac-
tions, processes that are vital for corpus callosumdevelop-
ment (Paul et al., 2007). Ethanol disrupts the transcription
and biochemical function of L1CAM, implicating an
interplay of environment and genetics in ACC (Paul
et al., 2007). The incidenceofACC inFAS is approximately
6.8% (Paul et al., 2007). Inmany FAS cases, the corpus cal-
losum is hypoplastic; this may result not only from the
disruption of early events in callosal formation but also
from later dysregulation of axonal pruning (Paul et al.,
2007). Such mechanisms might also cause callosal hypo-
plasia inotherdisorders suchas schizophrenia andautism
(Paul et al., 2007). Other environmental factors may also
influence postnatal and prenatal callosal development,
including musical training, hypothyroidism, and enrich-
ment or deprivation of experience (Paul et al., 2007).

31.3.1.3 Neuroradiological Findings

Consistent with the broad range of genetic factors
involved in ACC, the cognitive, behavioral, and neuro-
logical consequences of ACC are wide ranging (Paul

et al., 2007; Richards et al., 2004). One approach to defin-
ing clinical subsets of the ACC patient population is to
categorize individuals according to specific neuroana-
tomical findings and subsequently relate these to the
behavioral symptoms within these groups (Paul et al.,
2007). The presence of polymicrogyria (PMG) (an exces-
sive number of gyri on the surface of the brain), pachy-
gyria (too few gyri on the surface of the brain), and
heterotopia, detected using MRI, correlate with moder-
ate to severe developmental delay (Chiappedi and
Bejor, 2010; Paul et al., 2007).

In ACC, the superomedial aspects of the lateral
ventricles are deformed by the fibers of the cerebral hemi-
spheres thatwere destined to cross in the corpus callosum
and that, with agenesis, course instead longitudinally
as the bundles ofProbst (Chiappedi andBejor, 2010).Cres-
centic lateral ventricles result from the impression of me-
dial ventricular wall by these bundles (Chiappedi and
Bejor, 2010). The other relevant neuroradiological sign is
the eversion of the cingulated gyri which can be seen in
coronal scans (Chiappedi and Bejor, 2010).

Ultrasonography can be helpful, even if MRI is
thought to be far superior at least for partial agenesis
(Chiappedi and Bejor, 2010). Morphologically, two types
of ACC can be distinguished: In type 1, axons are present
but unable to cross the midline, forming large aberrant
fiber bundles (Probst bundles), while in the less frequent
type 2, axons fail to form (Chiappedi and Bejor, 2010).

The most relevant sonographic sign in sagittal views
is the superior displacement of the third ventricle, while
parasagittal views show that the medial cortical sulci ra-
diates superiorly instead of horizontally and the absence
of the normally echogenic pericallosal sulcus (Chiappedi
and Bejor, 2010). Coronal scans show absence of callo-
sum and Probst longitudinal bundles indenting the dor-
somedial aspect of lateral ventricles (Chiappedi and
Bejor, 2010).

With partial agenesis, the posterior portion is nearly
always affected, with the notable exception of the ante-
rior involvement that occurs when partial agenesis is as-
sociated with the holoprosencephalies (Chiappedi and
Bejor, 2010).

In MRI, the four components of the corpus callosum
are best viewed on sagittal imaging, although its rela-
tionship to the cerebral hemispheres is best shown on
coronal images (Chiappedi and Bejor, 2010). The corpus
callosum is a densely packed white matter structure,
with high signal on T1-weighted and low signal in
T2-weighted images after the age of 24 months
(Chiappedi and Bejor, 2010). MRI imaging shows that
myelination is more advanced in the posterior parts of
the corpus callosum when compared to the anterior
regions (Chiappedi and Bejor, 2010).

Prenatal diagnosis of complete callosal agenesis is
feasible from the midtrimester onward by expert
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sonography (Chiappedi and Bejor, 2010). In the axial
view, suspicious findings are absent cavum septi pellu-
cid and teardrop configuration of the lateral ventricles
with possible ventriculomegaly; the nonvisualization
of the corpus callosum at transfontanellar ultrasound
in either the sagittal or coronal plane is diagnostic
(Chiappedi and Bejor, 2010). More subtle findings, such
as hypoplasia and partial ACC, may also be recognized
antenatally (Chiappedi and Bejor, 2010). Fetal MRI is
worth doing in order to reinforce a difficult sonographic
diagnosis and, at the same time, to exclude possible ad-
ditional cerebral anomalies, which may be overlooked at
ultrasound (Chiappedi and Bejor, 2010).

Malformations of the brainstem and cerebellum have
been increasingly recognized in patients with malforma-
tions of the cerebrum, including callosal anomalies
(Barkovich et al., 2009).

31.3.2 L1 Syndrome

The L1 syndrome is a highly variable X-linked neuro-
logical disorder (Bertolin et al., 2010; Engle, 2010; Schafer
et al., 2010). It results frommutations in the L1CAM gene
(Bertolin et al., 2010; Engle, 2010; Schafer et al., 2010; Vos
et al., 2010). L1 is a transmembrane neural adhesionmol-
ecule that acts as a short-range axon guidance cue and
is highly expressed in developing axons and apical den-
drites of cortical neurons and within migratory axons of
the corpus callosum and corticospinal tract (Bertolin
et al., 2010; Engle, 2010; Schrander-Stumpel and
Vos, 1993).

The L1CAM is one of a subgroup of structurally related
integralmembrane glycoproteins belonging to a large class
of immunoglobulin superfamily cell adhesion molecules
that mediate cell-to-cell adhesion at the cell surface
(http://www.ncbi.nlm.nih.gov/omim) (Bertolin et al.,
2010; Schrander-Stumpel and Vos, 1993; Vos et al., 2010).
Thevarious functions ofL1CAMincludeguidance of neur-
ite outgrowth in development, neuronal cell migration,
axon bundling, synaptogenesis, myelination, neuronal cell
survival, and hippocampal long-term potentiation (http://
www.ncbi.nlm.nih.gov/omim) (Bertolin et al., 2010; Schafer
et al., 2010; Schrander-Stumpel and Vos, 1993).

L1 has multiple extracellular binding partners, in-
cluding b1 integrins, neuronal cell adhesion molecule,
TAG-1/axonin-1, contactin, Np-1, and L1 itself, through
which it potentiates cell adhesion, provides amechanical
link to the actin cytoskeleton, and serves as a coreceptor
to assist in intracellular signal transduction (Engle,
2010). L1 homophilic binding increases cell adhesion
and enhances neuronal migration and neurite out-
growth, whereas binding to Np-1 mediates Sema3A-
induced growth cone collapse and axon repulsion
(Engle, 2010).

L1 has also multiple intracellular binding partners; L1
links to the actin cytoskeleton through interactions with
ankyrin or FERM domain-containing proteins, and the
interaction of L1 with adaptor protein 2 is required for
sorting of L1 to the axonal growth cone (Engle, 2010).

31.3.2.1 Clinical Characteristics

The L1 syndrome was originally recognized as four
distinct entities: X-linked hydrocephalus due to stenosis
of the aqueduct of Sylvius, MASA syndrome (mental
retardation, aphasia, shuffling gait, adducted thumbs),
X-linked complicated spastic paraplegia type I, and X-
linked corpus callosum agenesis (Bertolin et al., 2010;
Engle, 2010; Vos et al., 2010). On the basis of their genetic
homogeneity and phenotypic overlap, these disorders
are considered a single entity (Engle, 2010; Schafer
et al., 2010).

This X-linked syndrome comprises a broad pheno-
typic spectrum, including hydrocephalus, mental re-
tardation, aphasia, spastic paraplegia, and adducted
thumbs (Engle, 2010; Schafer et al., 2010; Schrander-
Stumpel and Vos, 1993).

X-linked hydrocephalus with stenosis of the aqueduct
of Sylvius is themost common genetic form of congenital
hydrocephalus, with a prevalence of approximately 1 in
30000 (Schrander-Stumpel and Vos, 1993). This accounts
for approximately 5–10% of males with nonsyndromic
hydrocephalus (Schrander-Stumpel and Vos, 1993). Hy-
drocephalusmay be present prenatally and result in still-
birth or death in early infancy (Schrander-Stumpel and
Vos, 1993). Males with hydrocephalus with stenosis of
the aqueduct of Sylvius are born with severe hydroceph-
alus and adducted thumbs (Schrander-Stumpel andVos,
1993). Seizures may occur (Schrander-Stumpel and Vos,
1993). In less severely affected males, hydrocephalus
may be subclinically present and documented only be-
cause of developmental delay (Schrander-Stumpel and
Vos, 1993). Mild-to-moderate ventricular enlargement
is compatible with long survival (Schrander-Stumpel
and Vos, 1993).

In hydrocephalus with stenosis of the aqueduct of
Sylvius, intellectual disability is usually severe and is in-
dependent of shunting procedures in individuals with
severe hydrocephalus (Schrander-Stumpel and Vos,
1993). In MASA syndrome, intellectual disability ranges
from mild (IQ of 50–70) to moderate (IQ of 30–50)
(Schrander-Stumpel and Vos, 1993).

Boys initially exhibit hypotonia of the legs, which
evolves into spasticity during the first years of life
(Schrander-Stumpel and Vos, 1993). In adult males,
the spasticity tends to be somewhat progressive
(Schrander-Stumpel and Vos, 1993). Spasticity usually
results in atrophy of the muscles of the legs and contrac-
tures that together cause the shuffling gait (Schrander-
Stumpel and Vos, 1993).
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Carrier females may manifest minor features such
as adducted thumbs and/or subnormal intelligence
(Schrander-Stumpel and Vos, 1993). Rarely do females
manifest the complete L1 syndrome phenotype
(Schrander-Stumpel and Vos, 1993).

31.3.2.2 Genetics

The L1CAM gene is located on the long arm of X-
chromosome (Xq28) and is comprised of 29 exons, the first
being noncoding, spanning about 16 kb (Bertolin et al.,
2010; Schrander-Stumpel and Vos, 1993; Vos et al., 2010).
The L1 syndrome results from missense, nonsense, splice
site, and frameshift mutations scattered throughout the
exons and intron–exon boundaries of the L1CAM gene
(Bertolin et al., 2010; Engle, 2010; Schrander-Stumpel and
Vos, 1993). Since the known L1CAM mutations are scat-
tered over the whole coding region, the entire gene has
to be sequenced in order to achieve molecular diagnosis
(Bertolin et al., 2010). To date,more than 240 differentmu-
tations have been reported in the L1CAM gene (Bertolin
et al., 2010). Most L1CAM mutations are unique to each
family, that is, they appear to be private mutations (Vos
et al., 2010). Only a few families harbor the same recurrent
mutation (Vos et al., 2010).

Missensemutations account for over one-third of path-
ological L1 mutations described, and those affecting
extracellular domains result inmore severe clinical conse-
quences than those affecting the cytoplasmic part of L1
(Schafer et al., 2010). Some missense mutations affect
structurally important amino acid sites in the extracellular
domains, which may cause protein misfolding (Schafer
et al., 2010). Suchmissensemutations interferewithhomo-
and heterophilic ligand binding, intracellular trafficking,
neurite growth, and neurite branching (Bertolin et al.,
2010;Engle,2010;Schaferetal.,2010).Childrenwitha trun-
cating mutation are more likely to die before the age of 3
than children with a missense mutation (Vos et al., 2010).

Axon guidance defects occur with both extra- and in-
tracellular mutations (Engle, 2010). The role of L1CAM
in neuronal migration and survival, synaptogenesis,
and long-term potentiation may also contribute to the
phenotype (Engle, 2010).

L1CAM mutation analysis is offered to patients sus-
pected of having L1 syndrome (Vos et al., 2010). Once
a mutation has been established, prenatal testing can
be performed in subsequent pregnancies, and carrier-
ship testing can be carried out to determine the potential
presence of an L1CAMmutation in female relatives (Vos
et al., 2010).

31.3.2.3 Neuroradiological Findings

Neuroimaging reveals hydrocephalus with or with-
out stenosis of the aqueduct of Sylvius in combination
with corpus callosum agenesis/hypogenesis and/or cer-
ebellar hypoplasia, small brainstem, and agenesis of the

pyramids (corticospinal tracts) (Engle, 2010; Schrander-
Stumpel and Vos, 1993). Bilateral absence of the pyra-
mids detected by MRI is an almost pathognomonic
inding (Schrander-Stumpel and Vos, 1993). Aqueductal
stenosis is not a constant feature of L1 syndrome
(Schrander-Stumpel and Vos, 1993).

L1 syndrome cannot be reliably diagnosed on the basis
ofprenatalultrasoundonly (Schrander-StumpelandVos,
1993). A diagnosis of hydrocephalus often requires serial
ultrasound examination and cannot be guaranteed be-
fore 20–24 weeks of gestation or even the third trimester
ofpregnancy (Schrander-Stumpel andVos, 1993).Appar-
ently, normal ultrasound findings in a pregnancy with a
priori increased risk are not reliable in ruling out L1 syn-
drome in the fetus (Schrander-Stumpel and Vos, 1993).

31.3.3 Joubert Syndrome and Related Disorders

Joubert syndrome (JS) is an autosomal recessive and
genetically heterogeneous trait characterized by combi-
nations of congenital hypotonia, ataxia, abnormal respi-
ratory patterns, mental retardation, social disabilities
including autism, and synkinetic mirror movements
(Engle, 2010; Parisi, 2009; Valente et al., 2008). The JS
can also cosegregate with retinopathy, kidney disease,
liver disease, polydactyly, obesity, and/or situs inversus
(Engle, 2010; Valente et al., 2008). This spectrum is now
called JS and related disorders (JSRD) (Engle, 2010).

The prevalence of JSRD has been estimated as approx-
imately 1:100000 in the United States, but this is likely
an underestimate given by the broad spectrum of fea-
tures particularly in those with milder manifestations
(Parisi, 2009).

JS and JSRD are classified as ciliopathies because the
mutatedgenes encodesignal transductionandscaffolding
proteins implicated in the functionof theprimaryciliumor
its anchoring structure, the basal body (Engle, 2010;
Valente et al., 2008). Cilia sense environmental cues and
mediate signals through receptor-dependent pathways
such as SHH, noncanonical Wnt, and platelet-derived
growth factor (PDGF) receptor (Engle, 2010; Parisi, 2009).

The JSRD, similar to many of the disorders considered
ciliopathies, shows considerable heterogeneity in clinical
features and on a molecular basis (Parisi, 2009; Valente
et al., 2008). The clinical features of JSRD are shared by
many ciliary disorders and typically involve the renal
epithelium, retinal photoreceptor cells, central nervous
system, body axis, sensory organs, and others (Parisi,
2009; Valente et al., 2008).

31.3.3.1 Clinical Characteristics

The features necessary for a diagnosis of classic JB in-
clude the following: The molar tooth sign on axial views
from cranial MRI studies comprised of these three
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findings: cerebellar vermis hypoplasia, deepened inter-
pendicular fossa, and thick, elongated superior cerebellar
peduncles; intellectual impairment/developmental de-
lay of variable degree; hypotonia in infancy; one or both
of the following (not required but supportive of the diag-
nosis): irregular breathing pattern in infancy (episodic
apnea and/or tachypnea, sometimes alternating) and ab-
normal eye movements (nystagmus and/or oculomotor
apraxia (OMA)) (Parisi, 2009; Valente et al., 2008).

Many children with JS exhibit dysmorphic facial fea-
tures that include a broad forehead, arched eyebrows,
eyelid ptosis, wide-spaced eyes, open mouth configura-
tion, and facial hypotonia (Parisi, 2009). Some individ-
uals also have polydactyly of the hands and/or feet,
which can take many forms (Parisi, 2009).

The JSRD encompasses classic JS as described previ-
ously, as well as conditions with other features such as
central nervous system anomalies (including occipital
encephalocele, corpus callosal agenesis), ocular colo-
boma, retinal dystrophy, renal disease (including cystic
dysplasia or nephronophthisis (NPHP) (cystic kidney
disease), and hepatic fibrosis (Parisi, 2009; Valente
et al., 2008). When the ocular and renal systems are
involved, the syndromes are sometimes described as
cerebello-oculo-renal syndromes (Parisi, 2009; Valente
et al., 2008). An association between kidney disease
and retinal involvement has been observed, with specific
findings of NPHP plus retinal dystrophy known as
Senior–Loken syndrome (Parisi, 2009; Valente et al., 2008).

One JSRD is the condition known as COACH syn-
drome (coloboma, oligophrenia/developmental delay,
ataxia, cerebellar vermis hypoplasia, hepatic fibrosis)
(Parisi, 2009; Valente et al., 2008). Liver involvement,
when coupled with renal cystic disease, has prompted
the inclusion of JSRD as a congenital hepatorenal fibro-
cystic disease (Parisi, 2009; Valente et al., 2008).

Cognitive impairment in JSRD is highly variable, with
many children exhibiting moderately severe disability
(Parisi, 2009). The average age of independent sitting
has been reported to be 19 months, and the average of
walking is reported to be 4 years for those who devel-
oped these skills (Parisi, 2009).

The clinical features related to the complex hindbrain
malformation include ataxia, which typically becomes
apparent as children develop ambulation, and ocular,
oral-motor, and speech dyspraxia (Parisi, 2009). Some
children require assistive devices or use sign language
to communicate given expressive language impairment
(Parisi, 2009).

Seizures have been reported in some children with
JSRD (Parisi, 2009). Some childrenwith JSRD and autistic
features have been described (Parisi, 2009). Behavioral
problems, typically impulsivity, perseveration, and tem-
per tantrums, appear to be relatively common particu-
larly with increasing age (Parisi, 2009).

There is a broad spectrum of ocular findings in JSRD
(Parisi, 2009; Valente et al., 2008). Abnormalities of ocu-
lar motility are very common, particularly nystagmus,
which can be horizontal, vertical, and/or torsional,
and typically has a pendular or sometimes see-saw pat-
tern, and OMA, which is characterized by difficulty in
smooth visual tracking, dysconjugate eye movements,
and head thrusting to compensate for poor saccade ini-
tiation (Parisi, 2009; Valente et al., 2008). Nystagmus and
OMA are often present at birth and may improve with
age (Parisi, 2009; Valente et al., 2008).

Other common ocular anomalies that may require
medical or surgical treatment include strabismus, am-
blyopia, and ptosis (Parisi, 2009). Third nerve palsy,
Duane anomaly (unilateral or bilateral restriction in
the ability to move the affected eye outward, and when
attempting to move the affected eye inward, it retracts
into the orbit, resulting in narrowing of the width of
the palpebral fissure) and optic disc drusen have also
been observed (Parisi, 2009).

Coloboma, a congenital ocular developmental defect,
is present in a subset of individuals with JSRD and typ-
ically involves the choroids and retina, but rarely the iris
(Parisi, 2009). Many children with unilateral or bilateral
colobomas also develop liver disease, as in COACH syn-
drome, but colobomas are not a necessary feature of this
disorder (Parisi, 2009). However, retinal dystrophy is not
typical in COACH syndrome, in contrast to other JSRDs
(Parisi, 2009).

Kidney disease is relatively common on JSRD, with a
prevalence of up to 30% of subjects in early surveys; this
estimate may be even higher with long-term follow-up
given its age-dependent penetrance (Parisi, 2009;
Valente et al., 2008). Two different forms of kidney dis-
ease have been described: cystic dysplasia and juvenile
NPHP (Parisi, 2009).

Cystic dysplasia may be identified prenatally or con-
genitally by ultrasound findings of multiple cysts of
many different sizes in immature kidneys with fetal lob-
ulations (Parisi, 2009; Valente et al., 2008). This finding is
the characteristic of Dekaban-Arima syndrome, a JSRD
that includes congenital blindness and occasional ence-
phalocele (Parisi, 2009; Valente et al., 2008).

The other, more common renal disorder in JSRD is ju-
venile NPHP, characterized by tubulointerstitial nephri-
tis and cysts concentrated at the corticomedullary
junction (Parisi, 2009; Valente et al., 2008). Most children
present with urine-concentrating defects in the first or
second decade of life as manifested by polydipsia, poly-
uria, anemia, and growth failure, with a rise in serum
creatinine around 9 years and progression to the end-
stage renal disease by approximately 13 years of age
(Parisi, 2009; Valente et al., 2008). Mutations in at least
nine ciliary genes have been identified in individuals
with NPHP, about 20% of whom have extrarenal
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manifestations, including cerebellar malformations,
OMA, and retinal dystrophy (Vos et al., 2010). It is pos-
sible that the renal disease in JSRD is part of a continuum
of findings with the common etiology involving abnor-
mal ciliary proteins leading to tubular dysfunction
(Parisi, 2009).

In rare cases, the congenital renal disease in JSRD con-
sists of enlarged kidneys, microscopic cysts distributed
throughout the cortex and medulla, and infantile hyper-
tension, similar to the renal disease of autosomal reces-
sive polycystic kidney disease (Parisi, 2009; Valente
et al., 2008). Several of these patients have MKS3
(Meckel–Gruber syndrome Gene 3) mutations similar
to those with COACH syndrome (Parisi, 2009).

Hepatic involvement in JSRD is likely underreported,
as manifestations of liver disease are usually not appar-
ent at birth (Parisi, 2009). However, since current man-
agement guidelines recommend routine screening for
liver dysfunction in all children with JSRD, hepatic in-
volvement is being identified presymptomatically
(Parisi, 2009). The liver disease in COACH syndrome
has demonstrated variable progression (Parisi, 2009;
Valente et al., 2008). Some JSRD/COACH patients pre-
sent with evidence of portal hypertension, including
hematemesis, esophageal varices or portosystematic
shunting, and occasionally life-threatening bleeding
events (Parisi, 2009; Valente et al., 2008); others present
with elevated or fluctuating levels of serum transami-
nases (ALT or AST) or gamma-glutamyl transferase
(Parisi, 2009). Physical examination findings may in-
clude hepatomegaly with or without splenomegaly
(Parisi, 2009).

The skeletal findings in JSRD include cone-
shaped epiphyses and polydactyly (Parisi, 2009). Cone-
shaped epiphyses have been most observed in children
with Mainzer–Saldino syndrome (cerebellar ataxia with
NPHP and retinal dystrophy) (Parisi, 2009). Polydactyly
is often postaxial, although preaxial polydactyly of the
hands or great toes has been observed (Parisi, 2009).
Mesaxial polydactyly has been described in individuals
with the oral-facial-digital type VI syndrome, a JSRD
with oral frenulae, lingual tumors or hamartomas, and
craniofacial findings that include wide-spaced eyes
and a midline lip groove (Parisi, 2009). With age, some
childrenwith JSRDdevelop scoliosis related to abnormal
tone (Parisi, 2009).

Endocrine abnormalities are not uncommon in JSRD,
and some children exhibit pituitary hormone dysfunc-
tion such as isolated growth hormone or thyroid
hormone deficiency, or even more extensive panhypopi-
tuitarism, with some males demonstrating micropenis
(Parisi, 2009).

The vast majority of infants and children diagnosed
with JSRD survive the neonatal period and many
demonstrate improvement with time in their tone,

respiratory function, and feeding behaviors (Parisi,
2009). Because of the risk of later development of retinal,
renal, and hepatic complications, ongoing monitoring is
essential (Parisi, 2009).

31.3.3.2 Genetics

The JSRD is genetically heterogeneous, and at
least nine loci and eight genes INPP5E (inositol
polyphosphate-5-phosphatase), AHI1 (Abelson helper
integration site 1), NPHP1, CEP290 (centrosomal
protein 290 kDa), TMEM67 (transmembrane protein
67), RPGRIP1L (RPGR-interacting protein-1-like pro-
tein), ARL13B (ADP-ribosylation factorlike 13B), and
CC2D2A (coiled-coil and C2 domain containing 2A)
have been identified (Engle, 2010).

The INPP5E gene was identified as causative, and
the retinal phenotype is predominant (Parisi, 2009). Also,
it is possible that this gene represents another COACH
gene (Parisi, 2009). This gene encodes an inositol
polyphosphatase-5-phosphatase E necessary for cilia
stability and indicates a link between phosphotidylino-
ditol signaling and ciliary function (Parisi, 2009).

Mutations in the 29-exon gene, AHI1, have been iden-
tified in JSRD (Valente et al., 2008). This gene encodes
a protein of unknown function named jouberin, contain-
ing several protein–protein interaction domains (Valente
et al., 2008). The most common clinical association in
AHI1-related JSRD is retinal dystrophy, occurring in
�80% of those with mutations (Parisi, 2009; Valente
et al., 2008). Renal disease has been observed in some
subjects (Parisi, 2009). However, no subjects with AHI1
mutations have had features of encephalocele, polydac-
tyly, or liver fibrosis (Parisi, 2009). Other central nervous
system anomalies, including PMG, corpus callosum
anomalies, and frontal lobe atrophy, have been de-
scribed in some individuals with AHI1 mutations
(Parisi, 2009). Single heterozygous mutations in the
AHI1 gene have been identified in a number of JSRD pa-
tients within the reported screenings (Valente et al.,
2008). The vast majority of identified mutations are non-
sense (truncating, frameshift, or splice-site mutations)
that cluster mainly in the first half of the gene (exons
7–16) and in exons encoding the functional domains
(Valente et al., 2008). Missense mutations are rare and
are predicted to affect amino acid residues that are cru-
cial for the correct functioning of such domains (Valente
et al., 2008). No correlation can be drawn between the
type or site of mutations and the associated phenotype
(Valente et al., 2008).

The first gene associated with JSRD, the 30-exon
NPHP1 gene, was identified as causing juvenile NPHP
(Parisi, 2009). NPHP resides within a �290 kb region
of genomic DNA flanked by large inverted repeat ele-
ments on chromosome 2q13 that is homozygously
deleted in JSRD or NPHP; a few individuals are
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compound heterozygotes for a deletion and a point mu-
tation in NPHP1 (Parisi, 2009; Valente et al., 2008). The
NPHP1 mutation detection rate for the purely renal dis-
order is �20–30%, whereas the mutation rate is only
about 1–3% in individuals with JSRD (Parisi, 2009). Some
individuals with the common deletion have congenital
OMA known as Cogan syndrome, and others have
Senior–Loken syndrome with retinal impairment, but
in general, the neurologic symptoms tend to be milder
than in many children with JSRD (Parisi, 2009; Valente
et al., 2008).

The large, 54-exon CEP290 gene, mapping to the long
arm of chromosome 12, has been associated with multi-
ple clinical disorders ranging from isolated Leber con-
genital amaurosis to JSRD, MKS, and BBS (Parisi, 2009;
Valente et al., 2008). Most subjects with JSRD due to
CEP290 mutations have retinal dystrophy or congenital
blindness, and many also develop renal disease consis-
tent with NPHP or renal cortical cysts (Parisi, 2009;
Valente et al., 2008). Findings in some affected individ-
uals have included ocular colobomas, encephaloceles,
septal heart defects, hepatic disease, and situs anomalies
(Parisi, 2009). The most frequent CEP290 mutation, and
the one that holds the strongest genotype–phenotype
correlation, is the intronicmutation c.2991þ1655>G that
creates a splice-donor site and inserts a cryptic exon in
the CEP290 messenger RNA between exons 26 and 27,
introducing a stop codon immediately downstream of
exon 26 (Valente et al., 2008).

The 28-exon TMEM67/MKS3 gene, mapping to chro-
mosome 8q22, encodes a 995-amino acid protein called
meckelin, which plays a role in primary cilium formation
and interacts with other known ciliary proteins (Parisi,
2009; Valente et al., 2008). Originally identified as a caus-
ative forMKS, mutations in this gene have been reported
in JSRD (Parisi, 2009; Valente et al., 2008). TheMKS3mu-
tations identified in MKS are typically compound het-
erozygous missense and truncating mutations or
homozygous splice-site mutations that are found across
the whole gene length, whereas the disease-associated
mutations in JSRD/COACH tend to be missense muta-
tions or the combination of a missense mutation and a
splice-site or nonsense mutation, with very few muta-
tions overlapping with those seen in MKS (Parisi, 2009;
Valente et al., 2008).

Mutations in the RPGRIP1L gene were first identified
in patients with the renal form of JSRD (Parisi, 2009).
This gene has 26 exons encoding for a 1315 amino acid
protein containing several coiled-coil domains, required
for protein–protein interactions (Valente et al., 2008). The
phenotype spectrum includes renal disease with some
affected individuals manifesting occipital encephalo-
celes and polydactyly, and rarely, retinal disease or colo-
bomas; a few have scoliosis, clubfoot, or pituitary
hormone deficiency (Parisi, 2009). Hepatic fibrosis and

COACH syndrome have been described in individuals
with JSRD due to RPGRIP1L (Parisi, 2009). Overall, esti-
mates of the prevalence of RPGRIP1L mutations in the
cerebello-renal form of JSDR range from �9 to 12%
(Parisi, 2009).

ARL13B, a 10-exon gene, encodes a protein that is a
member of the Ras GTPase family and localizes to the
primary cilia of cerebellar neurons, kidney, and retina
(Parisi, 2009).

The phenotype in patients with mutations in the 38-
exon CC2D2A gene has ranged from classic JS to JS with
encephalocele to the COACHphenotypewith coloboma,
liver, and kidney involvement (Parisi, 2009). CC2D2A
has been shown to interact with CEP290 (Parisi, 2009).
This gene is estimated to cause almost 10% of JSRD
(Parisi, 2009).

The genes mentioned previously account for an esti-
mated 50% of causative mutations in JSRD (Parisi,
2009). The same JSRD gene can cause multiple different
phenotypes, and several different genes can be associ-
ated with the same clinical features (Parisi, 2009;
Valente et al., 2008). In addition, clinical features can
vary between affected siblings within the same family
(Parisi, 2009). This intrafamilial variability supports the
existence of genetic modifiers and epistatic effects
(Parisi, 2009; Valente et al., 2008). Commercial clinical
testing is available for many of the JSRD genes (Parisi,
2009). Additional JSRD genes remain to be identified
(Parisi, 2009).

The gene products associated with JSRD are known to
localize to the primary cilium and/or basal body and the
centrosome apparatus, which has been identified in al-
most all cell types, andmany of these proteins are impor-
tant for the structure, function, and/or stability of this
organelle and its related structures (Parisi, 2009;
Valente et al., 2008).

Primary cilia play a role in intraflagellar transport, cell
division, tissue differentiation, establishment of body
axis, growth, and mechanosensation involved in cellular
signaling processes and are essential for signal transduc-
tion processes that underlie many aspects of vertebrate
development and morphogenesis, including the SHH,
Wnt/b-catenin, PDGF receptor alpha signaling path-
ways, Ras-GTP, and phosphotidylinositol signaling
(Parisi, 2009; Valente et al., 2008).

In the developing brain, primary cilia have been in-
volved in regulating some of the most powerful path-
ways active in the early embryo, such as those of Wnt
and Sonic hedgehog (Valente et al., 2008). It appears that
cilia can function as a sort of cellular sensor, picking up
environmental signals and transducing them to the nu-
cleus, regulating cell cycle and proliferation (Valente
et al., 2008).

Also, the proper cell polarity and orientation of tubu-
lar structures in tissues require normal ciliary function
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(Parisi, 2009). The expanding group of human disor-
ders known as ciliopathies shares overlapping clinical
manifestations that reflect the critical role cilia play
in the growth and differentiation of various tissues
(Parisi, 2009).

31.3.3.3 Neuroradiological Findings

The diagnosis of JSRD is dependent on the presence in
MRI of the ‘molar tooth’ sign, a toothlike shape on axial
images at the level of the midbrain–hindbrain junction
that reflects cerebellar vermian hypoplasia, a deepened
interpeduncular fossa, and horizontally oriented and
thickened superior cerebellar peduncle (SCP) (Engle,
2010; Parisi, 2009; Valente et al., 2008). When a diagnosis
of JSRD is suspected, a detailed cranial MRI to evaluate
the molar tooth sign is essential (Parisi, 2009).

The peculiar neuroradiological malformations seen in
JS have their correspondence at the neuropathological
level, with various abnormalities of the midbrain and
hindbrain being consistently identified in brains from
JS patients (Valente et al., 2008). Postmortem studies of
individuals with genetically undefined JS have revealed
severe cerebellar vermian hypoplasia or absence, with
midline clefting, dysplasia of the deep cerebellar and in-
ferior olivary nuclei, elongation of the caudal midbrain
tegmentum, reduction in pontine neurons, hypoplasia
of the solitary, trigeminal and dorsal column nuclei
and tracts, and occasional heterotopia of Purkinje-like
neurons (Engle, 2010; Valente et al., 2008).

Approximately 10% of individuals with JSRD demon-
strate fluid collections in the posterior fossa resembling
the Dandy–Walker malformation (agenesis of the cere-
bellar vermis, cystic dilation of the fourth ventricle,
and enlargement of the posterior fossa (Parisi, 2009). Al-
though hydrocephalus is uncommon in JSRD, rare
patients have required a shunt for symptomatic eleva-
tions of intracranial pressure (Parisi, 2009).

In addition, occipital encephaloceles or meningoceles
have been observed, suggesting overlap with Meckel
syndrome, a typical prenatal or perinatal lethal ciliopa-
thy characterized by brain anomalies (especially ence-
phalocele), cystic renal dysplasia, and the hepatic
ductal plate malformation (Parisi, 2009). Other brain
anomalies in JSRD have included PMG, ACC, and cere-
bellar heterotopias (Parisi, 2009).

Prenatal imaging via ultrasound and/or fetal MRI is
the best and most practical diagnostic option (Parisi,
2009). Extracranial anomalies such as polydactyly or re-
nal cysts and major structural brain malformations such
as encephalocele may facilitate prenatal diagnosis of
JSRD as early as the first trimester or may suggest the di-
agnosis (Parisi, 2009). Early diagnosis is more difficult
when extracranial findings are not present and because
the molar tooth sign has not been reported before 27
weeks of gestation (Parisi, 2009).

31.3.4 Horizontal Gaze Palsy with Progressive
Scoliosis

Horizontal gaze palsy with progressive scoliosis
(HGPPS) is a rare, clinically and genetically homoge-
neous disorder in which hindbrain axons fail to cross
the midline (Amouri et al., 2009; Avadhani et al., 2010;
Bomfim et al., 2009; Engle, 2010). This disorder is charac-
terized by congenital absence of conjugate horizontal eye
movements and preservation of vertical gaze and con-
vergence, which is associated with progressive scoliosis
developing in childhood and adolescence (Amouri et al.,
2009; Avadhani et al., 2010; Bomfim et al., 2009; Otaduy
et al., 2009).

31.3.4.1 Clinical Characteristics

Clinical findings characteristic of HGPPS include ab-
sence of all horizontal gaze reflexes, conjugate pendular
nystagmus, and progressive scoliosis (Bomfim et al.,
2009; Engle, 2010; Otaduy et al., 2009). Affected individ-
uals are born with restricted horizontal gaze and de-
velop scoliosis within the first decade of life (Engle,
2010; Otaduy et al., 2009).

The gaze palsymay result from errors in axon connec-
tivity into and out of the abducens nucleus (Bomfim
et al., 2009; Engle, 2010). The normal contralateral inputs
onto the abducens nucleus from the pontine paramedian
reticular formation and vestibular nuclei are predicted to
be ipsilateral in HGPPS, and this would likely alter the
firing patterns of motor and internuclear neurons
(Bomfim et al., 2009; Engle, 2010). Axons of the abducens
internuclear neurons would also fail to cross the midline
via the medial longitudinal fasciculus to synapse on me-
dial rectus motor neurons in the contralateral oculomo-
tor nucleus, further perturbing horizontal gaze (Bomfim
et al., 2009; Engle, 2010).

Although the etiology of scoliosis is also speculative,
HGPPS provides the first genetic evidence of a neuro-
genic cause for this disability (Bomfim et al., 2009;
Engle, 2010). It has been suggested that the pathogenesis
of progressive idiopathic scoliosis involves a primary
neurological dysfunction involving the proprioceptive
inputs mediated by the posterior column pathways
of the spinal cord and medial lemniscus (Bomfim
et al., 2009).

Individuals with HGPPS perform normally on neuro-
psychological testing and have normal fine motor
control without mirror movements, suggesting that
the pathologically ipsilateral corticospinal axons find
their appropriate target, albeit on the wrong side
(Engle, 2010).

The differential diagnosis of HGPPS embraces several
genetic disorders of eye movement, such as Duane re-
traction syndrome (DRS), Möbius syndrome, and others
(Bomfim et al., 2009; Otaduy et al., 2009). Clinical and
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neuroimaging findings can differentiate these entities
from HGPPS (Bomfim et al., 2009).

31.3.4.2 Genetics

HGPPS is an autosomal recessive trait and results
from mutations in the ROBO3 gene (http://www.ncbi.
nlm.nih.gov/omim) (Amouri et al., 2009; Avadhani
et al., 2010; Bomfim et al., 2009; Engle, 2010; Otaduy
et al., 2009). ROBO3 encodes a transmembrane receptor,
and it is a divergent member of the Robo family of axon
guidance molecules (Amouri et al., 2009; Engle, 2010;
Otaduy et al., 2009). Robo 3 is essential for midline cross-
ing of hindbrain and spinal cord commissural and pre-
cerebellar axons (Avadhani et al., 2010; Engle, 2010).
Robo 3 is also necessary for midline crossing of precere-
bellar neurons, and defects in neuronal migration may
also contribute to the HGPPS phenotype (Amouri
et al., 2009; Avadhani et al., 2010; Engle, 2010).

ROBO3 alternative splicing produces two function-
ally antagonistic isoforms with distinct carboxy termini
(Engle, 2010). ROBO3.1 inhibits the responsiveness
of commissural axons to Slit repellents and is present
on commissural axons before and during midline cross-
ing, whereas ROBO3.3 is Slit responsive and appears on
the growth cone postcrossing to block the recrossing
(Engle, 2010). HGPPS mutations reported to date alter
nucleotides common to both isoforms (Engle, 2010).

Indistinguishable phenotypes result from ROBO3
nonsense, frameshift, splice-site, or missense mutations
spread across the gene, supporting a complete loss of
ROBO3 function (Engle, 2010). Over ten different muta-
tions located in different domains of the encoded protein
have been identified and are thought to diminish the
function of this receptor (Amouri et al., 2009).

31.3.4.3 Neuroradiological Findings

Electrophysiological and neuroimaging studies in
HGPPS support the absence of decussating axons in
the pons and medulla (Engle, 2010). MRI reveals ventral
flattening and hypoplasia of the hindbrain, absence of
facial colliculi, and a butterfly-shaped medulla with a
midline pontine cleft (Avadhani et al., 2010; Bomfim
et al., 2009; Engle, 2010; Otaduy et al., 2009). The unusual
appearance of the medulla and abnormal functional re-
sults suggest that sensorimotor projections do not cross
the midline in HGPPS (Amouri et al., 2009). Functional
MRI reveals ipsilateral rather than the normal contralat-
eral activation in the primary motor cortex following
motor tasks (Engle, 2010).

The split pons sign is attributable to abnormal devel-
opment of the abducens nuclei and medial longitudinal
fasciculus occurring between 5 and 8 weeks of gestation
(Bomfim et al., 2009). Hypoplasia of the medial lemnis-
cus, which is located posterior to the pyramids, is
thought to explain why the inferior olivary nuclei are

unusually more prominent than the pyramids
(Bomfim et al., 2009). The deep midline cleft along the
ventral aspect of the medulla oblongata has been de-
scribed as the result of uncrossed corticospinal tracts
(Bomfim et al., 2009).

DTI, with its ability to demonstrate white matter
tracts, is a very suitable technique to further evaluate
the abnormalities underlying this disease (Otaduy
et al., 2009). Previous DTI studies have described the ab-
sences of superior cerebellar and pyramidal decussa-
tions, major pontine fibers, and decussation of the
superior cerebellar peduncles, with fMRI combined
study confirming the ipsilateral sensorimotor findings
(Avadhani et al., 2010; Engle, 2010; Otaduy et al.,
2009). The cortex, corpus callosum, and exiting cranial
nerves appear structurally normal (Engle, 2010).

31.3.5 Kallmann Syndrome

Individuals with Kallman syndrome (KS) have con-
genital anosmia and hypogonadotropic hypogonadism
(HH) (http://www.ncbi.nlm.nih.gov/omim) (Engle,
2010; Fechner et al., 2008; Hardelin and Dode, 2008;
Kaplan et al., 2010; Kim et al., 2008). Anosmia is related
to the absence or hypoplasia of the olfactory bulb and
tracts (Hardelin and Dode, 2008). Hypogonadism is
due to gonadotropin-releasing hormone (GnRH) defi-
ciency, which presumably results from a failure of the
embryonic migration of neuroendocrine GnRH cells
from the olfactory epithelium to the forebrain (Engle,
2010; Fechner et al., 2008; Hardelin and Dode, 2008;
Kaplan et al., 2010; Kim et al., 2008). This failure could
be a consequence of the early degeneration of olfactory
nerve and terminal nerve fibers, because the latter nor-
mally act as guiding cues for themigration of GnRH cells
(Engle, 2010; Hardelin andDode, 2008). Defects in GnRH
cell fate specification, differentiation, axon elongation, or
axon targeting to the hypothalamus median eminence
may, however, also contribute to GnRH deficiency, at
least in some genetic forms of the disease (Hardelin
and Dode, 2008). Both olfactory sensory neurons and
GnRH are born in the olfactory placode of the develop-
ing nose (Engle, 2010; Fechner et al., 2008). It is proposed
that errors in growth and guidance of olfactory axons
can result in KS (Engle, 2010).

The prevalence of the disease has been estimated at 1
out of 8000 in boys (Hardelin and Dode, 2008). In girls,
the prevalence might be five times lower (Hardelin
and Dode, 2008).

31.3.5.1 Clinical Characteristics

Transmitting females have partial or complete anos-
mia (http://www.ncbi.nlm.nih.gov/omim). Often, the
lack of smell goes unnoticed, and individuals with KS
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are not diagnosed until they fail to undergo secondary
sexual development during the teenage years (Engle,
2010; Fechner et al., 2008; Kaplan et al., 2010; Kim
et al., 2008). The KS may also be suspected as early as
in infancy in boys, in the presence of cryptorchidism
or amicropenis, combinedwith subnormal LH (luteiniz-
ing hormone) and FSH (follicle-stimulating hormone)
concentrations (Hardelin and Dode, 2008; Kaplan
et al., 2010). Microphallus has been noted in up to 65%
of individuals with KS, and cryptorchidism has been
reported in up to 73% of males with KS (Kaplan et al.,
2010). The postnatal surge in FSH, LH, and testosterone
in the male infant, as a consequence of the continued
function of the fetal GnRH pulse generator, provides a
6-month window of opportunity to establish the diagno-
sis of HH (Hardelin and Dode, 2008).

Other frequently occurring features in this syndrome
include characteristic face and hand dysmorphia, hypo-
tonia, arhinencephaly, semicircular canal agenesis or hy-
poplasia, deafness, urinary tract anomalies, orofacial
clefting, dysphagia, and tracheo-esophagial anomalies
(Fechner et al., 2008; Hardelin and Dode, 2008; Kim
et al., 2008).

The renal abnormality most frequently associated
with KS is unilateral renal aplasia, but other anomalies
such as renal diverticulum, horseshoe kidney, malro-
tated kidney, multicystic dysplastic kidney, and vesicu-
loureteral reflux have been reported (Kaplan et al., 2010;
Kim et al., 2008). Unilateral renal aplasia is more often
right sided in KS patients, while renal agenesis in indi-
viduals without KS is more likely to be left sided
(Kaplan et al., 2010). All patients with suspected KS
should have a renal ultrasound to rule out a renal anom-
aly (Kaplan et al., 2010; Kim et al., 2008).

Cleft lip�palate has been noted in up to 13–14% of in-
dividuals with KS (Kaplan et al., 2010; Kim et al., 2008).
The incidence of clefting in KS patients is significant, as
the incidence of cleft lip�palate in the general popula-
tion is only 0.1–0.2% (Kaplan et al., 2010). In addition
to cleft lip�palate, cleft palate alone and dental agenesis
have been reported in several patients with KS (Kaplan
et al., 2010).

The incidence of hearing loss in patients with KS has
been reported to be as high as 28% (Kaplan et al., 2010;
Kim et al., 2008). Both sensorineural and conductive
hearing loss have been described (Kaplan et al., 2010).
Hearing loss is commonly unilateral (Kaplan et al.,
2010). Individuals in whom KS is suspected should un-
dergo formal auditory evaluation (Kaplan et al., 2010).
Abnormalities of the inner ear have been noted on CT
scan (Kaplan et al., 2010).

Other less-common findings associated with KS in-
clude musculoskeletal anomalies, such as clinodactyly,
camptodactyly, and fusion of the fourth and fifth meta-
carpal bones; oculomotor anomalies, such as ptosis, iris

coloboma, and nystagmus; high-arched palate, unilat-
eral nasal cartilage agenesis; malrotation of the gut; vi-
sual attention defects; and cardiac defects (Kaplan
et al., 2010; Kim et al., 2008). Cardiac defects reported
include atrial septal defect, ventricular septal defect,
right-sided aortic arch, double-outlet right ventricle,
transposition of the great arteries, and arrhythmias
(Kaplan et al., 2010). X-linked ichthyosis, mental retarda-
tion, chondrodysplasia punctata, and short stature can
also occur, usually as part of a contiguous gene syn-
drome (Kim et al., 2008).

Studies of X-linked Kallmann syndrome have found
instances of renal agenesis and also pointed to mirror
movements of the hands (synkinesia), pes cavus, high-
arched palate, and cerebellar ataxia (http://www.
ncbi.nlm.nih.gov/omim) (Fechner et al., 2008; Kim
et al., 2008).

The KS is diagnosed when low-serum gonadotropins
and gonadal steroids are coupled with a compromised
sense of smell (Fechner et al., 2008; Hardelin and
Dode, 2008; Kim et al., 2008). The latter should be ascer-
tained by the means of detailed questioning and olfac-
tory screening tests (Fechner et al., 2008; Hardelin and
Dode, 2008; Kim et al., 2008).

The treatment of KS is that of the hypogonadism
(Fechner et al., 2008; Hardelin and Dode, 2008; Kim
et al., 2008). It aims first to initiate virilization or breast
development and second to develop fertility (Fechner
et al., 2008; Hardelin and Dode, 2008; Kim et al., 2008).
Hormone replacement therapy, with testosterone for
males and combined estrogen and progesterone for fe-
males, is the treatment to stimulate the development of
secondary sexual characteristics (Fechner et al., 2008;
Hardelin and Dode, 2008; Kim et al., 2008).

31.3.5.2 Genetics

The KS is genetically heterogeneous (Engle, 2010).
Most KS patients present as sporadic cases (two thirds
of cases), but many cases are clearly familial and can
be inherited as an X-linked, autosomal dominant, and
autosomal recessive trait (Engle, 2010; Fechner et al.,
2008; Hardelin and Dode, 2008; Kaplan et al., 2010;
Kim et al., 2008). In the autosomal dominant form, in-
complete penetrance has been emphasized, which
makes it difficult to identify affected patients (Fechner
et al., 2008; Hardelin and Dode, 2008; Kim et al., 2008).
Overall, the autosomal dominant mode of inheritance
seems to account for 86% of inherited cases of KS
(Fechner et al., 2008).

Six genes have been reported, accounting for approx-
imately 30% of cases: KAL1 (Kallmann syndrome 1 se-
quence), FGFR1 (fibroblast growth factor receptor 1),
PROK2 (prokineticin 2), PROKR2 (prokineticin receptor
2), FGF8 (fibroblast growth factor 8), andCHD7 (chromo-
domain helicase DNA-binding protein-7) (Engle, 2010;
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Kaplan et al., 2010; Kim et al., 2008). These KS genes en-
code transmembrane receptors and ligands that may be
important for growth cone guidance (Engle, 2010). Some
KS proteins also interact with one another and with
heparan sulfate proteoglycans to amplify downstream
signaling pathways (Engle, 2010).

The KS can be oligogenic, resulting from combina-
tions of mutations in more than one KS gene (Engle,
2010; Hardelin andDode, 2008; Kim et al., 2008). It is pos-
sible that oligogenic inheritance accounts in part for the
long recognized incomplete penetrance of the disease,
at least in some cases (Hardelin and Dode, 2008; Kim
et al., 2008).

X-linkedKS is caused by loss-of-functionmutations in
KAL1, which is expressed in developing olfactory bulb
(http://www.ncbi.nlm.nih.gov/omim) (Engle, 2010;
Hardelin and Dode, 2008; Kaplan et al., 2010; Kim
et al., 2008). Two-thirds of males harboring KAL1 muta-
tions also have mirror movements and enlarged, aber-
rant ipsilateral CSTs, supporting a role of KAL1 in the
guidance of CST and olfactory axons (http://www.
ncbi.nlm.nih.gov/omim) (Engle, 2010; Hardelin and
Dode, 2008; Kaplan et al., 2010).

The KAL1 gene is found in the pseudoautosomal re-
gion of the X-chromosome and encodes the secreted
glycoprotein anosmin-1, which has cell adhesion, neur-
ite outgrowth, and axon guidance and branch-
promoting activities (http://www.ncbi.nlm.nih.gov/
omim) (Engle, 2010; Fechner et al., 2008; Hardelin and
Dode, 2008; Kaplan et al., 2010; Kim et al., 2008).
Anosmin-1 requires heparin sulfate for its functions
(Kim et al., 2008). Anosmin is required for the normalmi-
gration of olfactory and GnRh neurons from the olfac-
tory placode to the hypothalamus (Fechner et al., 2008;
Kim et al., 2008).

The vast majority of KAL1 mutations reported so far
are nonsense mutations, frameshift mutations, or large
gene deletions, which are expected to inactivate protein
synthesis, and are apparently sufficient to produce the
abnormal phenotype in males (Fechner et al., 2008;
Hardelin and Dode, 2008; Kim et al., 2008). The KAL1
gene is also expressed in developing Purkinje cells of
the cerebellum,meso- andmetanephros, oculomotor nu-
cleus, and facial mesenchyme (Fechner et al., 2008).

Mutations in FGFR1, also known as KAL2, underlie an
autosomal dominant form of the disease (Fechner et al.,
2008; Hardelin and Dode, 2008; Kaplan et al., 2010; Kim
et al., 2008). This gene is localized on chromosome
8p11.2–p12 (Fechner et al., 2008; Kim et al., 2008). FGFR1
is a member of the receptor tyrosine kinase superfamily
(Hardelin and Dode, 2008). FGF signaling controls cell
proliferation, migration, differentiation, and survival
and thus, plays essential roles in various processes of
embryonic development (Hardelin and Dode, 2008;
Kim et al., 2008). Mutations in this gene are associated

with failed morphogenesis of the olfactory bulbs
(Fechner et al., 2008). Mutations of KAL1 and KAL2 ac-
count for less than 20% of clinical cases (Kim et al.,
2008). Anosmin-1 and FGFR1 are involved in the same
cellular signaling pathway (Kim et al., 2008).

Mutations in PROKR2 and PROK2 have been found in
heterozygous, homozygous, or compound heterozygous
states (Hardelin and Dode, 2008; Kaplan et al., 2010; Kim
et al., 2008). Most of these mutations are missense muta-
tions, and many are also present in apparently unaf-
fected individuals (Hardelin and Dode, 2008). For
most of the mutations, however, deleterious effects on
prokineticin signaling have been shown (Hardelin and
Dode, 2008). These two genes are likely to be involved
in both monogenic recessive and digenic or oligogenic
KS transmission modes (Hardelin and Dode, 2008).
PROKR2 belongs to the G-protein-coupled seven trans-
membrane domain receptor family (Hardelin and
Dode, 2008; Kim et al., 2008).

Other patients carrying heterozygous mutations in
PROKR2, PROK2, or hypomorphic mutations in KAL1
are expected to carry additional mutations in other, as
yet unknown, KS genes (Hardelin and Dode, 2008).
For each genetic form of KS identified so far, the clinical
heterogeneity of the disease within affected families
clearly indicates that themanifestation of KS phenotypes
is dependent on factors other than the mutated gene it-
self, probably factors such as modifier genes and epige-
netic factors (Hardelin and Dode, 2008; Kim et al., 2008).

Some of the possible modifier genes and candidate
genes that may account for the remaining KS cases are
the nasal embryonic LHRH factor (NELF), CHD7, and
early B-cell factor 2 (Kim et al., 2008). NELF has been
shown to serve as a common guidance molecule for
the olfactory axon and GnRH neurons across the nasal
region during mouse embryonic development (Kim
et al., 2008). CHD7 is the only known locus associated
with CHARGE syndrome (Kim et al., 2008). CHARGE
syndrome is a developmental disorder defined by iris
coloboma, congenital heart disease, choanal atresia,
mental and growth retardation, genital hypoplasia,
and ear malformations and/or deafness; it sometimes
includes HH associated with a defective sense of smell
and abnormal olfactory bulbs development (Kim et al.,
2008). EBF genes encode a family of transcription factors,
and they have been implicated in various neural devel-
opmental processes. Their function includes axon navi-
gation and migration (Kim et al., 2008).

A greater variability in the degree of hypogonadism
has been observed in patients carrying mutations in
FGFR1, FGF8, PROKR2, or PROK2 than in KAL1 patients
(Hardelin and Dode, 2008). Unilateral renal agenesis oc-
curs in approximately 30% of KAL1 patients but has not
been reported in patients withFGFR1, FGF8,PROKR2, or
PROK2 mutations (Hardelin and Dode, 2008; Kaplan
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et al., 2010). If a renal anomaly is present, FISH analysis
and/or sequencing of KAL1 should be the first line ge-
netic test (Kaplan et al., 2010).

Tooth agenesis and hearing impairment are common
to several genetic forms of KS, although the mechanism
of the hearing impairment could vary between different
genetic forms (Hardelin and Dode, 2008; Kaplan et al.,
2010). Palate defects should also be considered as one
of these shared traits, even though the severity differs
between KAL1 and other genetic forms (Hardelin and
Dode, 2008; Kaplan et al., 2010; Kim et al., 2008). Clefting
has been associated with mutations in FGFR1, FGF8, and
CHD7 but not with KAL1, PROK2, or PROKR2 (Kaplan
et al., 2010). Microphallus and cryptorchidism are more
common in patients with KAL1mutations versus FGFR1
mutations (Kaplan et al., 2010). Hearing loss has been
reported in patients with KAL1, FGFR1, FGF8, PKOKR2,
and CHD7 mutations (Kaplan et al., 2010).

31.3.5.3 Neuroradiological Findings

MRI of the forebrain can be carried out to show hypo-
plasia or aplasia of the olfactory bulbs and tracts
(Fechner et al., 2008; Hardelin and Dode, 2008).

A hypoplastic olfactory bulb seen on cerebral MRI
does not always correlate with the degree of olfactory
deficit, and normal images can also be found in KS
(Kim et al., 2008).

31.3.6 Albinism

Albinism is an autosomal recessive inherited condi-
tion present at birth (Renugadevi et al., 2010;
Summers, 2009). The phenotype ranges from a com-
plete lack of pigmentation in the skin, hair, and iris,
called oculocutaneous albinism (OCA), or a lack of
pigmentation in the iris alone, termed ocular albinism
(OA) (Gronskov et al., 2007; Renugadevi et al., 2010;
Summers, 2009). Several defects can cause albinism,
including a complete lack of melanocytes or few pig-
ment cells, interference in the migration of cells to
their proper location during embryo development,
and failure of the cells to produce melanin because
of a lack of tyrosinase or abnormalities within the cells
(Renugadevi et al., 2010; Summers, 2009).

The prevalence of albinism in the United States is es-
timated to be 1 in 18000 (Summers, 2009). Albinism can
affect people of all ethnic backgrounds (Gronskov et al.,
2007). Prevalence of the different forms of albinism var-
ies considerably worldwide, partly explained by the
different founder mutations in different genes and the
fact that it can be difficult clinically to distinguish be-
tween the different subtypes of albinism among the
large normal spectrum of pigmentation (Gronskov
et al., 2007).

31.3.6.1 Clinical Characteristics

OCA is a group of four autosomal recessive disor-
ders caused by either a complete lack or a reduction
of melanin biosynthesis in the melanocytes resulting
in hypopigmentation of the hair, skin, and eyes
(Gronskov et al., 2007; Summers, 2009). Reduction of
melanin in the eyes results in reduced visual acuity
caused by foveal hypoplasia and misrouting of the op-
tic nerve fibers (Gronskov et al., 2007; Summers, 2009).
The clinical spectrum of OCA varies, with OCA1A be-
ing the most severe type characterized by a complete
lack of melanin production throughout life, while the
milder forms OCA1B, OCA2, OCA3, and OCA4 show
some pigment accumulation over time (Gronskov
et al., 2007). The different types of OCA are caused
by mutations in different genes, but the clinical pheno-
type is not always distinguishable, making molecular
diagnosis a useful tool and essential for genetic
counseling (Gronskov et al., 2007).

All types of OCA and OA have similar findings, in-
cluding various degrees of congenital nystagmus, hypo-
pigmentation of the iris leading to iris translucency,
reduced pigmentation of the retinal pigment epithelium,
foveal hypoplasia, reduced visual acuity and refractive
errors, and sometimes a degree of color vision impair-
ment (Gronskov et al., 2007; Renugadevi et al., 2010;
Summers, 2009). Photophobia may be prominent
(Gronskov et al., 2007; Renugadevi et al., 2010). A char-
acteristic finding is misrouting of the optic nerves, con-
sisting of an excessive crossing of the fibers in the
optic chiasma, which can result in strabismus and re-
duced stereoscopic vision (Gronskov et al., 2007;
Summers, 2009). Absence of misrouting excludes the di-
agnosis of albinism (Gronskov et al., 2007).

A few patients with albinism who have vision 20/50
or better have some rudimentary foveal development,
and some thinning of the retina in the foveal area has
been demonstrated with optical coherence tomography
(Summers, 2009). Careful inspection can show granular
melanin pigment in the macula in a few patients with al-
binism and occasionally finely granular pigment beyond
the macula (Summers, 2009). The presence of melanin
pigment in the macula correlates with better visual acu-
ity (Summers, 2009). Recognition of visual acuity among
persons with albinism varies from 20/20 to 20/400 but is
commonly close to 20/80 (Gronskov et al., 2007;
Summers, 2009).

Nystagmus typically develops by 6–8 weeks of age
(Summers, 2009). Nystagmus is initially slow and has
a large amplitude, but the amplitude typically decreases
within the first year of life (Summers, 2009). Delayed vi-
sual maturation has been reported in albinism
(Summers, 2009). Parents with an infant with albinism
have noted poor fixation on faces and objects and a delay
in visual development (Summers, 2009).
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Pattern visual-evoked potentials performed with
monocular visual stimulation demonstrate the excessive
retinostriate decussation that is characteristic of albinism
(Gronskov et al., 2007; Summers, 2009). In individuals
with a questionable phenotype for albinism, the visual-
evoked potentials can be useful in identifying those with
the disorder (Summers, 2009). This abnormal decussa-
tion may account for absent stereoacuity that is often
found in albinism (Summers, 2009).

Disorders in which albinism is part of a larger syn-
drome include Hermansky–Pudlak syndrome (HPS),
Chediak–Higashi syndrome, Griscelli syndrome, and
Waardenburg syndrome type 2 (WS2) (Gronskov et al.,
2007; Summers, 2009). All, except WS2, are inherited
as autosomal recessive traits and can be distinguished
on the basis of clinical and biochemical criteria
(Gronskov et al., 2007). Also, an association of hypopig-
mentation in Prader–Willi syndrome andAngelman dis-
ease with a deletion on 15q11 has been found (Gronskov
et al., 2007).

Lifespan in patients with OCA is not limited, and
medical problems are generally not increased compared
to those in the general population (Gronskov et al., 2007).
Skin cancers may occur, and regular skin checks should
be offered (Gronskov et al., 2007). Development and
intelligence are normal (Gronskov et al., 2007).

31.3.6.2 Genetics

The OCA is a group of congenital heterogeneous dis-
orders of melanin biosynthesis in the melanocytes
(Gronskov et al., 2007). At least four genes are responsi-
ble for different types of OCA (Gronskov et al., 2007;
Summers, 2009). The current classification of albinism
is determined by the affected gene (Summers, 2009).
Most patients are compound heterozygotes (Gronskov
et al., 2007). Siblings with albinism can show variable ex-
pression in visual function and clinical phenotype, sug-
gesting that other genes modify the classical phenotype
(Summers, 2009).

The OCA1 is caused by mutations in the tyrosinase
gene (TYR) on chromosome 11q14–21, encoding the en-
zyme tyrosinase that catalyzes rate-limiting steps in the
melanin biosynthetic pathway (Engle, 2010; Gronskov
et al., 2007; Renugadevi et al., 2010; Summers, 2009). Mu-
tations completely abolishing tyrosinase activity result
in OCA1A,whilemutations rending some enzyme activ-
ity result inOCA1B, allowing some accumulation ofmel-
anin pigment over time (Engle, 2010; Gronskov et al.,
2007; Summers, 2009). Almost 200 mutations in TYR
are known (Gronskov et al., 2007).

Mutations in the OCA2 gene (formerly known as the
P-gene) cause the OCA2 phenotype (Gronskov et al.,
2007; Renugadevi et al., 2010; Summers, 2009). This gene
maps to chromosome 15q11.2 and encodes an integral
melanosomal protein (Engle, 2010; Gronskov et al.,

2007; Summers, 2009). OCA2 protein is important for
normal biogenesis of melanosomes and for normal
processing and transport of melanosomal proteins
such as TYR and tyrosinase-related protein1 (TYRP1)
(Gronskov et al., 2007; Renugadevi et al., 2010).
Seventy-two mutations in OCA2 are listed as causes of
OCA (Gronskov et al., 2007).

The OCA3 is caused by mutations in TYRP1
(Gronskov et al., 2007; Renugadevi et al., 2010). It maps
to chromosome 9p23 (Renugadevi et al., 2010). TYRP1 is
an enzyme in the melanin biosynthesis pathway, cata-
lyzing the oxidation of 5,6-dihydroxyindole-2-carboxylic
acid monomers into melanin (Gronskov et al., 2007).
Tyrp1 functions to stabilize Tyr (Gronskov et al., 2007).

Mutations in the membrane-associated transporter
protein gene (MATP, also known as SCL45A2) cause
OCA4 (Gronskov et al., 2007; Renugadevi et al., 2010;
Summers, 2009). MATP maps to 5p13.3 and encodes a
protein expressed in the melanosomal membrane; it
may function as a membrane transporter directing mel-
anosomal traffic and other substances to melanosomes
(Gronskov et al., 2007; Renugadevi et al., 2010).

Another type of albinism caused by mutations on
OA1 (Xp22.3), OA (OA1), affects males because of
X-linked inheritance (Engle, 2010; Gronskov et al.,
2007; Renugadevi et al., 2010; Summers, 2009). OA1 en-
codes a G-protein-coupled receptor on the melanosome
membrane (Engle, 2010; Renugadevi et al., 2010).

31.3.6.3 Neuroradiological Findings

Among disorders where albinism is part of a larger
syndrome, such as HPS, cerebral atrophy, most marked
in the occipital lobes, can be seen (Budisteanu et al., 2010;
Gronskov et al., 2007).

31.3.7 Congenital Fibrosis of the Extraocular
Muscles Type I

Congenital fibrosis of the extraocular muscles type 1
(CFEOM1) is a complex strabismus syndrome catego-
rized as one of the congenital cranial dysinnervation
disorders (Andrews et al., 1993; Engle, 2010; Heidary
et al., 2008). It is the most common form of CFEOM
(Andrews et al., 1993; Yamada et al., 2005). The mini-
mum prevalence of CFEOM1 has been estimated to be
1/230000 (Andrews et al., 1993; Heidary et al., 2008).

31.3.7.1 Clinical Characteristics

Affected individuals are born with congenital bilat-
eral nonprogressive blepharoptosis and strabismus as
well as congenital bilateral nonprogressive external
ophthalmoplegia with the eyes fixed in an infraducted
position approximately 20–30� below the horizontal
midline (Andrews et al., 1993; Engle, 2010; Heidary
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et al., 2008; Kakinuma and Kiyama, 2009; Khan et al.,
2010; Yamada et al., 2005). The eyes look down at rest
and cannot be elevated, whereas horizontal movement
can range from absence to full (Andrews et al., 1993;
Engle, 2010). These patients lack binocular vision
(Andrews et al., 1993; Yamada et al., 2005). Forced
duction testing is positive formarked restriction of extrao-
cular motility (Andrews et al., 1993; Heidary et al., 2008).
Patients typically assume a compensatory ‘chin up’ head
posture to fixate on objects (Heidary et al., 2008).

Affected individuals often have ocular synkinesis (ab-
errant patterns of eye movement), including synergistic
convergence, synergistic divergence, Marcus Gunn jaw-
winking phenomenon (congenital synkinetic movement
due to synkinesis between the upper eyelid and the pter-
ygoids), and no pupillary involvement (Engle, 2010;
Heidary et al., 2008; Khan et al., 2010; Yamada et al.,
2005). Synkinetic eye movements are thought to result
from aberrant axonal routing (Heidary et al., 2008).

The Marcus Gunn jaw-winking phenomenon is cate-
gorized clinically as an ocular miswiring syndrome
(Yamada et al., 2005). Affected individuals have ptosis
accompanied by elevation of the ptotic eyelid on move-
ment of the lower jaw (Andrews et al., 1993; Yamada
et al., 2005). It is first noted in young infants when they
are being fed (Andrews et al., 1993). This syndrome is
proposed to result from misdirection of axons intended
to travel within the motor branch of the trigeminal nerve
to innervate the ipsilateral pterygoid muscle (Andrews
et al., 1993; Yamada et al., 2005). Instead, these axons ab-
errantly innervate myofibers of the levator palpebrae
superioris muscle, which is normally innervated by a
branch of the oculomotor nerve (Andrews et al., 1993;
Yamada et al., 2005).

There is phenotypic heterogeneity with respect to in-
volvement of the horizontal extraocular muscles
(Heidary et al., 2008). Horizontal movements may be se-
verely restricted or absent, and horizontal strabismus
may be present with an increased incidence of exotropia
versus esotropia (Heidary et al., 2008). As a consequence
of the marked limitation of eye movements and the ble-
pharoptosis, many CFEOM patients develop strabismic
and deprivation amblyopia (Andrews et al., 1993;
Heidary et al., 2008; Yamada et al., 2005). Among fami-
lies with CFEOM1, the vertical strabismus is quite
uniform, but the horizontal strabismus can vary
(Andrews et al., 1993). CFEOM1 patients generally show
normal cognitive and physical development (Heidary
et al., 2008).

31.3.7.2 Genetics

CFEOM1 is inherited as an autosomal dominant trait
with complete penetrance and minimal variation in ex-
pression (Andrews et al., 1993; Khan et al., 2010;
Yamada et al., 2005). It results from heterozygous

mutations in KIF21A (kinesin family member 21A),
which encodes a kinesin motor and maps to 12q12
(http://www.ncbi.nlm.nih.gov/omim) (Andrews et al.,
1993; Engle, 2010; Heidary et al., 2008; Kakinuma and
Kiyama, 2009; Khan et al., 2010; Yamada et al., 2005).
Eighty mutation-positive patients of multiple ethnicities
reported to date harbor only 11 unique missense
mutations, which are often de novo, and 75% harbor
2860C>T (R954W) (Andrews et al., 1993; Engle, 2010).
These mutations alter only 7 of the 1675 amino acids in
KIF21A (Engle, 2010).

The KIF21A is a neuronally expressed protein, which
is important in axonal maintenance (Heidary et al., 2008;
Yamada et al., 2005). It has been characterized as a mem-
ber of the Kif4-class superfamily of kinesin motors and
acts as a plus-end kinesin motor (Kakinuma and
Kiyama, 2009). This gene encodes a developmental mo-
tor kinesin responsible for anterograde axonal transport
of cargo along neurons such as that of the superior divi-
sion of cranial nerve III (Engle, 2010; Heidary et al., 2008;
Khan et al., 2010).

31.3.7.3 Neuroradiological Findings

Central nervous system maldevelopment, including
cortical dysplasia and basal ganglia abnormalities, has
been reported (Heidary et al., 2008). Hypoplasia of the
superior rectus and levator palpebrae superioris is a
common feature of CFEOM1 patients (Heidary et al.,
2008). Orbital MRI has demonstrated an absent or se-
verely hypoplastic superior division of the oculomotor
nerve (Heidary et al., 2008). Imaging of the skull base
has confirmed hypoplasia of the oculomotor nerve as
it exited the brain stem (Heidary et al., 2008).

31.3.8 Duane Retraction Syndrome

The DRS is a unilateral or bilateral congenital anom-
aly of the sixth cranial nerve nuclei with aberrant inner-
vations by supply from the third cranial nerve (Gabay
et al., 2010; Yuksel et al., 2010). This syndrome accounts
for 1–5% of all cases of strabismus (Zanin et al., 2010).
Unilateral Duane syndrome, which accounts for 85%
of all cases of DRS, is predominantly sporadic (90%),
more prevalent in females (60%), and mainly affects
the left eye (Gutowski, 2000; Yuksel et al., 2010; Zanin
et al., 2010). It is characterized by marked limitation or
absence of abduction, variable limitation of adduction,
palpebral fissure narrowing, and globe retraction
on attempted adduction (Gabay et al., 2010; Zanin
et al., 2010).

Disturbance between the fourth and tenth weeks of
embryogenesis seems most obvious and could explain
the various nonocular and ocular abnormalities in com-
binationwith the Duane’s syndrome (Yuksel et al., 2010).
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A teratogenic event during the second month of gesta-
tion seems to cause most ocular and extraocular abnor-
malities observed in combination with DRS (Yuksel
et al., 2010). Thalidomide has been reported as having
a teratogenic effect (Yuksel et al., 2010).

31.3.8.1 Clinical Characteristics

Affected individuals have restricted horizontal gaze
greatest with attempted abduction and ocular synkin-
esis resulting in globe retraction with attempted adduc-
tion (Engle, 2010; Gutowski, 2000). When an affected
individual attempts to adduct his/her eyes, both the
intended medial rectus and the pathologically inner-
vated lateral rectus muscle contract, resulting in retrac-
tion of the eyeball into the orbit (Engle, 2010; Gutowski,
2000). Electromyography shows increased electrical
activity in a paretic lateral rectus muscle (Engle, 2010;
Gutowski, 2000).

Binocular vision is preserved in DRS (Yuksel et al.,
2010). The compensation by abnormal head posture al-
lows binocularity in one field of gaze despite the severe
eyemotility deficit in the other field of gaze (Yuksel et al.,
2010). The degree of sensorial binocular status plays an
important role in the conjugacy of saccades (Yuksel
et al., 2010).

The DRS has been associated with several other con-
ditions where anomalous axonal guidance occurs, such
as OCA (Gutowski, 2000; Yuksel et al., 2010). Some other
syndromes associated with DRS are Okihiro syndrome
(forearm malformation and hearing loss), Wildervanck
syndrome (fusion of neck vertebrae and hearing loss),
Holt–Oram syndrome (abnormalities of the upper limbs
and heart), morning-glory syndrome (abnormalities of
the optic disc or blind spot), and Goldenhar syndrome
(malformations of the jaw, cheek, and ear, usually on
one side of the face) (Yuksel et al., 2010).

Three types of DRS are recognized, depending on the
amount of aberrant innervation present (Gutowski,
2000). Palpebral fissure narrowing and retraction of
the affected eyeball on adduction tend to be constant
findings (Gutowski, 2000). Palpebral fissure narrowing
is due to recti contraction and mechanical factors
(Gutowski, 2000).

DRS type I consists of defective abduction with nor-
mal or minimally defective adduction (Gutowski, 2000;
Yuksel et al., 2010). In DRS type II, adduction is defective,
and there is exotropia of the affected eye and normal or
minimally defective abduction (Gutowski, 2000; Yuksel
et al., 2010). Both adduction and abduction are defective
in type III (Gutowski, 2000; Yuksel et al., 2010). All three
types of DRS frequently produce additional vertical eye
movement anomalies, which are characterized by
changes in the ocular axes (Gutowski, 2000).

Eye movement recordings are an additional tool for
understanding the underlying pathogenesis of DRS

(Yuksel et al., 2010). This is a noninvasive technique that
has given valuable information about the neural control
of movement (Yuksel et al., 2010). Most DRS patients
compensate well for the disorder and do not require fur-
thermanagement (Yuksel et al., 2010). Standardmanage-
ment of DRS may, in some cases, involve eye muscle
surgery (Yuksel et al., 2010).

31.3.8.2 Genetics

The majority of DRS cases are sporadic, with only
2–5% of patients showing a familial pattern (Gutowski,
2000; Yuksel et al., 2010). A high prevalence of DRS
has been noted in individuals with thalidomide embryo-
pathy (Gutowski, 2000; Yuksel et al., 2010). Both genetic
and environmental factors are likely to play a role in
the development of DRS (Yuksel et al., 2010; Zanin
et al., 2010).

Studies of sporadic forms of DRS showed 10–20 times
greater risk for having other congenital malformations
divided in mainly four categories: skeletal, auricular, oc-
ular, and neural (Yuksel et al., 2010). The skeletal abnor-
malities involved the palate and vertebral column
(Yuksel et al., 2010). The auricular malformations in-
cluded the external ear, the external auditory meatus,
and the semicircular canals (Yuksel et al., 2010). Ocular
defects concerned the extraocular muscles and the eye-
lids, including ocular dermoids (Yuksel et al., 2010).
Neural defects involved the third, fourth, and sixth
cranial nerves (Yuksel et al., 2010).

Most cases of familial DRS are autosomal dominant
without associated abnormalities (Gutowski, 2000;
Yuksel et al., 2010). There are also several autosomal
dominant syndromes in which DRS is a recognized fea-
ture (Gutowski, 2000). In some families with dominant
DRS, the disease shows reduced penetrance and variable
expressivity (Yuksel et al., 2010). An autosomal recessive
pattern of inheritance has also been suggested in several
reports of DRS (Gutowski, 2000; Yuksel et al., 2010). Au-
tosomal recessive DRS can occur either in isolation or in
association with other abnormalities (Gutowski, 2000).

Several chromosomal loci for genes contributing to
DRS have been suggested (Gutowski, 2000; Yuksel
et al., 2010; Zanin et al., 2010). CHN1 (chimerin 1) is
one of the genes responsible for DRS (Engle, 2010;
Zanin et al., 2010). Individuals harboring CHN1 muta-
tions have a higher incidence of vertical movement
abnormalities and bilateral eye involvement when com-
pared to individuals with nonfamilial DRS (Engle, 2010).
CHN1mutations alter the development of abducens and,
to a lesser extent, oculomotor axons (Engle, 2010).

Deletions of chromosomal material on chromosomes
4 and 8 and the presence of an extra marker chromo-
some, thought to be derived from chromosome 22,
has been documented in DRS individuals (Yuksel
et al., 2010).
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SALL4 (sal-like 4) and HOXA1 (homeobox A1) have
been found to be associated also with syndromic forms
(Zanin et al., 2010). However, patients with isolated
DRS have not been found to carry these mutations
(Zanin et al., 2010).

31.3.8.3 Neuroradiological Findings

Motion-encoded MRI has been used for the study of
human extraocular muscle function; local physiological
contraction and elongation have been quantified
(Yuksel et al., 2010). The visualization of the abducens
nucleus itself at a neural level remains unfeasible, but
the nerve can be explored at the pontomedullar level
(Yuksel et al., 2010).

MRI of individuals harboring CHN1 mutations
can reveal hypoplasia of the oculomotor nerve and
oculomotor-innervated muscles in addition to the ex-
pected abducens nerve hypoplasia and aberrant lateral
rectus innervation (Engle, 2010).

MRI has confirmed the maldevelopment of the abdu-
cens nerve in DRS and has showed the compensatory in-
nervation by the third nerve at a peripheral level (Yuksel
et al., 2010). MRI in cases of DRS type I has demonstrated
the absence of the abducens nerve (Yuksel et al., 2010).

31.3.9 Pontine Tegmental Cap Dysplasia

Pontine tegmental cap dysplasia (PTCD) is a cerebel-
lar, brain stem, and cranial nerve malformation syn-
drome (Engle, 2010). It was first reported in four
patients, in 2007 (Barth et al., 2007; Macferran et al.,
2010). Pathomechanism of the condition involves a
defect in the migration or navigation of axons of rhom-
bencephalic neurons (Szczaluba et al., 2010).

PTCD belongs to a group of related conditions that
share in common malformations of the midbrain hind-
brain (Macferran et al., 2010). Under this category are
those conditions that have in common the molar tooth
sign (Macferran et al., 2010).

Conditions described in this group include the fol-
lowing syndromes: Joubert, Senior–Loken, COACH,
Dekaban-Arima, oro-facial-digital type VI, and ence-
phalocele with renal cysts (Engle, 2010; Macferran
et al., 2010).

It is suggested that many cases of pontocerebellar
hypoplasia or Moebius syndrome should be revised
for the features of PTCD (Szczaluba et al., 2010). To date,
no known etiology for PTCD has been identified
(Macferran et al., 2010).

31.3.9.1 Clinical Characteristics

The affected children described to date have mild to
severe developmental delay, ataxia, and a combination
of restricted horizontal eye movements, ocular apraxia,

facial weakness, deafness, and swallowing and feeding
impairments (Engle, 2010; Macferran et al., 2010).
Also, they have shown bilateral trigeminal nerve dys-
function, seizures, and central ventilation abnormalities
(Macferran et al., 2010). Commonly reported somatic
abnormalities include vertebral anomalies and craniofa-
cial dysmorphism (Macferran et al., 2010).

31.3.9.2 Genetics

The reported children had neither a positive family
history nor consanguineous parents, so it remains to
be proved that PTCD is genetic (Engle, 2010). It is
plausible that it results from de novo dominant muta-
tions or recessive mutations in an unidentified gene
(Engle, 2010).

A very small (96 kb) 2q13 deletion has been identified
as the first case of a molecular genetic abnormality as the
identified cause of the condition (Macferran et al., 2010).
The deleted region encompasses the NPHP1 gene
(Macferran et al., 2010). This gene has been reported in
association with JS (Macferran et al., 2010).

31.3.9.3 Neuradiological Findings

Neuroimaging reveals pontine hypoplasia with ven-
tral flattening and dorsal protrusion of tissue into
the fourth ventricle (‘tegmental cap’) (Engle, 2010;
Macferran et al., 2010). Cerebellar vermian hypoplasia
and elongated and laterally misplaced SCP result in a
modified molar tooth sign (Engle, 2010; Macferran
et al., 2010). The middle and inferior cerebellar pedun-
cles and cranial nerves VII and VIII are small (Engle,
2010; Macferran et al., 2010). DTI reveals failure of the
SCP, MCP, and axons of the pontine nuclei to decussate
and defines the tegmental cap as an ectopic dorsal trans-
verse fiber bundle (Engle, 2010).

31.4 INTRODUCTION: NEURONAL
MIGRATION

Development of central nervous system is a highly
complicated process, and it is organized in the following
steps (Spalice et al., 2009; Verrotti et al., 2010):

1. Primary neurulation (3–4 weeks of gestation),
beginning of neuronal migration (fifth week of
gestation)

2. Prosencephalic development (2–3 months of
gestation)

3. Neuronal proliferation (3–4 months of gestation)
4. Neuronal migration (1–5 months of gestation)
5. Organization (5 months of gestation to after birth)
6. Myelination (after the birth)

Cell migration has an essential role in the developing
cerebral cortex because all neurons that eventually
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populate the six-layered cerebral cortex and other brain
regions undergo mitosis in distant compartments and
then migrate great distances to achieve final positioning
(Kerjan and Gleeson, 2007).

Neuronal migration consists of nerve cells moving
from their original site in the ventricular and subventri-
cular zones to their final location (Kerjan and Gleeson,
2007; Pang et al., 2008; Spalice et al., 2009; Verrotti
et al., 2010). Regulation of timing and direction of these
simultaneous migrations are highly ordered (Spalice
et al., 2009; Verrotti et al., 2010).

Instructed by extracellular cues, the activation of
guidance receptors and their downstream signaling
pathways enable newborn neurons to migrate through
the developing nervous system until they reach their
destination (Valiente and Marin, 2010). On arrival to
their final destination, neurons cancel their migratory
program and continue their differentiation into mature
neurons (Valiente and Marin, 2010). It has been sug-
gested that early patterns of activity generated in the tar-
get region may influence this process (Valiente and
Marin, 2010).

Neurons originating in the cortical ventricular zone
migrate radially to form the cortical plate (CP) and
mainly become projecting neurons (Spalice et al., 2009;
Verrotti et al., 2010).

Migration of neocortical neurons occurs mostly be-
tween the 12th and the 24th weeks of gestation
(Spalice et al., 2009; Verrotti et al., 2010). The first postmi-
totic neurons produced in the periventricular germina-
tive neuroepithelium will migrate to form a subpial
preplate or primitive plexiform zone (Spalice et al.,
2009). Subsequently, produced neurons, whichwill form
the CP, migrate into the preplate and split it into the su-
perficial molecular layer (or layer I or the marginal zone
containing Cajal–Retzius neurons) and the deep sub-
plate (Spalice et al., 2009).

Schematically, the successive waves of migratory
neurons will pass the subplate neurons and finish their
migratory pathway below layer I, forming successively
(but with substantial overlap) cortical layers VI, V, IV,
III, and II (Spalice et al., 2009). This means that the neu-
rons that migrate first will stop in the deepest cortical
layers, and those that migrate afterward pass through
the layers formed previously to form the outer cortical
layers according to a migration scheme defined
‘inside-out’ (Pang et al., 2008; Spalice et al., 2009;
Verrotti et al., 2010).

Neocortical migrating neurons can adopt different
types of trajectories: A large proportion of neurons mi-
grate radially, along radial glial guides, from the germi-
native zone to the CP (Spalice et al., 2009; Verrotti et al.,
2010). Radial glial cells are specialized glial cells present
in the neocortex during neuronal migration (Spalice
et al., 2009; Verrotti et al., 2010).

Another important group of neuronal precursors ini-
tially adopts a tangential trajectory at the level of the ven-
tricular or subventricular germinative zones before
adopting a classic radial migrating pathway along radial
glia (Spalice et al., 2009; Verrotti et al., 2010). Tangen-
tially, migrating neurons have also been located at the
intermediate zone level (prospective white matter)
(Spalice et al., 2009; Verrotti et al., 2010).

The phenotype of radial glial seems to be determined
by both migrating neurons and intrinsic factors
expressed by glial cells (Spalice et al., 2009; Verrotti
et al., 2010). Among the latter, the transcription factor
Paired Box Gene (PAX6), which is specifically localized
in radial glia during cortical development, is critical for
the morphology, number, function, and cell cycle of ra-
dial glia (Spalice et al., 2009; Verrotti et al., 2010).

There are several molecules involved in the control
of neuronal migration and in targeting the exact destina-
tion of the neurons (Spalice et al., 2009; Verrotti et al.,
2010). These molecules can be divided into four broad
categories: molecules of the cytoskeleton, which play
an important role in the initiation and ongoing pro-
gression of neuronal migration, such as Filamin A, ARF-
GEF2, doublecortin, LIS1, TUBA1A; signaling molecules
playing a role in lamination, such as reelin and some
reelin receptors such as p35, cdk5, and Brn1/Brn2; mol-
ecules modulating glycosylation, which seem to provide
stop signs for migrating neurons, such as, POMT1,
POMGnT1, fukutin, and FAK; and other factors includ-
ing neurotransmitters such as glutamate and GABA,
trophic factors such as brain-derived neurotrophic factor
and thyroid hormones, molecules deriving from perox-
isomal metabolism, and environmental factors such
as ethanol and cocaine (Spalice et al., 2009; Verrotti
et al., 2010).

Reelin is crucial for the lamination of cortical struc-
tures, but the molecular mechanisms underlying its ac-
tion remain unclear (Valiente and Marin, 2010).
Genetic studies have positioned Reelin, apolipoprotein
E receptor 2 (ApoER2), Vldlr, and Dab1 into a common
signaling pathway that leads to the phosphorylation of
Dab1 in migrating neurons, an event that is required
for normal layering of the cortex (Valiente and Marin,
2010). Both structural barriers at the pial surface of the
brain and molecular stop signals are involved in mediat-
ing neuronal migration arrest (Pang et al., 2008).

Cell migration requires the dynamic regulation of ad-
hesion complexes between migrating cells and the sur-
rounding extracellular matrix proteins (Valiente and
Marin, 2010). In many cell types, this process involves
integrin-mediated adhesion, but the function of this sig-
naling system in neuronal migration has remained con-
troversial (Valiente and Marin, 2010). The striking
morphology of neurons, as they migrate, extends den-
drites and axons and connects with other cells, implying
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a strictly regulated program of cytoskeletal organization
(Kerjan and Gleeson, 2007).

31.5 OVERVIEW OF NEURONAL
MIGRATION DISORDERS

Malformations of cortical development are an impor-
tant cause of epilepsy and development delay (Pang
et al., 2008; Spalice et al., 2009; Verrotti et al., 2010). It
is estimated that up to 40% of children with refractory
epilepsy have a cortical malformation (Pang et al.,
2008; Spalice et al., 2009; Verrotti et al., 2010). These mal-
formations have also been associated with mental
retardation and cerebral palsy (Mochida, 2009). Malfor-
mations of cortical development encompass a large
spectrum of disorders related to abnormal cortical devel-
opment with varied genetic etiologies, anatomic abnor-
malities, and clinical manifestations (Mochida, 2009;
Pang et al., 2008).

Cerebral cortical development requires orchestrated
movement of cells arising from different regions within
the brain, and born at different times, to achieve specific
laminar position, orientation, and connections with
other cells (Kerjan and Gleeson, 2007; Pang et al.,
2008). Disruptions at these various stages may result in
malformations of cortical development (Pang et al.,
2008). Although cortical development has been sepa-
rated into various stages, there is a significant overlap
between the stages, and many abnormalities may cause
dysfunction at more than one level (Pang et al., 2008).

Malformation syndromes are typically classified
based on the earliest disruption of development
(Barkovich et al., 2005; Pang et al., 2008). This classifica-
tion system divides brain malformations into disorders
of cell proliferation, neuronal migration, and cortical
organization (Barkovich et al., 2005; Mochida, 2009).
Neuronal migration disorders include lissencephaly,
heterotopia, focal cortical dysgenesis, PMG, and schizen-
cephaly (SCZ) (Verrotti et al., 2010).

The pathogenesis of these malformations is multifac-
torial: Genetic mutations or environmental insults,
whether acquired in utero at different stages of brain de-
velopment, or during the perinatal or postnatal period
after corticogenesis, may all contribute to the develop-
ment of these disorders (Jaglin and Chelly, 2009; Pang
et al., 2008). The timing, severity, and type of environ-
mental influences, as well as genetic factors, will
ultimately determine the type and extent of the malfor-
mation (Pang et al., 2008).

Genetic studies in humans and mice have identified a
spectrum of mutations in genes involved in a large array
of crucial processes such as cell proliferation, cell adhe-
sion, cell migration, chemoattraction and repulsion,
posttranslational modifications, and dynamics of the

cytoskeleton that often disrupts the development of
the cerebral cortex and can lead to severe cortical malfor-
mations (Jaglin and Chelly, 2009).

Following neurogenesis, the disruption of neuronal
migration resulting from genetic mutations represents
a major cause of cortical dysgenesis and encompasses
a large variety of malformations (Jaglin and Chelly,
2009). Many of these genes encode important effectors
that modulate cytoskeletal dynamics during the migra-
tion of neuronal cells (Jaglin and Chelly, 2009). Muta-
tions in DCX (doublecortin) and LIS1 genes, which
encode MAPs, have been shown to be associated with
a large spectrum of neuronal migration disorders
(Jaglin and Chelly, 2009).

Despite the significant progress over the past few
years, many cases of cortical dysgenesis are still unex-
plained (Jaglin and Chelly, 2009). The identification of
further genes is important for the transfer to the clinic
and genetic counseling, as well as to have a better under-
standing of the physiopathology of human cortical
dysgenesis (Jaglin and Chelly, 2009).

31.5.1 Lissencephaly

Lissencephaly is a group of disorders that is character-
ized by an abnormally smooth surface of the cerebral
cortex (Mochida, 2009; Pang et al., 2008; Vallee and
Tsai, 2006; Verrotti et al., 2010). It is a severe brain mal-
formation characterized by agyria (absence of gyri) and
pachygyria (reduced number of broadened gyri), thick-
ened cortex, abnormal cortical layering, enlarged ventri-
cles, and neuronal heterotopias (abnormal positioning of
neurons) (Ghai et al., 2006; Pang et al., 2008; Reiner et al.,
2006; Verrotti et al., 2010). The lifespan of patients with
these disorders is short and most of them die within
the first year of life, usually because of aspiration pneu-
monia and sepsis (Reiner et al., 2006).

Lissencephaly is a neuronal migration disorder that
results from impaired migration of postmitotic neurons
from the ventricular zone to the developing CP (Ghai
et al., 2006; Reiner et al., 2006).

On the basis of etiologies and associated malforma-
tions, five groups of lissencephaly can be identified: clas-
sical lissencephaly, cobblestone lissencephaly, X-linked
lissencephaly with ACC, lissencephaly with cerebellar
hypoplasia (LCH), and microlissencephaly (Verrotti
et al., 2010). The onset of lissencephaly is considered to
occur no later than the 12th–16th week of gestation
(Verrotti et al., 2010).

Functions of some lissencephaly genes are closely re-
lated to microtubules (Mochida, 2009). The network of
microtubules and molecular motor, dynein, are critical
to this movement of the centrosome and nucleus in mi-
grating neurons (Mochida, 2009). Some lissencephaly
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genes are associated with specific neuropathology of the
cerebral cortex (Mochida, 2009). Mutations of six genes
have been associated with lissencephaly, including
LIS1, DCX, TUBA1A, RELN, very low-density lipopro-
tein receptor (VLDLR), and ARX, whereas codeletion
of aWHAE with LIS1 appears to act as a modifier locus
(Spalice et al., 2009).

31.5.1.1 Classical Lissencephaly

Classical lissencephaly, previously known as type 1
lissencephaly, causes a combination of agyria and
pachygyria (Kerjan and Gleeson, 2007; Verrotti et al.,
2010). This disorder represents one of the most severe
disorders of neocortical neuronal migration (Kerjan
and Gleeson, 2007). It is distinguished from the other
forms of lissencephaly based on the absence of addi-
tional characteristic features (Kerjan and Gleeson,
2007). This type of lissencephaly occurs in Miller–Dieker
syndrome (MDS) and in isolated lissencephaly sequence
(ILS) (Reiner et al., 2006). The incidence of classical lis-
sencephaly has been estimated to be 1.2 in 100000 births
(Verrotti et al., 2010).

Microscopically, the cortex appears poorly structured
with only four immature layers of neurons instead of the
normal six highly organized layers present in a well-
developed brain (Kerjan and Gleeson, 2007; Pang et al.,
2008; Verrotti et al., 2010). This disorder is derived from
both tangential and radial migration disorders of neu-
rons (Spalice et al., 2009). The pathogenesis of classic lis-
sencephaly is unlikely to be due to defective neuronal
migration alone but may include an aspect of abnormal
proliferation (Mochida, 2009).

31.5.1.1.1 CLINICAL CHARACTERISTICS

Children with classical lissencephaly are diagnosed
in the first few months of life (Kerjan and Gleeson,
2007). ILS is clinically characterized by early hypotonia,
which may evolve to limb spasticity, seizures, psycho-
motor retardation, and often microcephaly (Jaglin and
Chelly, 2009; Pang et al., 2008; Spalice et al., 2009;
Verrotti et al., 2010). Seizures are present in almost
the totality of children with onset in early age, mostly
in the first 6–12 months (Spalice et al., 2009; Verrotti
et al., 2010). High prevalence (80%) of infantile spasms
with or without typical hypsarrhythmia on EEG has
been reported (Spalice et al., 2009; Verrotti et al.,
2010). Later, most children have a more complex epilep-
tic syndrome, including atypical absences, drop attacks,
and myoclonic, partial complex, tonic, and tonic–clonic
seizures (Spalice et al., 2009; Verrotti et al., 2010). The
EEG demonstrated diffused fast rhythms with high am-
plitude, considered peculiar of this condition (Spalice
et al., 2009).

Children with MDS have a severe form of ILS with
facial dysmorphisms, including a prominent forehead,

bitemporal hollowing, a short nose with upturned
nares, and a long and protuberant upper lip with thin
vermillion border and small jaw (Mochida, 2009;
Verrotti et al., 2010). Other childrenwithMDSmight also
present cardiac and renal abnormalities, cryptorchidism,
sacral dimple, omphaloceles, and clinodactyly (Verrotti
et al., 2010).

31.5.1.1.2 GENETICS

Lissencephaly associated with RELN, VLDLR, and
ARX are pathologically and radiologically distinct from
lissencephaly because of LIS1, DCX, and TUBA1A
(Mochida, 2009). The LIS1 gene is the first gene that
was correlated with human lissencephaly ( Jaglin and
Chelly, 2009; Mochida, 2009; Reiner et al., 2006;
Verrotti et al., 2010). LIS1 localizes to chromosome
17p13.3 (Mochida, 2009). LIS1 is aMAP that localizes pri-
marily to the centromere in migrating neurons (Kerjan
and Gleeson, 2007; Vallee and Tsai, 2006). LIS1 is highly
conserved in evolution both in sequence and in multiple
functional aspects (Reiner et al., 2006).

A tight relationship between LIS1, microtubule regu-
lation, and microtubule-based motor proteins has been
suggested for many organisms (Reiner et al., 2006).
LIS1 controls mitotic spindle orientation in both the neu-
roepithelial stem cells and the radial glial progenitor
cells (Verrotti et al., 2010). It has a role in preserving
the normal microtubule network organization (Reiner
et al., 2006; Vallee and Tsai, 2006).

In addition to a direct role for LIS1 in regulating tubu-
lin dynamics, LIS1 interacts with a plethora of MAP
(Reiner et al., 2006). This includes interactions with
DCX, CLIP-170, andMAP1b (Reiner et al., 2006). LIS1 de-
letion causes dysfunction of the dynein, a microtubular
cytoplasmic protein involved in neuronal migration pro-
cesses (Jaglin and Chelly, 2009; Mochida, 2009; Verrotti
et al., 2010). LIS1 interacts with several subunits of the
retrograde, microtubule-based motor complex dynein/
dynactin (Reiner et al., 2006; Vallee and Tsai, 2006).
LIS1 regulates cytoplasmic dynein activity and partici-
pates in several dynein-mediated activities such as intra-
cellular transport and mitosis (Reiner et al., 2006; Vallee
and Tsai, 2006). In migrating cells, the presence of dy-
nein, dynactin, and LIS1 at the leading cell cortex is es-
sential for directed cell motility (Reiner et al., 2006).

ILS is caused by intragenic mutations or deletions of
the LIS1 gene or by small deletions involving 17p13.3
(Ghai et al., 2006; Kerjan and Gleeson, 2007; Mochida,
2009; Verrotti et al., 2010). Complete deletion of both
LIS1 and 14-3-3 aWHAE genes on chromosome 17p13
causes MDS (Ghai et al., 2006; Kerjan and Gleeson,
2007; Mochida, 2009; Pang et al., 2008; Verrotti et al.,
2010). MDS has been considered a contiguous gene dele-
tion syndrome (Kerjan and Gleeson, 2007). aWHAE
belongs to the 14-3-3 family of proteins that can have

606 31. LISSENCEPHALIES AND AXON GUIDANCE DISORDERS

III. DISEASES



many effects on phosphoproteins, including protection
from dephosphorylation (Verrotti et al., 2010). 14-3-3
binds to CDK5/p35-phosphorylated NUDEL, and this
binding maintains NUDEL phosphorylation (Verrotti
et al., 2010). NUDEL is a LIS1-binding protein that, to-
gether with LIS1, regulates the cytoplasmic dynein
heavy chain function through phosphorylation by
CDK5/p35, a complex known to be essential for neuro-
nal migration ( Jaglin and Chelly, 2009; Mochida, 2009;
Reiner et al., 2006; Verrotti et al., 2010). A smaller dele-
tion, encompassing the region of LIS1 gene but not
the 14-3-3 gene, has been associated with a milder phe-
notype of isolated LIS (Verrotti et al., 2010). aWHAE
is suggested to be a dosage-dependent modifier of
the severity of classical lissencephaly (Kerjan and
Gleeson, 2007).

Lissencephaly due to mutations or deletions of LIS1 is
a dominant trait (Mochida, 2009). Most LIS1 mutations
are de novo, and therefore the recurrence risk is generally
low (Mochida, 2009). However, in some cases, a parent
harbors a balanced translocation involving the LIS1
gene, and so their risk of recurrence could be much
higher (Mochida, 2009). Most cases of MDS and ILS
are sporadic (Ghai et al., 2006). However, approximately
20% of patients with MDS inherited a genetic deletion
from a parent (Ghai et al., 2006).

Mutations of the doublecortin (DCX) gene on chromo-
some Xq22.3 are also known to cause classical lissence-
phaly in males while heterozygous mutations in females
are associated with subcortical band heterotopia (SBH)
(Jaglin and Chelly, 2009; Mochida, 2009; Reiner et al.,
2006; Verrotti et al., 2010). Males with SBH and DCXmu-
tations have rarely been reported (Verrotti et al., 2010).
SBH is also known as ‘double cortex’ syndrome as a band
of heterotopic neurons is found within the cerebral white
matter between a normal-appearing cortex and the ven-
tricular surface higher (Mochida, 2009). About 20% of
patients with classical ILS or SBH have mutations of the
DCX gene, resulting in X-linked lissencephaly (LISX1)
or double cortex syndrome (DC) (Spalice et al., 2009).
Mutations in DCX may be inherited from a mother
with SBH to her son, causing lissencephaly, or to her
daughter, causing SBH (Mochida, 2009). Doublecortin
is expressed in postmitotic neurons, but neither in prolif-
erating cells of the ventricular zone during the develop-
ment period nor in mature neurons of the adult brain
(Verrotti et al., 2010). DCX is a cytoplasmic protein that
appears to direct neuronal migration by regulating the
organization and stability of microtubules (Jaglin and
Chelly, 2009; Mochida, 2009; Verrotti et al., 2010). Nearly
all mutations identified to date are premature protein
truncations or missense mutations that cluster within
the repeated tubulin-binding domain of DCX and in-
activate its effects on microtubules (Kerjan and
Gleeson, 2007).

Mutations in the alpha tubulinic complex (TUBA1A)
gene located on chromosome 12q12–q14 have been cor-
related with the agyria–pachygyria-band spectrum of
phenotype (Jaglin and Chelly, 2009; Kerjan and
Gleeson, 2007; Mochida, 2009; Verrotti et al., 2010). This
gene encodes for brain-specific alpha tubulin protein
that represents one of the major component of microtu-
bule complex required for cell movement (Mochida,
2009; Verrotti et al., 2010). Mutations in TUBA1A are con-
sidered to affect the folding of tubulin heterodimers and
influence interactions with microtubule-binding pro-
teins (doublecortin and kinesin KIF1A), resulting in dis-
orders of microtubular function and deficits in the
motility of neuronal progenitor cells (Verrotti et al.,
2010). Congenital microcephaly, spastic diplegia or
quadriplegia, and mental retardation are common
clinical features seen in patients with the TUBA1Amuta-
tion phenotype (Mochida, 2009; Verrotti et al., 2010). In
addition to microcephaly, rare occurrences of agyria
and subcortical heterotopia (SBH) demonstrate that
TUBA1A-related lissencephaly could encompass a large
spectrum of cortical abnormalities (Jaglin and Chelly,
2009). This abnormal gyral pattern is combined with
dysgenesis of the anterior limb of the internal capsule
to give a dysmorphic aspect to the basal ganglia
(Jaglin and Chelly, 2009). Moreover, other extracortical
defects often include complete to partial ACC and mild
to severe cerebellar hypoplasia (Jaglin and Chelly, 2009).

Lissencephaly due toTUBA1Amutationsmanifests as
a dominant trait, and therefore, the mutations are gener-
ally de novo, as seen with LIS1 (Mochida, 2009). Neuronal
axonal guidance and/or growth defects, in addition to
early neuronal differentiation abnormalities, are likely
to be involved in the pathogeny of TUBA1A-related cor-
tical dysgenesis (Jaglin and Chelly, 2009).

LIS1 and DCX collectively account for about three-
quarters of isolated classic lissencephaly, and TUBA1A
is estimated to account for about 4% of cases (Jaglin
and Chelly, 2009; Mochida, 2009). Mutations in these
three genes generally cause similar clinical phenotypes,
including microcephaly, mental retardation, with or
without epilepsy, and motor deficits (Mochida, 2009).
Mutations of these three genes lead to this form of lissen-
cephaly in which cortical thickness is increased fourfold
and produce a recognizable gradient in which the
malformation is more severe anteriorly (DCX) or poste-
riorly (LIS1 and TUBA1A) (Jaglin and Chelly, 2009;
Mochida, 2009).

ARX is a homeobox gene that is expressed in the gan-
glionic eminences and the neocortical ventricular zone
(Pang et al., 2008). This gene plays an important role in
the proliferation of neuronal precursors and differentia-
tion of the forebrain (Pang et al., 2008).Mutations of ARX
are a rare cause of lissencephaly, although less severe
mutations result in a more common developmental

60731.5 OVERVIEW OF NEURONAL MIGRATION DISORDERS

III. DISEASES



disorder, cryptogenic infantile spasms (Spalice et al.,
2009). Mutations in this gene cause the X-linked lissence-
phaly syndrome with ambiguous genitalia (Mochida,
2009; Pang et al., 2008). These patients have neonatal-
onset epilepsy, hypothalamic dysfunction causing
temperature dysregulation, chronic diarrhea, and am-
biguous genitalia (micropenis and cryptorchidism)
(Pang et al., 2008). This gene is a transcription factor
expressed in the forebrain that regulates nonradial mi-
gration of interneurons from ventral regions to the de-
veloping cortex (Spalice et al., 2009). Severe seizures
are presumably related to a severe deficiency of inhibi-
tory interneurons (Spalice et al., 2009).

Patients with ARX mutations have abnormalities of
the basal ganglia and absence of the corpus callosum,
whereas those with RELN and VLDLR mutations have
less cortical thickening, absence of a cell-sparse zone,
and profound cerebellar hypoplasia (Spalice et al., 2009).

Reelin (RELN) is a signaling glycoprotein secreted by
the early neurons on the surface of the cerebral cortex
known as the Cajal–Retzius cells (Pang et al., 2008). This
is a large extracellular matrix protein, which, when ab-
sent, causes reversal of cortical layers with deeper layers
being made up of younger rather than older born neu-
rons (Reiner et al., 2006). Activation of the Reelin signal-
ing pathway is thought to be essential for proper
positioning of migratory neurons into the appropriate
lamina of the cortex (Pang et al., 2008). Mutations in
RELN give rise to seizures, developmental delay, and hy-
potonia (Pang et al., 2008). Also, the loss of cerebellar or-
ganization likely contributes to ataxia (Pang et al., 2008).
Only a few patients have been described with mutations
in this gene, and generalized pachygyria, severe cerebel-
lar hypoplasia, and hippocampal abnormalities seem to
be the common features (Mochida, 2009).

VLDLR mutations cause similar abnormalities to
RELN, with severe cerebellar hypoplasia, but the sim-
plification of gyri may be milder features (Mochida,
2009). The product of the VLDLR gene belongs to the
same biological pathway as RELN (Mochida, 2009).
VLDLR, along with APOER2, acts as a receptor for
the RELN protein in migrating neurons and transmits
the extracellular RELN signal to the intracellular signal-
ing pathway (Mochida, 2009). There is also notable ev-
idence of interaction between RELN signaling and LIS1
(Mochida, 2009).

In some forms of classic lissencephaly, defects in
GABAergic inhibitory interneurons have been sug-
gested (Mochida, 2009). GABAergic interneurons of
the cerebral cortex are derived in the ganglionic emi-
nence (which develops into basal ganglia) and migrate
tangentially into the cerebral cortex (Mochida, 2009).
The best known examples of defects in GABAergic inter-
neurons are due to ARX mutations (Mochida, 2009).
Also, the number of inhibitory neurons is greatly

diminished in the brain of patients with a LIS1
(Mochida, 2009).

Lissencephaly is often associated with severe, intrac-
table epilepsy, and defects in interneurons, in addition to
abnormal cortical lamination, may be in part responsible
for this (Mochida, 2009). Mutations in TUBA1A seem to
be associated with a lower incidence of epilepsy com-
pared with LIS1 (Mochida, 2009).

31.5.1.1.3 NEURORADIOLOGICAL FINDINGS

MRI of the brain in classic lissencephaly demonstrates
an hour-glass configuration with areas of pachygyria
and agyria, poorly developed sylvian and rolandic fis-
sures, and failure of opercularization of the insular areas
(Pang et al., 2008). It shows some degree of abnormality
in the spacing of the gyri and sulci (Kerjan and Gleeson,
2007). The cortex is moderately thickened (5–10 mm)
with white matter signal abnormalities (Kerjan and
Gleeson, 2007; Verrotti et al., 2010). Associated findings
may include dilatation of lateral ventricles, mild hypo-
plasia of the corpus callosum, and persistent cavum
septum pellucidum (Verrotti et al., 2010).

Mutations in LIS1 are often associatedwith abnormal-
ities prevalent in the parietal and occipital cortex,
whereas DCX lissencephaly is more pronounced in the
frontal and temporal cortex (Pang et al., 2008; Verrotti
et al., 2010). Mutations in TUBA1A have led to gyral mal-
formations that are more severe in posterior than in
anterior regions of the brain, often combined with dys-
genesis of the corpus callosum, cerebellar and brainstem
hypoplasia, and variable cortical malformation, includ-
ing subtle SBH, ventricular dilatation, and absence or hy-
poplasia of the anterior limb of the internal capsule
(Pang et al., 2008; Verrotti et al., 2010).

In individuals harboringARXmutations, the lissence-
phaly is worse posteriorly than anteriorly, and there is
absence of the corpus callosum (Pang et al., 2008). The
cortex is moderately thickened (5–10 mm) with white
matter signal abnormalities as well as cystic or fragmen-
ted basal ganglia (Pang et al., 2008). In RELN mutations,
the lissencephaly is associated with cerebellar hypopla-
sia and hippocampal and brainstem abnormalities (Pang
et al., 2008).

31.5.1.2 Cobblestone Lissencephaly

Cobblestone lissencephaly, previously type II, is a
complex brainmalformation characterized by global dis-
organization of cerebral organogenesis (Verrotti et al.,
2010). It is characterized by a defective basement mem-
brane in which breaches are formed (Jaglin and
Chelly, 2009). It refers to the nodular appearance of the
cerebral cortex caused by disorganization of the cortical
layers and overmigration of neurons through the pial
surface of the brain into the leptomeninges (Jaglin and
Chelly, 2009). The cortex displays irregular grooves
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imparting a cobblestone pattern and consists of cluster
and circular arrays of neurons, with no recognizable
layers, separated by glial and vascular septa (Verrotti
et al., 2010). The brain phenotype includes multiple
anomalies such as hydrocephalus and neuronal overmi-
gration, causing a cobblestone cortex, lissencephaly, and
ACC (Reiner et al., 2006). Brainstem abnormalities also
may be present (Ghai et al., 2006).

All patients with cobblestone lissencephaly show
defects in the O-linked glycosylation of the glycoprotein
a-dystroglycan, a protein that bridges the actin cytoskel-
eton of cells and the extracellular matrix component,
laminin callosum (Reiner et al., 2006).

31.5.1.2.1 CLINICAL CHARACTERISTICS

It is associated with various eye abnormalities and
congenital muscular dystrophies (Reiner et al., 2006).
Cobblestone lissencephaly has been described in three
syndromes: the Walker–Warburg syndrome (WWS),
muscle–eye–brain disease (MEB), and Fukuyama-type
congenital muscular dystrophy (FCMD) (Ghai et al.,
2006). WWS is the most severe of these small groups
of syndromes (Verrotti et al., 2010). It has a worldwide
distribution, while FCMD has been found in Japan and
MEB primarily in Finland (Verrotti et al., 2010).

Themajor clinical features ofWWS aremacrocephaly,
cerebellar malformation, ventricular dilation/hydro-
cephalus, retinal malformation, anterior chamber abnor-
mality, and congenital muscular dystrophy (Verrotti
et al., 2010).

MEB disease results in a severe form of congenital
muscular dystrophy with mental retardation and myo-
clonic jerks (Verrotti et al., 2010). Ocular disorders
include progressive myopia, retinal dystrophy, glau-
coma, and optic atrophy (Verrotti et al., 2010).

FCMD is the mild form of cobblestone lissencephaly,
and it is characterized by severe hypotonia, progressive
weakness, and developmental delay (Pang et al., 2008;
Verrotti et al., 2010). The majority of patients are unable
to walk unsupported (Pang et al., 2008). Mental retarda-
tion is a universal finding (Pang et al., 2008). The associ-
ation of epilepsy and seizure-related disorders in FCMD
is widely accepted: Febrile seizures and epilepsy with
generalized tonic convulsions appear in about 50%
of children, but they are usually not severe (Pang
et al., 2008).

31.5.1.2.2 GENETICS

Cobblestone lissencephaly follows an autosomal re-
cessive inheritance pattern (Pang et al., 2008). Several
genes have been implicated in the etiology of WWS
(Verrotti et al., 2010). Different mutations have been
found in the proteins O-mannosyltransferase 1 and 2
(POMT1 at 9q34 and POMT2 genes) and also in each
of the fukutin (FKTN at 9q31–33) and fukutin-related 9

protein (FKRP at 19q13–32) genes (Pang et al., 2008;
Verrotti et al., 2010).

The MEB gene has been localized on the chromosome
1p32–34 (POMGnT1 gene for protein O mannose b-1,2-
N-acetylglucosaminyltransferase) (Pang et al., 2008;
Verrotti et al., 2010). FCMD is associated with mutations
of the gene FKTN on chromosome 9q31, which encodes a
novel 461-amino acid protein termed ‘fukutin’ (Pang
et al., 2008; Verrotti et al., 2010).

All these genes are involved in the glycoylation of
a-dystroglycan, an extracellular protein capable of bind-
ing to components of extracellular matrix such as lami-
nin, agrin, neurexin, and perlecan (Pang et al., 2008;
Verrotti et al., 2010). Mutations in these genes compro-
mise the integrity of the superficial marginal zone of
the cortex, so that neurons overmigrate beyond this
structure into the pial surface, forming the cobblestone
(Pang et al., 2008; Verrotti et al., 2010).

31.5.1.2.3 NEURORADIOLOGICAL FINDINGS

Brain MRI demonstrates the typical cobblestone lis-
sencephaly with varying degrees of severity (Pang
et al., 2008; Verrotti et al., 2010). MRI in WWS and
MEB reveals pontine hypogenesis with a distinct dorsal
‘kink’ at the mesencephalic-pontine junction; a ‘Z-
shaped’ hypoplastic brainstem is considered a key fea-
ture (Pang et al., 2008; Verrotti et al., 2010).

31.5.1.3 Lissencephaly X-linked with ACC

Lissencephaly X-linked with ACC (XLAG) includes a
thickened cortex and three-layered cortex with gyral
malformations that are more severe in posterior than an-
terior brain regions, atrophic striatal and thalamic nuclei,
poorly myelinated white matter, ACC, and ambiguous
genitalia (Jagla et al., 2008; Miyata et al., 2009; Okazaki
et al., 2008).

31.5.1.3.1 CLINICAL CHARACTERISTICS

XLGA is associated with intractable neonatal onset
epilepsy, temperature instability, probably due to a hy-
pothalamic dysfunction, severe diarrhea, postnatal mi-
crocephaly, abnormal genitalia with micropenis and
cryptorchidism, and early death (Jagla et al., 2008;
Miyata et al., 2009; Okazaki et al., 2008).

31.5.1.3.2 GENETICS

XLAG results from defects in the ARX (aristaless-
related homeobox) gene located at Xp22.13 (Okazaki
et al., 2008). The ARX gene product has two functional
domains, prd-like homeodomain, and aristaless domain
(Okazaki et al., 2008). Disruption of the prd-like homeo-
domain leads to XLAG (Okazaki et al., 2008). The
functional domain, prd-like homeodomain, has very im-
portant functions in the formation of the normal brain in
early development (Okazaki et al., 2008).
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The major function of ARX protein is thought to
be not only the regulation of proliferation and tangen-
tial migration of GABAergic interneurons but also the
radial migration of pyramidal neurons death (Okazaki
et al., 2008).

31.5.1.3.3 NEURORADIOLOGICAL FINDINGS

Imaging studies showa thick cerebral cortex (5–6 mm)
with anterior pachygyria and posterior agyria (Okazaki
et al., 2008). Other findings include abnormal signal
of white matter, absence of corpus callosum, and cystic
or fragmental basal ganglia (Okazaki et al., 2008).

31.5.1.4 Lissencephaly with Cerebellar Hypoplasia

LCH has been recently defined as a different group of
lissencephaly, which is neither classical nor cobblestone
type (Verrotti et al., 2010). It is associated with severe
abnormalities of the cerebellum, ranging from vermian
hypoplasia to total aplasia with either classical or cobble-
stone lissencephaly, and abnormalities in the hippocam-
pus and brainstem (Hong et al., 2000; Verrotti
et al., 2010).

31.5.1.4.1 CLINICAL CHARACTERISTICS

Affected children show amotor, language, and cogni-
tive delay; they neither sit and stand unsupported nor
develop linguistic skills (Verrotti et al., 2010). Hypotonia
and severe ataxia are frequent; in addition, generalized
epilepsy begins at an early age (Verrotti et al., 2010).

31.5.1.4.2 GENETICS

It is an autosomal recessive disorder (Hong et al.,
2000) that maps to chromosome 7q22 and is associated
with mutations in the gene encoding reelin (RELN)
(Hong et al., 2000; Verrotti et al., 2010). The mutations
disrupt splicing of RELN cDNA, resulting in low or
undetectable amounts of reelin protein (Hong et al.,
2000). RELN encodes a large secreted protein that acts
on migrating cortical neurons by binding to the VLDLR,
the APOER2, a3b1 integrin, and protocadherins (Hong
et al., 2000). LCH is also correlated with mutations
of the gene, which encodes for VLDLR (Verrotti
et al., 2010).

31.5.1.4.3 NEURORADIOLOGICAL FINDINGS

MRI demonstrates diffuse pachygyria, hippocampal
dysplasia, and hypoplastic brainstem (Verrotti et al.,
2010). Cerebellar manifestations range from midline
hypoplasia to diffuse volume reduction and disturbed
foliation (Verrotti et al., 2010).

31.5.1.5 Microlissencephaly

Microlissencephaly differs from other variants of LIS1
by the presence of a severe microcephaly (Verrotti et al.,
2010). It is caused by an abnormal neuronal proliferation

or survival combinedwith neuronal migration disorders
(Verrotti et al., 2010). Two main types of microlissence-
phaly are recognizable: type A (Norman-Roberts syn-
drome) with no infratentorial anomalies and type B (or
Barth syndrome), which is associated with a severe
hypoplasia of the cerebellum and corpus callosum
(Verrotti et al., 2010). A recent form has been reported
in which primordial osteodysplastic dwarfism is associ-
ated with severe microcephaly (Verrotti et al., 2010).

31.5.1.5.1 CLINICAL CHARACTERISTICS

Norman-Roberts syndrome presents with awide phe-
notypic heterogeneity (Natacci et al., 2007). Clinical char-
acteristics include microcephaly, bitemporal hollowing,
a low sloping forehead, slightly prominent occiput,
widely set eyes, a broad and prominent nasal bridge,
and severe postnatal growth deficiency (Verrotti
et al., 2010). Neurological features include hypertonia,
hyperreflexia, seizures, and severe mental retardation
(Verrotti et al., 2010).

31.5.1.5.2 GENETICS

Norman-Roberts syndrome is an autosomal recessive
disorder (Natacci et al., 2007).

31.5.1.5.3 NEURORADIOLOGICAL FINDINGS

The brain MRI has shown changes consistent with
lissencephaly type I (Verrotti et al., 2010).

31.5.2 Heterotopia

Heterotopia is a neuronal migration disorder charac-
terized by a cluster of disorganized neurons in abnormal
locations, and it includes three main groups: periventri-
cular nodular heterotopia (PNH), SBH, and marginal
glioneural heterotopia (Spalice et al., 2009; Verrotti
et al., 2010).

PNH is a rare malformation in which primary neuro-
nal cells never begin migration and remain adjacent to
the lateral ventricles (Pang et al., 2008; Spalice et al.,
2009; Verrotti et al., 2010). PNH may involve both sides
of the brain or, less frequently, be restricted to a single
hemisphere (Spalice et al., 2009; Verrotti et al., 2010). Ap-
parently, the cerebral cortex is normal (Pang et al., 2008).

SBH or ‘double cortex’ syndrome is characterized by a
diffuse laminar band of graymatter located below the ce-
rebral cortex and separated from it by a thin band of
white matter (Pang et al., 2008; Spalice et al., 2009;
Verrotti et al., 2010).

Marginal zone heterotopias or leptomeningeal glio-
neuronal heterotopias are one form of dysplasia inwhich
ectopic nests of glial and neuronal cells are observed in
the cortical MZ or overlying leptomeninges, respectively
(Verrotti et al., 2010).
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31.5.2.1 Clinical Characteristics

The spectrum of clinical presentation of PNH is wide
(Spalice et al., 2009). Epilepsy is the main aspect (Pang
et al., 2008; Spalice et al., 2009). About 90% of patients
with PNH have epilepsy that can begin at any age,
and it is usually intractable (Pang et al., 2008; Spalice
et al., 2009; Verrotti et al., 2010). There is no clear relation-
ship between the epilepsy severity and extent of nodular
heterotopia (Pang et al., 2008). Surgical removal of the
heterotopia cortex is generally successful (Spalice
et al., 2009; Verrotti et al., 2010).

Other symptoms of PNH include severe developmen-
tal delay, microcephaly, and infantile spasms (Verrotti
et al., 2010). However, in general, these patients have
normal intelligence. Some patients may have learning
problems such as impaired reading fluency (Pang
et al., 2008). Some patients with PNH have also been de-
scribed with Chiari I and amniotic band syndrome
(Spalice et al., 2009; Verrotti et al., 2010).

The main clinical manifestation of SBH is epilepsy
(Spalice et al., 2009). Individuals with SBH have variable
degrees of mental retardation and intractable epilepsy,
which seem to correlate with the thickness of the band
and the overlying cortex (Spalice et al., 2009; Verrotti
et al., 2010).

The cortex may be normal or associated with pachy-
gyria (Verrotti et al., 2010). Lennox–Gastaut syndrome
is another potential presentation (Spalice et al., 2009). Ep-
ilepsy surgery for focal seizures yields poor results,
while callosotomy has been associated with improve-
ment in drop attacks (Spalice et al., 2009). The clinical
spectrum of SBH in male subjects overlaps with that in
females in terms of seizure type representation, epilepsy
syndromes, and response to antiepileptic therapy
(Verrotti et al., 2010). However, there is increased hetero-
geneity with respect to cognitive function, neuroimag-
ing, and molecular genetic data in males compared
with females (Verrotti et al., 2010).

31.5.2.2 Genetics

PNH can be caused by genetic mutations or extrinsic
factors, such as infections or prenatal injuries (Pang et al.,
2008; Verrotti et al., 2010). Mutations of the FLNA gene
(Xq28) cause bilateral PNH in the majority of patients;
this form is often fatal for males, therefore explaining
the female preponderance (Pang et al., 2008; Spalice
et al., 2009; Verrotti et al., 2010). This gene encodes for
Filamin A, an actin-binding protein that stabilizes the
cytoskeleton to generate the forces necessary for cell mo-
bility andmediates focal adhesions along the ventricular
epithelium (Pang et al., 2008; Spalice et al., 2009; Verrotti
et al., 2010). There is enrichment of FLNa (filamin A,
alpha) in postmitotic migrating neurons, an expression
pattern that might be maintained in part by FILIP

(filamin-A-interacting protein), a potent degrader of
FLNa (Spalice et al., 2009). FLNa mutations resulting
in PH often involve truncation or disruption of the
actin-binding domain, indicating that FLNa’s ability to
cross-link actin may be necessary for migration
(Spalice et al., 2009).

The autosomal recessive form of PNH is caused by
mutations in the ARFGEF2 (ADP-ribosylation factor
guanine exchange factor 2) gene localized at 20q13.13,
which encodes for the protein brefeldin-inhibited
GEF2 (Pang et al., 2008; Spalice et al., 2009; Verrotti
et al., 2010). Mutations in ARF-GEF may impair the tar-
geted transport of FLNA to the cell surface within neural
progenitors along the neuroependyma (Pang et al., 2008;
Verrotti et al., 2010). The disruption of these cells
could contribute to PNH formation with microcephaly
(Verrotti et al., 2010).

PNH has also been associated with copy number var-
iations, including duplication 5p15.1 or 5p15.33 and de-
letion 6q26–q27 or 7q11.33 (Spalice et al., 2009; Verrotti
et al., 2010). At least 15 distinct PNH syndromes have
been described (Spalice et al., 2009).

SBH is caused by alterations in two genes: LIS1 at
17p13.32 and DCX at Xq22.3–q23.3 (Pang et al., 2008;
Verrotti et al., 2010). Mutations of the DCX gene have
been found in all familial cases and in 53–84% of patients
with sporadic, diffuse, or anteriorly predominant band
heterotopia, which represent the most common forms
of SBH (Verrotti et al., 2010). Other genetic causes of
SBH remain unexplained (Verrotti et al., 2010). The
DCX protein is thought to direct neuronal migration
by regulating the organization and stability of microtu-
bules necessary for neuronal motility (Pang et al., 2008).

31.5.2.3 Neuroradiological Findings

MRI patients with X-linked dominant mutation show
bilateral symmetric nodules lying adjacent to the lateral
ventricular walls; additional findings include hypopla-
sia of the corpus callosum and posterior fossa abnormal-
ities such as cerebellar hypoplasia and enlarged cisterna
magna (Pang et al., 2008; Verrotti et al., 2010). Unilateral
PNH is commonly located in the posterior paratrigonal
zone of the lateral ventricles and may involve the adja-
cent white matter (Verrotti et al., 2010).

Patients with autosomal recessive mutations of the
ARFGEF2 gene present with microcephaly, slightly en-
larged ventricles, and delayed myelination (Pang et al.,
2008; Verrotti et al., 2010). Symmetrical nodular hetero-
topia lining the ventricles is also seen, and the overlying
cortex may be thinned with abnormal gyri (Pang
et al., 2008).

MRI of the brain in SBH demonstrates two parallel
layers of gray matter, a thin outer ribbon and a thick in-
ner band, separated by a very thin layer of white matter
(Pang et al., 2008; Verrotti et al., 2010).

61131.5 OVERVIEW OF NEURONAL MIGRATION DISORDERS

III. DISEASES



31.5.3 Polymicrogyria

PMG is a cortical malformation characterized by an ir-
regular brain surface with an excessive number of small
and partly fused gyri separated by shallow sulci, giving
the surface of the cortex its characteristic lumpy appear-
ance (Pang et al., 2008; Spalice et al., 2009; Verrotti
et al., 2010).

PMG can be focal or diffused, unilateral or bilateral
(Pang et al., 2008; Verrotti et al., 2010). It is a very com-
mon cortical malformation and can be an isolated lesion
associated with other brain malformations such as
heterotopia, white matter lesions, or a part of several
multiple congenital anomaly/mental retardation syn-
dromes (Spalice et al., 2009; Verrotti et al., 2010). Bilateral
involvement of the cortex is frequently seen, with a sym-
metric or asymmetric distribution, affecting the frontal,
frontoparietal, parieto-occipital, perisylvian, and mesial
occipital regions (Pang et al., 2008; Spalice et al., 2009).

PMGpathogenesis is not understood; brain pathology
demonstrates abnormal development or loss of neurons
in middle and deep cortical layers, variably associated
with an unlayered cortical structure (Spalice et al.,
2009). Two types of PMG can be identified histopatho-
logically: a simplified four-layered form (in which there
is a layer of intracortical laminar necrosis with subse-
quent alterations of late migration and postmigratory
disruption of cortical organization) and an unlayered
form (in which the molecular layers are continuous
and do not follow the borders of convolutions and the
neurons below have radial distributionwhile laminar or-
ganization is absent) (Verrotti et al., 2010). The incidence
of PMG is unknown because of its clinical and etiological
heterogeneity (Verrotti et al., 2010).

31.5.3.1 Clinical Characteristics

The wide spectrum of clinical manifestations is re-
lated to the extension of PMG, which varies greatly
(Spalice et al., 2009). Almost all children with PMG have
a high risk of developing epilepsy (Verrotti et al., 2010).
Seizures usually begin between 4 and 12 years of age,
and they are drug resistant in approximately 65% of pa-
tients (Spalice et al., 2009; Verrotti et al., 2010). A small
number of children present with focal epilepsy, while
the most frequent seizure types are atypical absences,
tonic or atonic drop attacks, or tonic–clonic convulsions
(Spalice et al., 2009; Verrotti et al., 2010).

In the bilateral frontal type, the most common symp-
toms include delayed motor and language milestones,
spastic hemiparesis or quadriparesis, and mild to mod-
erate mental retardation (Spalice et al., 2009; Verrotti
et al., 2010). In the bilateral frontoparietal form, the clin-
ical presentation is characterized by global developmen-
tal delay, esotropia, and pyramidal and cerebellar signs

and seizures, which occur in 94% of patients and are
mostly generalized (Verrotti et al., 2010).

Bilateral perisylvian PMG-affected patients can pre-
sent pseudobulbar palsy with diplegia of the facial, pha-
ryngeal, and masticatory muscles and pyramidal signs
and seizures (Verrotti et al., 2010). Infantile spasms
may be the presenting seizure type even if seizures de-
velop only before the end or after the first decade
(Verrotti et al., 2010). Most patients developmultiple sei-
zure types, and seizure control is poor in more than half
of the cases (Verrotti et al., 2010).

Other forms of PMG, such as bilateral parasagittal
parietooccipital, bilateral generalized, and unilateral
ones, can produce various kinds of seizures and EEG ab-
normalities (including status epilepticus during sleep),
cognitive slowing, motor delay, and cerebral palsy
(Verrotti et al., 2010).

31.5.3.2 Genetics

PMG has been associated with mutations of a few
genes, including SRPX2 (sushi-repeat-containing
protein, X-linked 2), PAX6 (paired box 6), TBR2
(T-box-brain2), GPR56 (G-protein-coupled receptor 56),
KIAA1279, RAB3GAP1 (RAB3 GTPase-activating protein
subunit 1), and COL18A1 (collagen, type XVIII, alpha 1),
with all but SRPX2 found in rare syndromes (Spalice
et al., 2009).

The genetic role in the etiopathogenesis of PMG is also
supported by its association with Aicardi syndrome,
Zellweger syndrome, and WWS or with chromosomal
abnormalities such as 22q11 deletion, 1p36 monosomy,
and trisomy of chromosome 13 (Pang et al., 2008;
Verrotti et al., 2010).

The familial transmission of PMG has been identified
in bilateral frontoparietal, bilateral perysylvian, and bi-
lateral generalized forms (Pang et al., 2008; Verrotti
et al., 2010). Bilateral frontoparietal PMG seems to be re-
lated to the mutation of the gene GPR56 on chromosome
16q12.2–21 with an autosomic recessive inheritance
(Pang et al., 2008; Verrotti et al., 2010). This gene encodes
for a G-protein-coupled receptor, a regulator of cell cycle
signaling in neuronal progenitor cells at all ages, and
plays an essential role in the regional patterning of the
human cerebral cortex (Spalice et al., 2009; Verrotti
et al., 2010).

Bilateral perysylvian PMG is mainly attributed to
different patterns of inheritance, including X-linked
dominant, X-linked recessive, autosomal recessive,
autosomal dominant with reduced penetrance, autoso-
mal recessive with pseudodominance, and autosomal
dominant (Verrotti et al., 2010). A locus for X-linked
bilateral perisylvian PMG maps on the distal long
arm of the X chromosome (Xq28), but the linkage has
not been confirmed and no gene has been identified
(Verrotti et al., 2010).
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TBR2 is a gene involved in the genesis of PMG, asso-
ciatedwithmicrocephaly and corpus callosum agenesis
(Verrotti et al., 2010). It maps to chromosome 3p
(Verrotti et al., 2010). This gene encodes a transcription
factor, a member of the T-box family, critical in inverte-
brate embryonic development of the central nervous
system and mesoderm (Verrotti et al., 2010). It may also
be involved in neuronal division and migration
(Verrotti et al., 2010).

31.5.3.3 Neuroradiological findings

MRI in PMGdemonstrates small irregular gyri and an
indistinct gray and white matter junction (Verrotti et al.,
2010). The polymicrogyric cortex often appears mildly
thickened (6–10 mm) because of cortical overfolding
(Verrotti et al., 2010). T2 signals within the cortex are
usually normal, although there may be delayedmyelina-
tion (Verrotti et al., 2010).

31.5.4 Schizencephaly

SCZ is a structural abnormality of the brain, character-
ized by congenital clefts spanning the cerebral hemi-
sphere from the pial surface to the lateral ventricle and
lined by cortical gray matter with communication be-
tween the ventricles and extra-axial subarachnoid space
(Pang et al., 2008; Spalice et al., 2009; Verrotti et al., 2010).
Cleft localization varies widely, but the perisylvian re-
gion is more frequently involved (Spalice et al., 2009;
Verrotti et al., 2010). The cortex overlying the cleft is of-
ten polymicrogyric (Verrotti et al., 2010). Actually, SCZ is
classified within the same group as PMG (Pang et al.,
2008; Verrotti et al., 2010).

This malformation can be unilateral or bilateral, sym-
metric or asymmetric, and can be divided into two sub-
types: ‘closed or fused lips’ or type I (if the cleft walls are
in apposition) and ‘open lips’ or type II (if the cleft walls
are separated) (Pang et al., 2008; Spalice et al., 2009;
Verrotti et al., 2010). Type II SCZ is more common than
type I (Barth et al., 2007). SCZ tends to involve the insu-
lar, precentral, and postcentral regions (Pang et al.,
2008). In addition, SCZ is often associated with septo-
optic dysplasia (Spalice et al., 2009). The etiology of this
disorder has not been clearly established, and several
causes, including genetic, vascular, toxic, metabolic,
and infectious factors, may be involved (Spalice et al.,
2009; Verrotti et al., 2010).

31.5.4.1 Clinical characteristics

Patients with unilateral closed-lipped SCZ generally
have mild hemiparesis and seizures but no impairment
of normal developmental milestones (Pang et al., 2008;
Spalice et al., 2009; Verrotti et al., 2010). When the cleft
is open, patients have mild to moderate developmental

delay, microcephaly, seizures, spasticity, and hemipar-
esis (Pang et al., 2008; Verrotti et al., 2010). Patients with
bilateral clefts show severe mental deficits and severe
motor abnormalities, including spastic quadriparesis
(Pang et al., 2008; Spalice et al., 2009; Verrotti et al.,
2010). Blindness due to optic nerve hypoplasia can be
common (Verrotti et al., 2010). Language development
is more likely to be normal in patients with unilateral
SCZ compared to patients with bilateral clefts (Spalice
et al., 2009; Verrotti et al., 2010). Noncentral nervous sys-
temmanifestations have also been reported, such as gas-
troschisis and bowel atresias (Pang et al., 2008).

Several types of seizure have been reported, including
generalized tonic–clonic, partial motor, and sensorial
(Spalice et al., 2009; Verrotti et al., 2010). Infantile spasms
have been described in a few children (Verrotti et al.,
2010). Seizures are usually resistant to medical therapy,
and stabilization may be achieved through surgery
(Verrotti et al., 2010).

31.5.4.2 Genetics

EMX2 (empty spiracles homeobox 2) gene mutations
may be correlated with type II SCZ (Pang et al., 2008;
Spalice et al., 2009; Verrotti et al., 2010). EMX2 is a home-
otic gene expressed in proliferating neuroblasts and is
probably involved in controlling cortical migration and
structural patterning of the developing rostral brain
(Pang et al., 2008; Spalice et al., 2009; Verrotti et al.,
2010). However, recent studies criticize the true role of
EMX2 in SCZ (Pang et al., 2008; Spalice et al., 2009;
Verrotti et al., 2010).

31.5.4.3 Neuroradiological findings

In addition to PMG, MRI may demonstrate agenesis
of the septum pellucidum and agenesis or thinning of
the corpus callosum, hippocampal malformations, pos-
terior fossa abnormalities, ventricular diverticula and
arachnoid cysts, and multiple calcifications (Pang
et al., 2008; Verrotti et al., 2010). Periventricular hetero-
topic nodules have also been found in aminority of cases
(Verrotti et al., 2010). The malformations associated with
SCZ may also involve extracerebral structures (Verrotti
et al., 2010).
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Nomenclature

ARHGAP11B Rho GTPase activating protein 11B
ATP10A ATPase, class V, type 10A
C15orf2 Chromosome 15 open reading frame 2
CHRNA7 Cholinergic receptor, nicotinic, alpha 7
CTCF CCCTC-binding factor
CYFIP1 Cytoplasmic FMR1 interacting protein 1
Dube3a Drosophila ube3a
ECT2 Epithelial cell transforming sequence 2 oncogene
GABRA5 Gamma-aminobutyric acid (GABA) A receptor, alpha 5

Gabrb3 Mice GABA A receptor, subunit beta 3 gene
GABRB3 Gamma-aminobutyric acid (GABA) A receptor, beta 3 gene
GABRG3 Gamma-aminobutyric acid (GABA) A receptor, gamma 3
HBII52 Small nucleolar RNA, C/D box 115 cluster
Idic (15) Isodicentric chromosome 15
Int dup (15) Interstitial duplication chromosome 15
KLF13 Kruppel-like factor 13
MAGEL2 MAGE-like 2
MECP2 Methyl CpG binding protein 2
MKRN3 Makorin ring finger protein 3
MTMR10 Myotubularin-related protein 10
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MTMR15 Myotubularin-related protein 15
NDN Necdin homolog
NIPA1 Nonimprinted gene in Prader–Willi syndrome/Angelman

syndrome chromosome region 1
NIPA2 Nonimprinted gene in Prader–Willi syndrome/Angelman

syndrome chromosome region 2
OTUD7A OTU domain-containing 7A
PWRN1 Prader–Willi region non-protein-coding RNA 1
SmN Survival of motor neuron 1
snoRNAs Small nucleolar RNAs
SNRPN Small nuclear ribonucleoprotein polypeptide N
SNURF SNRPN upstream reading frame
TCF4 Transcription factor 4
TRPM1 Transient receptor potential cation channel, subfamily M,

member 1
TUBGCP5 Tubulin, gamma complex associated protein 5
UBE3A Ubiquitin protein ligase E3A
Ube3a Mice Ube3a

32.1 COMPLEX GENOMIC
CHARACTERISTICS AND GENE
REGULATION AT THE HUMAN

15q LOCUS

The chromosome 15q locus is an enormously complex
region of the human genome responsible for several
devastating neuropsychological syndromes as well as
a major causative locus in autism spectrum disorder
(ASD) (see Chapter 34). Gene regulation in this region
is extremely complex and is governed by a variety ofmo-
lecular changes, including DNA methylation, antisense
transcripts, microRNAs, and genomic rearrangements.
The purpose of this chapter is to provide a broad intro-
duction to some of the neurological disorders and caus-
ative genes in the 15q11–q13 locus.

Chromosome 15 is acrocentric; thus, it essentially has
one long coding arm (q) and a short arm (p) containing
mostly heterochromatin arrays of ribosomal RNA genes,
satellite sequences, and other repetitive DNA sequences.
The long q arm contains 2.9% of the coding genes in the
human genome (Zody et al., 2006). A key structural fea-
ture of chromosome 15 is the high number of low-copy
segmental duplications, with 8.8% of its euchromatin be-
ing inundatedwith low-copy repeats (LCRs) (Zody et al.,
2006). These LCRs predispose genes in the region to dos-
age changes due to both deletion and duplication events
mediated by nonallelic homologous recombination
(NAHR) events and result in a spectrum of neurodeve-
lopmental disorders (mechanism reviewed in Shaw
and Lupski, 2004). This locus is complicated even further
by a 2-Mb cluster domain of genes preferentially
expressed from one parental allele or imprinted genes.

Imprinted genes are epigenetically marked in gam-
etes to drive expression of that gene from a single paren-
tal allele in the offspring. An epigenetic mark (or
imprint) is set depending on the gene and on the germ
cell. In fertilization, somatic cells of the developing em-
bryo contain both maternally and paternally inherited

alleles; this epigenetic mark ensures that just one allele
is expressed (Weaver et al., 2009). In the embryonic germ
cells, theoriginal imprint is erasedandanewone isadded
depending on the sex and the gene. This parent-specific
expression is directly due to these epigenetic modifica-
tions of the DNA (DNA methylation, histone modifi-
cations, and noncoding RNAs) and not due to changes
in the primary sequence, thus altering the conformation
of chromatin fibers and therefore the regulation of the
expression of the nearby genes.Although thesemodifica-
tions can have dramatic effects on the phenotype, they do
not alter the primary DNA sequence. The monoallelic
expression of an imprinted gene may occur only in one
of possibly several isoforms, or in particular tissues, or
at particular stages of development. The untranslated
mRNA H19 was the first gene shown to be imprinted in
humans (Zhang and Tycko, 1992); as many as 40 such
genes have now been identified, and another 156 new
genes have been predicted by both computational and
experimental approaches to be regulated in a parent-
specific manner through epigenetic modification (Luedi
et al., 2007).

The 15q11–q13 region contains several genes that
show parent-of-origin-specific expression and others
that show biallelic expression in the brain. Genes ex-
pressed exclusively from the paternal chromosome in
the brain are MKRN3, MAGEL2, NDN, SNRPN, and a
cluster of snoRNAs. C15orf2 and PWRN1 are genes that
have shownmonoallelic expression in human fetal brain
(Buiting et al., 2007). Two genes show maternal-specific
expression in the brain: UBE3A, an E3 ubiquitin ligase
responsible for Angelman syndrome (AS) phenotypes
that shows biallelic expression in most tissues except
for a preferential expression of the maternal allele in hu-
man brains, and ATP10A, which also is preferentially
expressed in the maternal chromosome in human brain
as well as in fibroblasts (Herzing et al., 2001; Meguro
et al., 2001). Recently it has been suggested that the
ATP10A may be monoallelic in expression, dependent
on sex and common genetic variation and not regulated
by an imprinting mechanism (Hogart et al., 2008).

Recently, a large region between Snrpn and Ndn was
found to be imprinted in the mouse brain, with several
paternally expressedncRNAsandapaternally expressed
gene called DOKist4 (Gregg et al., 2010). Although the
phenotypic outcome of these additional paternally
expressed genes and ncRNAs is still unknown, it clearly
speaks to the complexityof this locus in termsofgenotype
to phenotype correlations.

This region is one of the most unstable regions in the
human genome (Knoll et al., 1993) because of a number
of complex LCRs that predispose the region to misalign-
ment during meiosis I, which leads to unequal NAHR
events involving both sister chromatid and interchromo-
somal exchanges (Lupski, 1998; Robinson et al., 1998).
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In addition, there is a high rate of recombination in
women in this locus (Robinson and Lalande, 1995).
15q11–q13 homologous pairing is an epigenetic regula-
tory mechanism disrupted by genomic rearrangements
such as duplications and deletions. CCCTC-binding fac-
tor (CTCF) controls the process of X chromosome pairing
as well as pairing at the 15q11–q13 locus (Meguro-
Horike et al., 2011). At least five recurrent breakpoints
(BPs) have been identified containing LCRs involved
in microdeletions, microduplications, inversions, as well
as isodicentric chromosomes (see Figure 32.1).

Severe phenotypic consequences at the 15q locus can
be caused by deletions, duplications, mutations, or de-
fects on a single active allele, be it maternal or paternal.
In rare instances, two copies of chromosome 15 can be
inherited from a single parent (uniparental disomy),
causing the same severe phenotypic consequences as loss
of function for one 15q allele. The two primary genomic
disorders that cause neuropathology in this region are
the Prader–Willi syndrome (PWS) and Angelman syn-
drome (AS), whose phenotypes result from loss of the
paternal ormaternal contribution of the 15q11–q13 geno-
mic region, respectively. The first nine individuals with
PWSwere described in 1956 by the endocrinologists Pra-
der, Labhart, andWilli (Clarke andBoer, 1995). By 1976, it

was apparent that a recurrent microdeletion could be vi-
sualized by high-resolution chromosome analysis in pa-
tients with PWS and AS (Ledbetter et al., 1981). In 1989,
it was established that AS is a direct result of maternal
deletion, whereas PWS results from a paternal deletion
of the same region on chromosome 15 (Knoll et al.,
1989). This 2-Mb domain is often referred to as the
PWS/AS critical region. In 95% of PWS/AS patients,
there are two main types of deletions: class I deletions,
with breakpoints at BP1 (proximal) to BP3 (distal), and
class II deletions, with breakpoints from BP2 (proximal)
to BP3 (distal) (see Figure 32.1). The remaining 5% of
PWS/AS patients have the distal breakpoint at BP4.
Patientswith smallerdeletions fromBP1 toBP2havebeen
identified, but these individuals do not presentwith clas-
sic PWS or AS and may represent a distinct neurological
syndrome unrelated to the primary causative genes for
PWS and AS (Doornbos et al., 2009). As with most geno-
mic disorders, these LCRs mediate not only deletion
events, but also reciprocal duplication events. The same
LCRs and therefore the same breakpoints in addition to
BP5 can mediate inverted dup(15) marker chromosomes
and some cases of interstitial duplications and triplica-
tions of chromosome 15q11–q13 (Roberts et al., 2002).
The clinical presentation associated with deletions tends
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Pat FIGURE 32.1 15q11.1–q13.3 region. Maternal
and paternal alleles are shown separately.Maternally
expressed genes are in pink, paternally expressed in
blue, biallelically expressed genes in green, and the
genes silenced on a particular allele are in black.
ATP10A varies among populations, so its pink/blue.
Dots pink and blue refer toAC-IC andPW-IC, respec-
tively. The five different common breakpoints for
both duplications and deletions in this region appear
as dotted lines.
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to be more uniform, and commonly includes dysmor-
phology, which facilitates diagnosis, while duplications
presentwith amore subtle phenotype that often includes
autism when maternally inherited, but may also include
anxiety andotherneurological effects in paternally inher-
ited duplications (Hogart et al., 2010). The widespread
use of array comparative genomic hybridization (array
CGH) has increased the frequency of detection of submi-
croscopic interstitial 15q duplications, as well as smaller,
possibly pathogenic deletions in this region. Smaller de-
letions and duplications found in neurodevelopmental
disorders such as schizophrenia and autism will be de-
scribed later in this chapter.

32.2 EPIGENETIC CONTROL OF GENE
EXPRESSION ACROSS 15q11–q13

Imprinted gene expression on 15q is coordinately con-
trolled in cis by an imprinting center (IC), a genetic ele-
ment functional in germline and/or early postzygotic
development that regulates the establishment of parental
specific allelic differences in replication timing, DNA
methylation, and chromatin structure. In other words,
the IC’s function is to reset thematernal and paternal im-
prints. Amutation at the IC sets the imprint permanently,
and theparental imprintwill be fixed on the chromosome
onwhich themutation arose, resulting in a heritable form
of the imprinting disorder (Saitoh et al., 1996). The IC reg-
ulates imprinting in thewhole region and is located in the
50 untranslated regionof the small nuclear ribonucleopro-
tein polypeptide N (SNRPN) gene. The PWS/AS IC has
two functional components: a 4.3-kb DNA segment at
the promoter of SNRPN involved in PWS (PWS-IC) and
a 0.9-kb element �35 kb upstream of SNRPN which
regulates the gene responsible for AS (AS-IC) (Buiting
et al., 1995). AS-IC acquires a primary imprint during
gametogenesis, thus establishing the maternal epigeno-
type. The inactivematernal IC ismarked byCpGmethyl-
ation and by histone H3 Lys 9 di-methylation, while the
active paternal IC is marked by histone H3 Lys4 methy-
lation (Soejima and Wagstaff, 2005). The unmethylated
maternal allele of the AS-IC most likely binds a trans-
acting factor that confers methylation on the PWS-IC
maternal allele after fertilization. It is assumed that, once
established, the PWS-IC paternal epigenotype spreads
across the entire PWS/AS domain in the soma.

32.2.1 Epigenetic Control Across the 15q Region

Histone acetylation and chromatin structure are influ-
enced by DNA methylation, resulting in the production
of compacted chromatin that is refractory to transcription.
In the PWS/AS region, MKRN3, NDN, and SNRPN are

silenced bymaternal-specific CpGmethylation of the pro-
moter/exon I region (Driscoll et al., 1992; Glenn et al.,
1996; Jay et al., 1997).

The SNRPN gene is a bicistronic-imprinted gene that
encodes two polypeptides, the SNURF (SNRPN up-
stream reading frame) and the SmN (splicing factor
involved in RNA processing) (Gray et al., 1999). This
gene has 10 exons: exons 1–3 encode the SNURF protein,
and exons 4–10 encode the SmN. This SNRP–SmN tran-
script unit also hosts the genes to encode multiple non-
coding RNAs (snoRNAs), and it serves as the start site
for the UBE3A antisense transcript (Runte et al., 2001).
Because the CpG island of the promoter is hypermethy-
lated on the maternal chromosome and hypomethylated
on the paternal chromosome, the gene is transcribed
exclusively from the parentally inherited chromosome
and shows a high level of expression in the brain and
the heart. Different methods have taken advantage of
the differentially methylated SNRPN promoter for the
diagnosis of PWS and AS. Our group recently utilized
this differentially methylated region to develop a high-
resolution melting curve assay to determine the parent
of origin of the duplicated chromosome in individuals
with 15q duplication (Urraca et al., 2010).

32.3 GENES KNOWN TO CAUSE DISEASE
IN THE REGION

32.3.1 The E3 Ubiquitin Ligase Gene (UBE3A)

The UBE3A gene product is the canonical HECT do-
main E3 ubiquitin ligase enzyme known as E6-associated
protein (E6-AP). Although originally identified as a host
protein that interactswith viral E6 protein during papillo-
mavirus infection (Huibregtse et al., 1993), the primary
role of this enzyme is thought to be the monoubiquitina-
tion of protein substrates that are destined for recycling
by the ubiquitin proteasome system or are tagged for
trafficking to various cellular compartments. In addition
to this enzymatic function, E6-AP can also function as a
transcriptional co-activator of steroid hormone receptor
genes (Nawaz et al., 1999).Maternal deficiency forUBE3A
results in the neurodevelopmental disorder Angelman
syndrome (Kishino et al., 1997). This gene exhibits mater-
nal allele-specific expression in most regions of the brain
in mice and humans, with the strongest expression rest-
ricted to hippocampal and cerebellar neurons (Albrecht
et al., 1997; Dindot et al., 2008). The discovery of mater-
nally inherited loss-of-function mutations in UBE3A has
clearly established UBE3A as the causative gene in AS
(Kishino et al., 1997; Matsuura et al., 1997). Although a
handful of putative UBE3A substrates have now been
identified, most notably the Arc protein which regulates
synaptic AMPA receptors (Greer et al., 2010) and ECT2
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protein which is a key regulator of the actin cytoskeleton
(Reiter et al., 2006), it is still unclear if the key proteins re-
sponsible for the AS phenotype are regulated by UBE3A
at the protein or transcriptional level, or both.

Cytogenetic abnormalities in thePWS/AS region have
beendescribed in 1–3%of autistic individuals. Consistent
with a role for UBE3A in autism are studies that
have demonstrated copy number variants not only at
the UBE3A locus, but also at other loci regulating the
ubiquitin–proteasome pathway in autistic individuals
(Glessner et al., 2009). The UBE3A gene itself has been
proposed as a candidate gene for autism susceptibility,
although linkage and association studies have been
somewhat inconsistent (Cook et al., 1998; Guffanti et al.,
2010; Nurmi et al., 2001).

32.3.2 SnoRNA Cluster

Small nucleolar RNAs (snoRNAs) are noncoding
RNAs located in the nucleolus which are involved in
rRNA modifications. Pre-rRNA maturation includes
endonucleolytic and exonucleolytic cleavages plus mod-
ifications such as methylation or pseudouridylation.
There are two main classes of snoRNA: the C/D box
snoRNAs, which are associated with methylation, and
the H/ACA box snoRNAs, which are associated with
pseudouridylation (Bachellerie et al., 2002). There is a
cluster of C/D box snoRNA genes encoded in the
15q11–q13 region that are processed from introns of
the paternally expressed SNURF-SNRPN sense UBE3A
antisense transcript (see Figure 32.1). HBII52 has 47 cop-
ies,HBII85 has 24 and the others genes (HBII-36, HBII-13,
HBII-437, HBII-238A, and HBII-438B) one copy each.
These snoRNAS are highly expressed in the brain
(Cavaille et al., 2000). Recent studies demonstrate that
chromatin de-condensation of MBII/HBII snoRNAs
plays a significant role in the regulation of nucleolar size
during neuronal maturation (Leung et al., 2009). Reports
on balanced translocations affecting the paternal copy of
15q11–q13 and three microdeletions in the snoRNA re-
gion (15q11.2) have now implicated theHBII-85 snoRNA
as the key paternally expressed causative gene(s) for the
PWS phenotype (De Smith et al., 2009; Duker et al., 2010;
Gallagher et al., 2002; Sahoo et al., 2008).

32.3.3 Gamma-Aminobutyric Acid Genes

The 15q11–q13 region contains a cluster of GABAA re-
ceptor subunits genes: GABRB3, GABRA5, and GABRG3,
which encode for the gamma-aminobutyric acid (GABA)
receptor subunits b3, a5, and g3, respectively. During de-
velopment, GABAA receptors play a role in proliferation,
migration, anddifferentiationof precursor cells thatdirect
the development of the embryonic brain (Owens and
Kriegstein, 2002). GABAergic dysfunction in the brains

of autistic individuals has been reported and particular
attention has been devoted to the GABRB3 subunit
(Pizzarelli and Cherubini, 2011). It has been observed that
this gene is normally biallelically expressed in the brain,
but in autistic individuals monoallelic expression has
been found in combination with a reduction in GABA re-
ceptor protein (Hogart et al., 2007). Additional studies in-
dicate that GABRB3 expression is reduced in the parietal
cortex cerebellum of subjects with autism (Fatemi et al.,
2009). It has been shown that a rare coding variant of the
GABRB3gene is associatedwith autismwhen transmitted
maternally (Delahanty et al., 2011). This same variant was
identified in two independent families segregating with
childhood absence epilepsy (Tanaka et al., 2008).

32.3.4 CYFIP1 and Other Autism-Related
Genes

More severe behavioral problems (autism, ADHD,
and obsessive–compulsive disorder) appear in patients
with type I deletions (BP1–BP3) than inpatientswith type
II deletions (BP2–BP3); this could be influenced by the
genes between BP1 and BP2: TUBGCP5, NIPA1, NIPA2,
and CYFIP1. The latter three of these are widely ex-
pressed in the central nervous system, while TUBGCP5
is expressed in the subthalamic nuclei. Patients with a
microdeletion at 15q11.2 between BP1 andBP2,which in-
cludes the four genes, present delayedmotor and speech
development, dysmorphisms, and behavioral problems
(Doornbos et al., 2009). It seems that the haploinsuffi-
ciency of NIPA1 does not cause any disease, as PWS/
AS patients do not exhibit progressive spastic paraplegia
compared to autosomal dominant hereditary spastic
paraplegia. In terms of autism, more attention has been
focused on CYFIP1 since Prader–Willi phenotypes have
been observed in fragile X syndrome (FXS) patients
(see Chapter 33), and it was found that the fragile X asso-
ciated protein (FMRP) acts in concert with CYFIP1 pro-
tein to regulate mRNA translation in neurons (Napoli
et al., 2008). In patients with this FXS sub-phenotype that
show PWS overlap, CYFIP1 mRNA levels are generally
reduced by two- to fourfold as compared to normal
controls or individuals with FXS without PWS features
(Nowicki et al., 2007).

32.4 CONTIGUOUS GENE DELETION/
DUPLICATION SYNDROMES ON 15q

32.4.1 Deletion Syndromes

32.4.1.1 PWS (OMIM #176270)

PWS is a contiguous gene syndrome caused by the
loss of function in those genes situated within the
15q11–q13 region. The syndrome is the direct result of
loss of a paternally expressed gene or genes in the 15q
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region. The molecular events resulting in PWS include
interstitial deletions (70%), uniparental disomy (UPD)
(25%), imprinting center defects (<5%), and, on rare
occasions, chromosomal translocations (<1%).

The syndrome has a prevalence of 1/15,000–1/30,000,
and the main clinical features include an initial failure to
thrive, followed later in life by an obsession with food
and other behavioral problems, including intellectual
disability (for a detailed review of phenotypic features
and management, see Cassidy and Driscoll, 2009;
Goldstone et al., 2008, respectively). There are also sig-
nificant phenotypic differences between patients with
15q deletions as opposed to maternal UPD. In UPD
patients, the facial features and the hypopigmentation
are less frequent than in patients with the deletion; in
contrast, sleep disorders and behavioral abnormalities
such as psychosis and autism are more common
(Cassidy, 1997). Seizures are present in half of the indi-
viduals with a deletion and in less than 10% inUPD cases
(Varela et al., 2005). Individuals with class I deletions
have a more severe phenotype than those with class II
deletions, including self-injurious behavior, deficits in
adaptive behavior, obsessive–compulsive behavior,
and difficulties in visual-motor integration (Butler
et al., 2004). Cardiovascular and respiratory disorders re-
lated to the obesity that results from obsessive food com-
pulsion are the most frequent causes of death in these
patients. In 1993, a group of clinicians established the
clinical diagnostic criteria for PWS (Holm et al., 1993).
With the availability now of molecular laboratory test-
ing, when there are clinical findings pointing to the dis-
order the revised criteria recommends to test for PWS at
different ages depending on the phenotypes observed
(Gunay-Aygun et al., 2001). The most widely used labo-
ratory test is based on the paternal differences in DNA
methylation from the 50 end of the SNRPN gene. PWS de-
letion patients have only a maternal methylated allele.
Since the phenotypic outcomes can be somewhat vari-
able depending on the size and character of a genomic
defect, it is important to determine the molecular class
of the loss of function for genetic counseling purposes.
Chromosomal analysis can identify large deletions and
translocations, SNRPN fluorescence in situ hybridization
(FISH) probes detect deletions, and DNA polymor-
phisms from the patient and parents are useful in the di-
agnosis of UPD cases. MS-HRM has also been shown to
be an efficient and cost-effective method for the identifi-
cation of PWS or AS deletions (Hung et al., 2011; White
et al., 2007).

32.4.1.2 Angelman syndrome (OMIM 105830)

Angelman syndrome (AS) was first recognized in
1965 by physician Harry Angelman (pronounced as
if a “male angel”), who described three unrelated sub-
jects all presenting with a similar curious phenotype,

including inappropriate laughter, happy demeanor,
and a “puppet-like” dangling of the arms (Angelman,
1965). The estimated prevalence of AS is between
1:1000 and 1:20,000 (Williams, 2005). AS is a neurogenetic
disorder characterized by severe intellectual disability,
ataxia, seizures, EEG abnormalities, bouts of inappropri-
ate laughter, absent speech, autistic-like behavior, sleep
disorderandpostnatalmicrocephaly,macrostomia,max-
illary hypoplasia, and prognathia (Williams et al., 2006).
AS is difficult to detect in infancy, as hypotonia and
developmental delay are fairly nonspecific features that
can occur in infancy for a number of reasons. The charac-
teristic phenotypes become clearer after age one. Seizure
onset is often between 1 and 3 years. Many seizure types
have been reported, but atypical absence and myoclonic
seizures are most frequent. The most common EEG find-
ing is the presence of triphasic delta activity with a max-
imum over the formal regions (Conant et al., 2009). The
Angelman phenotype becomes less striking in adult-
hood, the sleep problems improve, but most patients
continue to have seizures (for further review and dia-
gnostic approaches, see Van Buggenhout and Fryns,
2009). It has been proposed that, to rule out AS, SNRPN
methylation assay tests should be performed on any
patient with developmental delay, severe intellectual
disability, speech impairment, and happy disposition
(Varela et al., 2004).

The molecular causes of AS include interstitial dele-
tions of the maternal chromosome (70%), paternal UPD
in 3–5% of the cases, imprinting center mutations in
10%, and maternally inherited UBE3A mutations in 5–
10%, leading to the absence of the gene product. Of
the �10% of AS patients who do not have chromosome
15q defects, it appears that at least some of these indi-
viduals may have mutations in potential UBE3A path-
way genes such as MECP2 and the transcription factor
TCF4 (Takano et al., 2010; Watson et al., 2001). Mater-
nally derived deletions and UBE3A mutations result
in a more severe phenotype than uniparental disomy
or imprinting defects, both of which still retain two in-
tact copies of UBE3A. These maternal loss-of-function
individuals often have severe microcephaly, greater
delay in developmental milestones, more severely im-
paired communication skills, and more severe seizures,
in addition to hypopigmentation in the deletion cases
(Lossie et al., 2001). The nonimprinted gene responsible
for this pigmentation loss is the OCA gene, which also
causes type II oculocutaneous albinism and is located in
the distal portion of 15q11–q13 within the common
class I and class II deletion boundaries (Fridman
et al., 2003). Comparing the main deletion classes, there
are no major phenotypic differences, except for the ab-
sence of speech in class I patients (Varela et al., 2004)
and perhaps an increased risk for ASD in class I indi-
viduals (Peters et al., 2004).
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32.4.2 Duplications Syndromes

Asmany as 3–5% of individuals with broad ASD have
copy number changes at the 15q locus (Hogart et al.,
2010). Two types of 15q duplications have been identi-
fied that result in an ASD phenotype. These duplications
can occur as either simple interstitial duplications con-
taining fewer than 18 genes or more complex extra-
chromosomal isodicentric duplications containing >60
genes.

32.4.3 Isodicentric Chromosome 15q
Duplications

Amarker chromosome is a structurally abnormal, un-
identified extra piece of chromosomal material. Marker
chromosomes usually occur in addition to the normal
chromosome complement and are thus also referred to
as supernumerary chromosomes. When a marker chro-
mosome occurs in the PWS/AS region, the isodicentric
chromosome 15 [idic(15)], it is formed by the inverted
duplication of proximal 15q resulting in an additional
small di-centromeric chromosome detectable by cytoge-
netic and FISH analysis (Battaglia, 2005). This [idic(15)]
is one of the most common supernumerary marker chro-
mosomes in humans (Webb, 1994). Idic (15) marker
chromosomes that do not include the PWS/AS critical
region have no obvious clinical effect (Huang et al.,
1997), whereas most of those including this region are
maternally derived, arise de novo, and lead to a neuro-
behavioral phenotype (Battaglia, 2008). Most idic (15)
chromosomes arise throughBP3:BP3 or BP4:BP5 recombi-
nation events (see Figure 32.1). The clinical features of idic
(15) syndrome include moderate to profound develop-
mentaldelay/intellectualdisability, autismorautistic-like
behavior, central hypotonia, minor dysmorphisms, and
seizures (Battaglia, 2008). Tetrasomy of this region is asso-
ciated with a more severe phenotype than trisomy, sug-
gesting that there is a dosage effect for a gene or genes
duplicated in this region. Inparticular, there isanapparent
correlation between the frequency and severity of seizures
in these individuals and the increase in copy number,
clearly implicating the duplicated GABA receptor gene
cluster as a contributor to the increased seizure risk and
the difficult seizure management.

32.4.4 Interstitial 15q11–q13 Duplication

This submicroscopic duplication is almost impossi-
ble to detect by traditional karyotype analysis; how-
ever, with the widespread use of array CGH in the
clinic, it is now becoming a frequent cause of ASD
where chromosomal rearrangements are involved.
Most int dup (15) patients with an interstitial duplica-
tion 15q11–q13 share the common deletion breakpoints

of PWS/AS and are the result of the reciprocal NAHR
event that forms the common PWS/AS deletions. In
most cases, the duplication is de novo, but there are a
few familial cases, which have been critical to under-
standing the difference in phenotype associated with
maternal versus paternal inheritance of the duplication.
There is only one report of an interstitial duplication
that expanded during meiosis when transmitted from
a carrier mother to her son; otherwise, the duplication
is stable (Gurrieri et al., 1999). There is a wide range
of severity in the developmental disabilities; however,
most individuals with this smaller duplication present
with a mild, somewhat sociable form of autism com-
bined with moderate-to-severe anxiety disorder. The
severity of the phenotype does not show an obvious
correlation between the duplicated region sizes. There
has been one report of an adult with a maternally de-
rived int dup (15) who had a severe phenotype charac-
terized by intractable epilepsy (Orrico et al., 2009).
However, in the authors’ own cohort of 15 interstitial
duplication 15q subjects, just two individuals present
with severe seizures (manuscript in review).

Like the deletions, there is also a parent-of-origin ef-
fect for the duplications containing the PWS/AS critical
region. Maternally transmitted 15q duplication is most
frequently detected, because it is consistently associated
with autistic features with variable degrees of develop-
mental delay. Unfortunately, genotype–phenotype cor-
relations have not consistently demonstrated that these
duplications are the sole cause of ASD in these cases.
Boyar et al. reviewed the literature and described the
phenotype in 31 confirmed maternal cases, with intellec-
tual disability, developmental delay, learning disabilities,
language impairment, and autism/autistic-like behavior
as the most common finding, followed by hypotonia,
repetitive behavior, hyperactivity, poor attention, and
clumsiness. Less frequent are seizures, echolalia, aggres-
sion, and hypopigmentation (Boyar et al., 2001).

On the other hand, very few cases of paternally trans-
mitted 15q duplication have been reported, and most of
these individuals appear neurotypical, as one can see
from familial cases in which unaffected mothers have
transmitted paternally derived duplication chromo-
somes to their affected children (Cook et al., 1997;
Roberts et al., 2002). However, there are a few paternal
cases reportedwith speechdelay andbehavior problems.
Mohandas et al. reported a patient with nonspecific de-
velopmental delay and partial agenesis of rostral corpus
callosum;Maoetal. describedapatientwithglobaldevel-
opmental delay, depression, obesity, food-seeking be-
havior, and self-injurious tendencies; and Roberts et al.
presented a series of 16 cases in which only one patient
hadpaternalduplication, andhisphenotype includedde-
velopmental delay and behavioral disorder (Mao et al.,
2000; Mohandas et al., 1999; Roberts et al., 2002).
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Thematernal bias of duplication-associated risk in au-
tism suggests the requirement of a maternally expressed
transcript for greatest ASD risk, clearly implicating the
maternally expressed UBE3A gene in the ASD pheno-
type in 15q duplication individuals.

32.5 COMPLEX DISEASES

32.5.1 Microdeletion 15q13.3

The use of array CGH in patients with developmental
delay, intellectual disability, and/or dysmorphic fea-
tures has resulted in the recognition of a recurrent
15q13.3 microdeletion (Ben-Shachar et al., 2009; Sharp
et al., 2008). The critical deletion spans 1.5 Mb and arises
through NAHR between LCR sequences on BP4 and
BP5, telomeric to PWS/AS region.

The first description of recurrent 15q13.3 microdele-
tion was by Sharp et al., who screened for idiopathic in-
tellectual disability using whole-genome array CGH
or quantitative polymerase reaction (PCR) and found
the microdeletion with a frequency of 1/350. Interest-
ingly, in their series 7 out of 9 had epilepsy and/or ab-
normal EEG findings (Sharp et al., 2008). Incomplete
penetrance (65–70%) has been reported and some rela-
tives of 15q13.3 microdeletion individuals were reported
as neurotypical, while others had intellectual disability,
epilepsy, and/or neuropsychiatric disorders (Ben-
Shachar et al., 2009; Shinawi et al., 2009).

Based on the findings of Sharp et al., a case-control
study was conducted in patients with idiopathic gen-
eralized epilepsy, and there were 12 cases with the
15q13.3 microdeletion (12/1223) and none in the con-
trols (0/3699). However, in these 12 cases, 9 cases did
not have dysmorphic features or intellectual disability.
Dibbens et al. proposed the segregation of the microde-
letion as a susceptibility variant, because they analyzed
families and they found that the microdeletion did
not account for all the epilepsy risk in their families
(i.e., there were multiple affected individuals without
the microdeletion as well as unaffected individuals
with the deletion (Dibbens et al., 2009)). Finally, there
is a report of a patient carrying a homozygous microde-
letion, inherited from both parents, with severe epileptic
encephalopathy, retinopathy, autistic features, and chor-
eoathetosis (Masurel-Paulet et al., 2010).

The chromosomal region for the 15q13.3 microdele-
tion encompasses seven genes: ARHGAP11B, MTMR15,
MTMR10, TRPM1, KLF13, OTUD7A, and CHRNA7 (see
Figure 32.1). The PWS-IC seems to regulate CHRNA7
levels with MECP2 as the link between epigenetic mark
and transcriptional regulation (Yasui et al., 2011). The
CHRNA7 gene is highly expressed in the brain and is
considered a good candidate gene, at least for the

epilepsy phenotypes in 15q13.3 deletion individuals.
CHRNA7 encodes a synaptic ion channel protein that
mediates neuronal signal transmission, and mutations
in other members of the nicotine receptor subunit gene
family cause the autosomal dominant nocturnal frontal
lobe epilepsy.

A smaller deletion (�680 kb) that includes the
CHRNA7 gene has been identified with a frequency of
1 in 2960, but the phenotype is quite similar to the larger
deletion of 1.5 Mb (Shinawi et al., 2009). In some ethnic-
ities, the BP4–BP5 region can be inverted (Sharp et al.,
2008), which predisposes this region to the smaller
deletion by NAHR between CHRNA7-LCR copies on
the normal and inverted chromosomes (Shinawi et al.,
2009).

32.5.2 Schizophrenia and Behavioral
Abnormalities

Schizophrenia is a severe mental disorder character-
ized by hallucinations, delusions, cognitive deficits,
and apathy. Like other common diseases, it is a complex
genetic disorder with high heritability (Lichtenstein
et al., 2009). There is no doubt that genetic factors play
a role in the pathogenesis of the disorder, but there is
no single major gene that confers the risk for the whole
phenotype. It is likely that common alleles of small effect
and some rare alleles with relatively large effects are
combining to increase susceptibility to the development
of schizophrenia (Wang et al., 2005). Nowadays, it
is known that there are copy number variations (micro-
deletions/microduplications) that contribute to the etiol-
ogy of schizophrenia. Genome-wide scans for structural
variants have identified deletions on chromosomes
1q21.1, 3q29, 15q11.2, 15q13.3, and 22q11.2 and duplica-
tions on chromosomes 16p11.2 and 16p13.1 that increase
the risk of schizophrenia (Consortium, 2008; Ingason
et al., 2011; Mccarthy et al., 2009; Mulle et al., 2010;
Stefansson et al., 2008). Maternal 15q11–q13 duplication
has also been found to be a risk factor for schizophrenia,
with an odds ratio of 7.3 (Ingason et al., 2011).

Interestingly, a genome-wide linkage analysis showed
that an endophenotype found in schizophrenia, P50
auditory gating deficit, is linked (LOD score¼5.3) to
chromosome 15q13–q14, the locus for the CHRNA7 gene
(Freedman et al., 1997). This gene is considered a candi-
date gene for schizophrenia based on positive associa-
tion studies (Freedman et al., 2001; Stephens et al., 2009).

32.5.3 Microduplication 15q13.3

Recently, a few individuals with the reciprocal dupli-
cation between BP4 and BP5 have been reported. This
duplication originates by NAHR between BP4 and BP5
LCRs and presents with no recognizable phenotype as
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in the microdeletion cases with developmental delay/
intellectual disability and psychiatric disease, but not
epilepsy. There is also inter- and intrafamilial variability
suggesting incomplete penetrance, since other family
members with the duplication appear clinically neuro-
typical (Van Bon et al., 2009). Interestingly, a smaller
duplication (358–680 kb) that includes the CHRNA7
gene has been reported with the same clinical outcomes
as the larger BP4–BP5 duplication. These cases are all
inherited and some family members also present with
a psychiatric disease that can be due to a very low pen-
etrance or could be explained as a risk factor for alcohol-
ism and psychiatric or behavioral disorders (Szafranski
et al., 2010). Thus, the only reports of this smaller dupli-
cation differ in the duplication size, but all include the
CHRNA7 gene (Szafranski et al., 2010). Therefore, stud-
ies to date show a remarkably variable expressivity for
this 1.5-Mb deletion/duplication on chromosome
15q13.3, which includes neurotypical phenotype, intel-
lectual disability, autism, seizures, bipolar disorder,
and schizophrenia.

32.6 ANIMAL MODELS OF 15q REGION
DISORDERS

Perhaps no other single region of the human genome
has been the inspiration for such a variety of transgenic
mouse models as the 15q region. One clear advantage of
studying the 15q region inmice is that the entire 15q11.2–
q13 locus from BP1–BP5 is syntenic to the mouse chro-
mosome 7qC region, making it feasible to study not only
single-gene disorders, but also the effects of multiple-
gene deletions and duplications in the genomic disor-
ders that occur at 15q in humans.

Several mouse models have now been produced for
the single-gene imprinting disorder AS through both
knock-out and knock-in strategies (Jiang et al., 1998;
Miura et al., 2002). As in the human conditions, these
mice only exhibit phenotypes when theUbe3a deficiency
is passed though the maternal germline. These models
have provided a system for the study of ataxia, motor
control, and long-term potentiation (LTP) defects ob-
served in AS patients. They have also been used to iden-
tify novel phenotypes due to loss of Ube3a related to
cerebellar controlled lick rhythm (Heck et al., 2008)
and experience dependent maturation of cortical neu-
rons of the visual cortex (Kashiro et al., 2009; Yashiro
et al., 2009). In addition, the recent construction of a
YFP–Ube3a fusion mouse has revealed not only that
Ube3a is maternally expressed in most regions of the
brain, but also that the paternally inherited allele is not
completely silent, as previously thought (Dindot et al.,
2008). In addition, GFAP-positive neuronal precursors
in the vermus are not subject to imprinted regulation

and show bi-allelic expression of Ube3a (Dindot et al.,
2008). Mice with a maternal deletion from Ube3a to
Gabrb3 had increased seizure activity, altered ultrasonic
vocalization, and impairment in learning and memory
tasks (Jiang et al., 2010).

Two recently developedmouse models have revealed
details about the function of the PWS/AS imprinting
center aswell as themolecularmechanismofPWSpheno-
types. HBII-85 snoRNAs sequences are highly conserved
between humans and mice. Mice lacking the MBII-85
snoRNA ortholog show postnatal growth retardation,
delayed sexual maturation, motor learning deficit, and
hyperphagia, as well as other features seen in PWS
patients (Ding et al., 2008). The snoRNAs at this locus
and a neuron-specific long antisense UBE3A transcript
(Rougeulle et al., 1998) that initiates at the SNRPN pro-
moter (see Figure 32.1) are both involved in the complex
orchestration of allele-specific repression that results in
theUBE3A gene being expressed from thematernal allele
and theMBII-85 snoRNAfrom thepaternal allele. Thede-
velopment of a mouse with a 35-kb targeted deletion of
the PWS-IC has greatly accelerated the understanding
of the epigenetic and transcriptional changes that must
take place to cause allele-specific expression (Yang
et al., 1998). Thismousemodel of PWSaccurately recapit-
ulates neonatal phenotypes including feeding difficul-
ties, failure to thrive, and small size. However, it has
proven difficult to utilize this model for behavioral stud-
ies in adult mice due to its early lethality in a C57BL/6 ge-
netic background. Chamberlain et al. were able to solve
this dilemma bymoving the PWS-ICdel mutation to a va-
rietyofgeneticbackgroundsuntil theywereable to rescue
this lethality, which appears to be unrelated to the muta-
tion at the PWS-IC (Chamberlain et al., 2004). This adult
viable PWS-ICdel mouse was used to identify cognitive
abnormalities as well as to assay imprinted expression
for genes in the 15q/7C region, with particular emphasis
on Ube3a, which is known to be maternally expressed
in neurons, as well as for two genes that have been the
subject of some debate in the literature, ATP10A and
the Gabrb3 cluster, which were both shown to be bialleli-
cally expressed in neurons in this mouse model of
PWS (Relkovic et al., 2010). In an effort to understand
how the snoRNA cluster, and specifically the PWS-
associated HBII-85 gene, is regulated in neurons, Leung
et al. looked for changes in chromatin decondensation
and nucleolar size in the brains of PWS-ICdel animals
and compared them to brain tissue from both AS and
PWS SNRPN>UBE3A deletion individuals (Leung
et al., 2009). In both the animal model and the human
brain samples, they identified a large region (�888 kb)
from the Snrpn gene to the Ube3a gene (see Figure 32.1)
that undergoes dramatic chromatin decondensation in
neurons on the paternal allele only, thus providing
an open chromatin conformation and presumably

62532.6 ANIMAL MODELS OF 15q REGION DISORDERS

III. DISEASES



transcriptionally active zone around the paternal Snrpn
promoter, which transcribes the HBII-85 snoRNA gene
as well as the antisense-Ube3a transcript (Leung et al.,
2009).Most individualswith PWS are also deleted for ad-
ditional 15q genes or have maternal uniparental disomy
for this region, resulting in overexpression of the mater-
nalUBE3A gene.Although loss of paternalHBII-85 trans-
cription alone may not account for all aspects of the
Prader–Willi phenotype, the use of this imprinting center
mouse model to reveal the complex mechanisms of
imprinted expression and regional epigenetic regula-
tion on 15q is just now becoming evident.

32.6.1 Additional Mouse Models for Genes
Deleted or Duplicated in the 15q11–q13 Region

One complication in the phenotypic analysis of AS,
PWS, and duplication 15q autism is that most of these in-
dividuals are deleted or duplicated for a region encom-
passing some 18 genes, including several genes that,
when deleted in mouse models, cause phenotypes on
their own. TheGabrb3 null mice, for example, display ep-
ilepsy, learning and memory deficits, as well as defects
in social behavior (Delorey et al., 1998). There is also
an interesting relationship between the p gene and the
GABRA5 and GABRB3 subunits genes. Deletion of both
p alleles causes rearrangements of Gabaa5 and Gabab3
receptors, producing a peculiar phenotype characterized
by ataxia, jerky gait, and seizures (Nakatsu et al., 1993).
Obviously, the duplication of this cluster in humans con-
tributes to the difference in severity of phenotypes ob-
served between interstitial duplication 15q individuals
and the more severely affected isodicentric 15q duplica-
tion cases, where as many as 6 copies of the GABRB3
cluster may be present (Hogart et al., 2007).

A mouse model of paternal uniparental disomy
showed high incidence of failure to thrive with sponta-
neous death in the first month, similar to both the
HBII-85-deficient and PWS-ICdel models of PWS. Survi-
vors developed obesity, hyperactive behavior, ataxic
gait, and electroencephalograph with high-amplitude
delta rhythmic activity (Cattanach et al., 1997).

In an effort to reflect the interstitial duplication 15q
syndrome in mice more accurately, Nakatani et al. used
chromosomal engineering techniques to duplicate the
entire 7qC region syntenic to typical human class II du-
plication breakpoints in interstitial duplication 15q cases
(Nakatani et al., 2009). It was somewhat surprising that
the animals with paternally but not maternally inherited
duplications of 7qC showed poor social interaction,
behavioral inflexibility, abnormal ultrasonic vocaliza-
tions, and anxiety. However, the animals with maternal
duplication did trend toward significance on several
tests, and, more importantly, an accurate test for autism

assessment in mice has not yet been developed; so, in
the future, these animals may exhibit subtle autistic fea-
tures, like their human counterparts. That being said, as
more interstitial duplication 15q cases are identified
using array-CGH methods, there has been an increase
in the number of paternal 15q duplication cases, who
typically present with both anxiety and sleep problems
but generally do not have cognitive defects (L. Reiter
and N.C. Schanen, unpublished observations). In the
end, this mouse model of int dup(15) may be a better
reflection of the actual phenotypes observed in a large
cohort of int dup(15) from both maternal and paternal
origins.

32.6.2 Drosophila Models of 15q Syndromes

A recent avenue of research has been the construc-
tion of human disease models in the well-studied and
easily manipulated genetic model organism Drosophila
melanogaster (Doronkin and Reiter, 2008; Pfleger and
Reiter, 2008). Amodel for Angelman syndrome revealed
motor defects, LTP deficits, and circadian rhythm ab-
normalities in flies lacking the UBE3A ortholog Dube3a
(Wu et al., 2008). Flies lacking Dube3a or even overex-
pressing Dube3a in the nervous system did not show
any gross morphological changes in brain structure
of neuronal connections as predicted by phenotype-
observed mouse models of AS. Additional studies rev-
ealed that both overexpression and loss of Dube3a can
affect the number and complexity of dendritic arbors
in the fly peripheral nervous system (Lu et al., 2009), sug-
gesting that Dube3a may control more subtle aspects of
synaptic connectivity and is perhaps not involved in
nervous system development, per se.

Our group has capitalized on the mis-expression
methodologies available in the Drosophila system, pri-
marily the GAL4/UAS system, which allows for overex-
pression of a given construct in a variety of specific tissue
types or under the control of temporal regulators such as
heatshock induction (Duffy, 2002). Using a proteomics
approach, the authors of this study have identified over
80 unique protein or transcription targets of Dube3a
(manuscript in revision). The first is a Rho-GEF involved
in actin cytoskeletal remodeling, which the authors iden-
tified as a protein that decreased in intensity when they
overexpressed human UBE3A in fly heads (Reiter et al.,
2006). This protein, known as Pebble in flies and ECT2 in
mammals, physically interacts with both fly and human
UBE3A proteins in 293T cells. In addition, in a mouse
Ube3a loss-of-function model of AS changes in Ect2 ex-
pression is observed in both the hippocampus and cere-
bellar regions of the brain (Reiter et al., 2006). More
recently, the authors identified a protein called Punch
in flies and GTP cyclohydrolase I in mammals using
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overexpression of fly Dube3a in heads. The regulation of
Punch, however, appears to be through the transcription
co-activation function of Dube3a, as the ubiquitin ligase
function is not required for increased Punch transcript
levels, increased dopamine levels, or hyperactivity ob-
served in these flies (Ferdousy et al., 2011).

32.7 CONCLUSIONS

Human chromosome 15q11–q13 is a complex geno-
mic region subject to regulation by parental imprinting.
Several LCRs in this region predispose 15q to genomic
rearrangements, causing parent-specific dosage changes
that lead to a variety of neurodevelopmental disorders,
including autism. The widespread use of array-CGH
technology to detect CNVs in the 15q region has made
it a focal point for the study of PWS/AS autism and even
certain forms of schizophrenia. In addition, animal
models of 15q disorders run the gamut from flies to mice
and include not only single gene knock-outs, but also
chromosomally engineered models duplicating or delet-
ing the entire region of the mouse genome syntentic to
15q11.2–q13. With such a wide array of resources avail-
able in both human and model organism genetics, it is
only a matter of time before someone unlocks the mech-
anisms of gene regulation, methylation, imprinting, and
genomic recombination that cause these neurological
disorders with the hope of eventually designing thera-
peutics for the treatment of these syndromes.

Glossary

Array-CGH: Amicroarraymethod commonly used to identify deleted
and duplicated segments of the genome.

C57BL/6 C57 black 6: A common inbred strain of laboratory mouse.
Endophenotype: Psychiatric concept that refers to a biomarker (neuro-

physiologic, biochemical, endocrinological, neuroanatomical, cogni-
tive, or neuropsychological) that is associated with the phenotype in
the populations, is heritable, is illness independent (manifests in in-
dividuals whether or not illness is active), co-segregates with illness,
and is found in non affected family members at a higher rate than in
the general population (Gottesman and Gould, 2003).

Epigenetic: Refers toDNAand chromatinmodifications that can affect
gene function without change in the genotype.

Epigenotype: DNA-exclusive states of gene expression and epigenetic
modification; the maternal state and the paternal state.

HBII: Nomenclature used for human genes of the snoRNA cluster;
there are different genes (as HBII-13, HB-36, HBII-85, etc.).

HRM: High-resolution melting curve analysis; a method that can
quickly distinguish short DNA fragments which differ by as little
as a single nucleotide without the need for DNA sequencing.

GAL4/UAS: Bipartite expression system used in Drosophila that was
derived from the yeast GAL4 gene promoter.

Imprinting: A difference in gene expression that depends on the par-
ent of origin of the allele.

Imprinting center (IC): A region of the DNA usually marked by dif-
ferential methylation that regulates the imprinted expression of a
gene or genes in the region.

Knock-in mouse: Insertion of a protein-coding cDNA sequence at a
particular locus in the mouse within the gene of interest.

Knock-out mouse: One or more genes turned off through a targeted
mutation in the mouse.

Ortholog: Genes in different species that are similar in DNA sequence
and also encode proteins with the same function.

Penetrance: The proportion of individuals with a genotype known to
cause disease and present clinical symptoms.

Segmental duplication: Regions bigger than 1 kb that are not high-
copy repeats and have more than 90% identity to another region
in the genome.

Syntenic: Gene loci that are in sequence on a chromosome between
two species.

Uniparental disomy: Two copies of a specific chromosome, both
inherited from one parent.
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FXTAS Fragile X-associated tremor/ataxia syndrome
ID Intellectual disability
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MCP Middle cerebellar peduncle
MDD Major depressive disorder
mGluR Metabotropic glutamate receptor
MMP9 Matrix metalloproteinase 9
MP Metacarpal-phalangeal
MPEP 2-Methyl-6-(phenylethynyl)-pyridine hydrochloride
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MVP Mitral valve prolapse
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PCR Polymerase chain reaction
PECS Picture exchange communication system
POF Premature ovarian failure
POI Primary ovarian insufficiency
PWP Prader–Willi phenotype
SCID Structured Clinical Interview for DSM IV
SCL-90 Symptom Checklist-90
SSRIs Selective serotonin reuptake inhibitors

33.1 INTRODUCTION

33.1.1 Fragile X Syndrome and Fragile
X-Associated Disorders

Fragile X syndrome (FXS) and the fragile X family
of disorders may affect generations of a family in a vari-
ety of ways. It is essential for readers to understand
the spectrum of involvement from FXS and premutation
disorders, as significant advances in the knowledge of
these disorders have occurred in recent years. As one
enters into a new stage of targeted treatments, identifi-
cation and understanding of the fragile X-associated dis-
orders are even more important. The study of fragile
X-associated disorders serves as a pathway for gaining
insight into the molecular pathogenesis of other neuro-
developmental disorders.

FXS is the most common inherited cause of intellec-
tual disability (ID) and the most common single genetic
cause of autism. It is also known as Martin–Bell syn-
drome and, in South America, as Escalante syndrome.
The syndrome was first described in 1943 by Martin
and Bell, two British physicians who reported a sex-
linked ID syndrome in a large family without definitive
physical characteristics (Martin, 1943). Sex-linked ID
in the sons of otherwise unaffected daughters of a
Saskatchewan family was described by Renpenning in
1962 (Renpenning et al., 1962). In 1969, Lubs noted an un-
usual secondary constriction of the long arm of the X
chromosome in a family with four intellectually disabled
males and three carrier females (Lubs, 1969). Further in-
vestigations were aided by studies showing that obser-
vation of these fragile sites on the X chromosome
depended on what type of tissue culture medium was
used, allowing increased frequency of observation
(Sutherland, 1977). The fragile X chromosome and ID
were further linked to macroorchidism by Turner

(Turner et al., 1978) and Sutherland (Sutherland and
Ashforth, 1979). In 1981, Richards et al. reexamined the
pedigree described by Martin and Bell in 1943, which
did not appear to have physical anomalies. Seven mem-
bers of the original family reported by Martin and Bell
were evaluated, and five were found to carry the fragile
X chromosome. Unusual physical features were also
noted upon further examination, including large ears,
prognathism, and macroorchidism (Richards et al.,
1981). Of note, the family described by Renpenning in
1962 was reevaluated by Fox and colleagues, and mem-
bers of the family were found to have microcephaly and
no macroorchidism, both of which are atypical of FXS. It
has since been suggested that Renpenning syndrome
refers to the condition of mental retardation, microceph-
aly, and sex-linked inheritance, but without an associ-
ated fragile X chromosome (Fox et al., 1980).

The molecular etiology of the FXS, an unstable
cytosine–guanine–guanine (CGG) repetitive sequence
region of DNA on the X chromosome, was discovered
in 1991 (Verkerk et al., 1991; Yu et al., 1991). A mutation
in the fragile X mental retardation-1 (FMR1) gene leads to
expanded CGG repeats on the 50 end of the FMR1 gene in
successive generations (Fu et al., 1991). The number of
CGG repeats determines whether an individual is cate-
gorized as having a full mutation, or a premutation, or
is in the gray or intermediate zone (Figure 33.1).

33.1.1.1 Full Mutation

In the general population, the number of CGG repeats
ranges from 5 to 44 repeats. Greater than 200 CGG re-
peats confers the full mutation (Maddalena et al.,
2001). In the full mutation, the FMR1 gene is usually
completely methylated and transcription of FMR1
mRNA is silenced, so that very little fragile X mental

FIGURE 33.1 A family affected by fragile X. Left, a youngmanwith
fragile X syndrome; middle, his mother who is a premutation carrier;
right: his maternal grandmother who is a premutation carrier with
FXTAS. Notice the young man’s gaze away from the camera.
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retardation protein (FMRP) is produced (Bell et al., 1991;
Pieretti et al., 1991). It is a lack of this protein that leads to
the syndrome (Loesch et al., 2004). FXS is characterized
by features including developmental delay, deficits in
short-term memory, and speech delays. Affected indi-
viduals may have hyperactivity, attention difficulties,
and an autism spectrum disorder (ASD). A sometimes
subtle physical phenotype can be associatedwith the full
mutation, including macroorchidism (from puberty on-
ward) and prominent ears. These are discussed in detail
later in the chapter.

Studies of the prevalence of FXS have focused on in-
dividuals with significant cognitive impairment. These
studies resulted in a prevalence of 1 in 3,600 to 1 in
4,000 (Crawford et al., 2002; Turner et al., 1996). The al-
lele frequency in the general population is 1 in 2,500 for
both males and females identified in newborn screening
(Fernandez-Carvajal et al., 2009b; Hagerman, 2008).
Most affected people have the full mutation with >200
CGG repeats; however, in rare cases, the disorder can
be caused by a deletion or point mutation in the FMR1
gene or by an FMRP deficit in the upper range of the
premutation.

33.1.1.2 Premutation Carriers

Carriers of fragile X, also known as premutation car-
riers, are defined as having 55–200 CGG repeats
(Maddalena et al., 2001). The prevalence of the premuta-
tion ranges from 1 in 250 to 810 in males and 1 in 130 to
260 in females (Dombrowski et al., 2002; Fernandez-
Carvajal et al., 2009b; Hagerman, 2008). The premutation
was previously thought to have no implications for dis-
ease. Most individuals with the premutation are cogni-
tively unaffected. However, research has shown effects
of the premutation, first in reproduction with the discov-
ery of fragile X-associated primary ovarian insufficiency
(FXPOI). Primary ovarian insufficiency (POI) refers to
menopause before the age of 40. Neurological symptoms
including tremor and ataxia were reported in 2001 in an
older male subgroup of fragile X premutation carriers
(Hagerman et al., 2001). In children with the premuta-
tion, most are unaffected, but a subgroup demonstrates
evidence of difficulties including attention deficits and
social deficits (Farzin et al., 2006). A pattern of psychiat-
ric problems in a subgroup of premutation carriers is
also emerging, which is discussed later in the chapter.

33.1.1.3 Gray or Intermediate Zone

Among the general population, noncarriers have 5–54
CGG repeats. However, those with 45–54 repeats have
been discovered to have unique features as well. These
individuals are known as being in the gray or intermedi-
ate zone (Maddalena et al., 2001). They are usually phe-
notypically unaffected, although there can be elevated
FMR1 mRNA and twice the rate of POI in the general

population (Bodega et al., 2006; Bretherick et al., 2005;
Loesch et al., 2007). On occasion, alleles in the gray zone
can be unstable, and, therefore, this category requires
further study for both phenotypic involvement and alle-
lic stability. There have been rare reports of males with
gray zone alleles who have had some fragile X features,
but whether the features are due to the gray zone allele is
not certain (Aziz et al., 2003).

33.2 CLINICAL DESCRIPTION

33.2.1 Clinical Description of FXS

The phenotype of FXS can be quite broad, with a mix
of physical, cognitive, and behavioral features. Typi-
cally, children with FXS are not diagnosed until 3 years
of age, when their behaviors bring them to the attention
of their physician (Bailey et al., 2003). ID is a key feature
in FXS, as it is the most common inherited cause of ID.
Eighty-five percent of males and 25–30% of females
are found to have an IQ <70 (de Vries et al., 1996;
Hagerman et al., 1992, 2008b; Loesch et al., 2004). Lower
FMRP levels are associated with more severe cognitive
deficits. Females with FXS usually present with learning
disorders and a normal or borderline IQ (Chonchaiya
et al., 2009a).

33.2.1.1 Clinical Phenotype

The classical physical phenotype associated with
males with FXS is of a person with macroorchidism,
large and prominent ears, and a long, narrow face. This
physical picture is typical for adult males with FXS. The
physical features are often not present in the prepubertal
child with FXS (Chudley and Hagerman, 1987).

Macroorchidism was the first physical feature identi-
fied in FXS. It is present in more than 90% of adult males
(Merenstein et al., 1996). The macroorchidism does not
appear to affect fertility as males with FXS are fertile
(Willems et al., 1992). The sperm of full-mutation males
alone contains the premutation (Reyniers et al., 1993).
Due to this, fathers with FXS pass on the premutation
to all of their daughters, and as they pass on their Y chro-
mosome to their sons, the latter are not affected. Using an
orchidometer, Butler et al. compiled growth charts for
185 males with FXS including height, weight, and testic-
ular volume measurements. In the study, the average
testicular volume in an adult male with FXS was 45 ml
with a 95% confidence interval of 25–70 ml (Butler
et al., 1992). The normal testicular volume is around
25–30 ml (Prader, 1966), and a volume greater than
30 ml is considered to be macroorchidism.

Prominent ears were described in 78% of 97 prepuber-
tal boys with the full mutation (Merenstein et al., 1996).
The ears can be long andwide andmay demonstrate loss
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of the antihelical fold, leading to ‘cupping’ of the upper
pinna (Hagerman, 2002b). If the prominent ears are
undesired, a surgical pinning procedure can be done
(Figure 33.2).

Facial features were characterized in a retrospective
study of children with FXS by Hockey and Crowhurst.
Common characteristics in prepubertal children in-
cluded puffiness around the eyes, strabismus, and hypo-
tonia (Hockey and Crowhurst, 1988). Epicanthal folds
were described by Simko et al. (1989). A high palate is
a common finding, and often the palate is narrow as well
(Simko et al., 1989). Jaw length increases disproportion-
ately to body height in patients with FXS (Loesch and
Sampson, 1993), and jaw prominence can be seen in
adults, in addition to a long face after puberty. Dental
maturity may be advanced in FXS, more so in younger
children. Dental maturity was advanced in girls with
the premutation as well (Kotilainen and Pirinen, 1999).

Connective tissue abnormalities are seen in FXS, in-
cluding pes plenus, joint laxity, scoliosis, and hyperex-
tensibility of the finger joints (Hagerman et al., 1984).
Davids et al. examined 150 males with FXS and found
pes planus in 50% of them. Hyperextensibility of the
metacarpal–phalangeal (MP) joints was observed in
73% of patients younger than 11 years of age, in 56%
of those 11–19 years old, and in 30% of those older than
20 years of age. Hyperextensibility is defined as an MP
joint angle greater than or equal to 90� (Davids et al.,
1990). Double-jointed thumbs may also be a physical
finding. The skin is soft and ‘velvety’ in texture in FXS.
A single or bridged palmar crease and calluses from
hand-biting behaviors may be present. Hypotonia is de-
scribed in young patients (Hagerman et al., 1983), and it

appears to be due to a general effect of CNS dysfunction.
Clonusmay be present in adult FXS individuals more fre-
quently than in children with FXS. It should be noted that
approximately 30% of individuals with FXS do not have
the typical physical features (Figures 33.3, 33.4, and 33.5).

In female individuals with FXS, the spectrum of phys-
ical involvement is tempered by the unaffected X chro-
mosome. Phenotypic involvement is closely associated

FIGURE 33.2 Image of a young boy with fragile X syndrome. Note
the broad forehead, epicanthal folds, and mildly prominent ears with
cupping of the pinnae bilaterally.

FIGURE 33.3 Hyperextensibility ofMP jointswith extension to 90�.

FIGURE 33.4 Single palmar crease in a boy with FXS.

FIGURE 33.5 Double-jointed thumb in a boy with FXS.
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with the activation ratio (Abrams et al., 1994; Sobesky
et al., 1996). The activation ratio refers to the fraction
of normal FMR1 alleles on the active X chromosome. Fe-
males with FXS were described in 1971 by Escalante,
who noted flat feet and a high palate (Escalante, 1971).
Cronister et al. looked at 105 full-mutation females and
found an increased incidence of voluntary thumb dislo-
cation and hyperextensible MP joints compared to 90
unaffected controls (Cronister et al., 1991). Mildly prom-
inent ears are a common finding in prepubertal girls. Fe-
male individuals with FXSmay have the full spectrum of
involvement including ID and physical features or, on
the other side of the spectrum, have no ID. Angkustsiri
et al. reported a girl with the full mutation who
had not only gifted intellectual abilities but also mild
auditory processing problems and significant anxiety
(Angkustsiri et al., 2008).

33.2.1.2 Behavioral Phenotype

Young children with FXS may present with language
delays and are diagnosed with developmental delays at
an average age of 21 months (Bailey et al., 2003). Hyper-
activity is commonly reported, as are irritability, tan-
trums, perseveration, self-injurious behavior, mood
instability, hand flapping, and hand biting (Hagerman,
2002b).

Patients with FXS often seem to have hyperarousabil-
ity to auditory, visual, or tactile stimuli. This may be due
to autonomic dysregulation with both sympathetic
hyperarousal to sensory stimuli (Miller et al., 1999)
and decreased parasympathetic activity compared to
controls (Boccia and Roberts, 2000). Hyperactivity was
noted in 47% of boys with FXS by Finelli et al. (1985).
Bregman et al. found attention problems in all of 14 boys
studied, but only 71%met the criteria for attention deficit
hyperactivity disorder (ADHD; Bregman et al., 1988).
ADHD may be the initially noted complaint in higher-
functioning boys with FXS (Hagerman et al., 1985). Im-
pulsivity is evident in boys with FXS when compared
to boys with Down syndrome and unaffected control
boys (Munir et al., 2000). Sullivan and colleagues have
documented attention deficits in the majority of boys
with FXS studied (Sullivan et al., 2006).

Shyness and social anxiety are commonly seen in both
males and females with FXS and may improve with age.
It may bemore of a problem in females with FXS because
ADHD symptoms are often more severe in boys, and
ADHD may serve to temper the shyness (Merenstein
et al., 1996). Psychiatric problems may also occur in indi-
viduals with FXS. Franke et al. evaluated psychiatric
problems in mothers with the full mutation and in sib-
lings with both the premutation and without the premu-
tation. Fifty-four percent of full-mutation mothers had a
psychiatric problem. Anxiety disorderswere seen in 46%
of those mothers with the full mutation, and social

phobia was seen in 31%. Bipolar disorder was present
in 15% and major depressive disorder (MDD) in 15%.
Schizotypal and schizoid personality disorder was seen
in 23% and avoidant personality disorder in 23% (Franke
et al., 1998).

Executive function defects and difficulties with math
are commonly reported in females with FXS. Attention
problems are less frequent in females in comparison to
males, with around 33% having ADHD (Hagerman
et al., 1992). Females tend to have less hyperactivity
but impulsivity is usually evident. Selective mutism
may be seen in females as well (Hagerman et al., 1999).

33.2.1.3 Autism

Autism is a disorder characterized by deficits in social
communication, language, and repetitive movements. It
is closely related to FXS, as approximately 2–7% of indi-
viduals with autismwill be positive for the fragile X mu-
tation (Brown et al., 1986; Reddy, 2005; Wassink et al.,
2001). Once a child receives the diagnosis of autism or
ASD, fragile X DNA testing is recommended. Around
25% of males with FXS were diagnosed with autism in
the 1990s using the Childhood Autism Rating Scale
(Bailey et al., 1998). When evaluated with current gold
standard diagnostic tools such as the Autism Diagnostic
Observation Schedule and the Autism Diagnostic Inter-
view, 30–35% of males meet the diagnostic criteria
for autism (Harris et al., 2008; Rogers et al., 2001).
Autistic-like features such as hand biting, hand flapping,
perseveration, shyness, and poor eye contact have been
noted in FXS, but it is the core social and communication
deficits that lead to a diagnosis of autism (Baumgardner
et al., 1995; Hagerman et al., 1986; Hatton et al., 2006;
Kaufmann et al., 2004; Kerby and Dawson, 1994; Lewis
et al., 2006). Social communication is not typically aweak
point in the majority of patients, except in those with au-
tism. Individuals with FXS are typically sensitive to so-
cial cues (Simon and Finucane, 1996).

In females with FXS as well, autism has been diag-
nosed, but on a less frequent basis than in males. Several
studies have been conducted that evaluated the number
of females with FXS and autism, and the rate is approx-
imately 4–10% (Dissanayake et al., 2009; Hagerman,
2002a; Leigh et al., 2010).

33.2.1.4 Associated Medical Conditions

Seizures are the most important medical problem as-
sociated with FXS. They occur in approximately 20% of
individuals and are more common in early childhood
(Berry-Kravis, 2002; Hagerman and Stafstrom, 2009;
Musumeci et al., 1999). The seizures are usuallywell con-
trolled by anticonvulsants if treated early, but, in some
cases, multiple anticonvulsants are necessary (Berry-
Kravis, 2002). All types of seizures can occur, but partial
complex seizures are perhaps the most common.
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Strabismus has been noted in 8–40% of patients with
FXS (Hatton et al., 1998; King et al., 1995; Maino et al.,
1991; Storm et al., 1987). The type of strabismus reported
has included exotropia, esotropia, and hyperdeviations.
Surgery or patching may be necessary for correction,
and, if found on physical examination, a referral to an
ophthalmologist is recommended.

Otitis media has been reported by Hagerman and col-
leagues in 63% of 30 boys with FXS in comparison to 15%
of their typical siblings and 38% of developmentally dis-
abled children without FXS. Forty-three percent were
treated with polyethylene (PE) tubes or prophylactic an-
tibiotics for persistent middle ear effusions (Hagerman
et al., 1987). Monitoring for otitis media should be done,
as the resulting effects such as hearing loss may worsen
language and cognitive defects. The facial structure in
FXS is thought to contribute to the propensity for otitis
media. Sinusitis was noted in 23% of 43 fragile X full-
mutation males (Hagerman, 2002b).

Mitral valve prolapse (MVP) has been observed in
FXS and is likely due to connective tissue abnormalities.
Loehr et al. found MVP by echocardiogram in 55% of 40
male and female full-mutation individuals, and the pro-
lapse was associated with a click or murmur on physical
examination (Loehr et al., 1986). A study of 13 males and
females using standard ECG, Holter ECG, and echocar-
diography found MVP in 77%, tricuspid prolapse in
15%, and mild pulmonary artery dilation in 23%. Other
defects were noted including posterior aortic leaflet pro-
lapse, mild aortic regurgitation, and mild pulmonary ar-
tery dilation (Puzzo et al., 1990). Any signs or physical
examination symptoms suggestive of a cardiac problem
warrant a referral to a cardiologist for further evaluation.

In FXS, abnormal growth patterns have been noted,
including macrocephaly (Meryash et al., 1984). Short
stature is common in both males and females (Loesch
et al., 1987). There is evidence of hypothalamic–pituitary
dysfunction with enhanced cortisol levels after stress
and a blunted thyroid stimulation hormone response
to thyrotropin-releasing hormone (Hessl et al., 2004;
Wilson et al., 1988; Wisbeck et al., 2000).

The Prader–Willi phenotype (PWP) of FXS is charac-
terized by extreme obesity with a full, round face; small,
broad hands and feet; a small penis; and hyperphagia
(de Vries et al., 1993; Nowicki et al., 2007). This PWP is
phenotypically similar to Prader–Willi syndrome, but
occurs without cytogenetic or methylation abnormalities
at 15q11–13. It is estimated to occur in <10% of males
with FXS, and occasionally occurs in females. CYFIP1
mRNA levels are generally reduced by two- to fourfold
in the patients with the PWP compared to individuals
with FXS alone and controls (Nowicki et al., 2007).

Children with FXS typically have disordered sleep
early in childhood, and this usually improves with time
(Kronk et al., 2009). Treatment with melatonin can

improve this wakefulness in the middle of the night
(Wirojanan et al., 2009).

33.2.2 Premutation Involvement

The authors’ understanding regarding involvement
in the premutation has evolved over the years: from con-
sidering those with the premutation as completely unaf-
fected or ‘nonpenetrant’ in the 1980s to identification of
premature ovarian failure (POF) in approximately 20%
of women with the premutation in 1991 (Cronister
et al., 1991) and now to the presence of a large spectrum
of psychiatric, medical, and neurological problems in
a limited number of carriers (Chonchaiya et al., 2009a).
Over the last decade, the understanding of the mole-
cular mechanism leading to premutation involvement
through RNA toxicity related to elevated levels of
FMR1 mRNA first identified by Tassone et al. (2000a)
has grown. Below each type of premutation, the involve-
ment is described in detail.

33.2.2.1 Developmental Involvement in Children
with the Premutation

Involvement in children with the premutation was
first identified in 1995 with a report of ADHD and social
difficulties in high-end premutation carriers (Hagerman
et al., 1996). Further reports of developmental problems
followed (Aziz et al., 2003; Goodlin-Jones et al., 2004;
Tassone et al., 2000b), and it was the problems seen in
some young carriers that led to the discovery of elevated
mRNA in carriers (Tassone et al., 2000a). Although the
original cases were biased by clinic referral, Farzin
et al. carried out a controlled study comparing the devel-
opmental problems of boys with the premutation who
presented clinically as the proband to those who were
identified through cascade testing once the proband
had been diagnosed and to brothers who did not have
the premutation. High rates of ASD (73%) and ADHD
(90%) were found in those that were the probands com-
pared to a rate of 8% of ASD and 38% of ADHD in the
non-probands, and no ASD and 13% of ADHD in the
typical brothers without the premutation (Farzin et al.,
2006). Although the rate of ASDwas not significantly dif-
ferent in the nonproband boys with the premutation
compared to the non-carrier brothers, social deficits as
measured by the Social Communication Questionnaire
were significantly higher than in the unaffected brothers.
Therefore, a subgroup of boys with the premutation is at
a higher risk for ASD, social anxiety, and social interac-
tional difficulties, in addition to ADHD.

Similar findings of premutation involvement were
seen in the family comorbidity study of Bailey et al.
where 1276 families completed an online survey about
the children affected by fragile X in the family. Although
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most of the patients evaluated by this survey had the full
mutation, the survey also included 57 boys and 199 girls
with the premutation. Developmental delay was found
in 32% of males and 6% of females with the premutation,
attention problems in 45% of males and 14% of females,
hyperactivity in 30% of males and 3% of females, autism
in 19% of males and 1% of females, and anxiety in 36% of
males and 31% of females (Bailey et al., 2008). However,
this survey may also be biased toward clinical involve-
ment in those with the premutation. Determining the
predictors of those at risk with the premutation and
the percentage who will be affected by developmental
problems will require larger studies of unselected popu-
lations, such as those who are identified by newborn
screening. Such studies are currently underway with
longitudinal follow-up of those in whom the premuta-
tion was identified at birth.

Recent studies by Chen and colleagues of premuta-
tion neuronal cell cultures from the FMR1 knock-in
(KI) mouse have demonstrated a deficit of neuronal cell
branching and larger synaptic connections compared to
neurons without the premutation. In addition, enhanced
neuronal cell death in culture was seen by 21 days of di-
vision compared to neurons without the premutation
(Chen et al., 2010). These findings suggest that premuta-
tion neurons may be more vulnerable to early cell death,
which could lead to developmental problems of connec-
tivity, such as ASD in early development, or perhaps
neurodegeneration in later life. Additionally, neurons
with the premutation may be a population genetically
vulnerable to environmental toxins that could increase
neuronal cell death. The authors have recently published
four cases of carriers who were exposed to environmen-
tal neurotoxins from chemical plants in close proximity
to their home and whose neurological symptoms began
early in life (Paul et al., 2010). These neurological prob-
lems includedmultiple sclerosis (MS) symptoms in early
adulthood in two women and fragile X-associated
tremor/ataxia syndrome (FXTAS) symptoms beginning
in their 40s to early 50s. This is earlier than the mean age
of onset of FXTAS symptoms at age 60 as reported by
Leehey et al. (2007) and described below.

33.2.2.2 Fragile X-Associated Tremor/Ataxia
Syndrome

The FXTAS was first reported in five cases of older
males with the premutation described in 2001
(Hagerman et al., 2001). All these patients had an inten-
tion or action tremor combined with ataxia leading to
frequent falls. They progressed to needing a cane and
eventually a wheelchair as weakness, autonomic dys-
function, and fatigue developed. The brain imaging
demonstrated brain atrophy and white matter disease,
usually in the periventricular region and in the middle
cerebellar peduncles (MCP) sign of the cerebellum

(Brunberg et al., 2002). Subsequently, criteria for the di-
agnosis of FXTAS were outlined in 2003 (Jacquemont
et al., 2003) and then modified in 2004 (Hagerman and
Hagerman, 2004). The modifications included the pres-
ence of eosinophilic intranuclear inclusions in neurons
and astrocytes reported by Greco et al. (2002, 2006) that
are unique to FXTAS. These inclusions occur throughout
the central and the peripheral nervous system with the
highest rate in the hippocampus and limbic system
(Greco et al., 2006; Hunsaker et al., 2011). Molecular
studies of the inclusions have demonstrated the presence
of elevated FMR1 mRNA in addition to other proteins
(Iwahashi et al., 2006). The inclusions may help to arrest
the cellular dysregulation that occurs in the presence of
elevated mRNA, and they are also seen in the KI premu-
tation mouse (Brouwer et al., 2008; Wenzel et al., 2010).

Recently, inclusions have been seen in peripheral tis-
sue including the myenteric plexi of the gastrointestinal
system, in the thyroid gland, in the adrenal gland, and
in the testicles, particularly in the Leydig cells that
make testosterone (Gokden et al., 2009; Greco et al.,
2007; Louis et al., 2006). Impotence and testosterone
deficiency are common and often occur even before
the onset of FXTAS (Hagerman et al., 2008a). A report
by Jacquemont et al. (2004) surveyed all the positive fam-
ilies in California, and a study was carried out on all the
premutation carriers. It was found that in male carriers,
17% in their 50s were affected by tremor and ataxia, 38%
in their 60s, 42% in their 70s, and 75% in their 80s.
These rates were significantly different compared to
age-matched male relatives who did not have the pre-
mutation. The female carriers were not significantly
different from controls in this study.

Subsequently, the authors and others have reported
on older female carriers who have developed FXTAS
(Berry-Kravis et al., 2007; Coffey et al., 2008;
Hagerman and Hagerman, 2004; O’dwyer et al., 2005;
Rodriguez-Revenga et al., 2009). Typically, fewer fe-
males with the premutation develop FXTAS (8–16%)
compared to males (Coffey et al., 2008; Rodriguez-
Revenga et al., 2009), and when they do develop FXTAS,
they have less brain atrophy, less white matter disease,
and only 13% have the MCP sign (Adams et al., 2007).
Seritan and colleagues reported the presence of demen-
tia in approximately 50% of male carriers with FXTAS,
but it is rare in female carriers with FXTAS (Seritan
et al., 2008).

Cognitive problems usually begin with memory def-
icits and then progress to executive function deficits by
the time the patients present with tremor and ataxia
problems (Brega et al., 2008; Grigsby et al., 2006, 2007,
2008; Koldewyn et al., 2008; Loesch et al., 2003). Many
patientsmay have a disinhibited sense of humor, leading
to problems in public, which can be a burden to families.
The dementia that develops is a frontal subcortical

63733.2 CLINICAL DESCRIPTION

III. DISEASES



dementia initially, and, on occasion, the initial symptom
of FXTAS can be cognitive disorientation (Bourgeois
et al., 2009). Treatment of the cognitive loss includes
the use of medications important for Alzheimer disease
such as memantine, since glutamate toxicity may be a
factor in the pathophysiology of this disease. Treatment
of early depression or anxiety as described below is also
important.

33.2.2.3 Primary Ovarian Insufficiency

Approximately 16–20% of carriers can experience
POI, and in carriers this is called FXPOI. As the CGG
repeat number increases, the prevalence of POI is in-
creased until about 120 repeats, and then the prevalence
will drop to less than 16% (Sullivan et al., 2005). There is
evidence that RNA toxicity affects the viability of the
granulosa cells that support the ovum, although RNA
toxicity may also decrease the viability of the ovum
directly. Women with the premutation may also demon-
strate mild elevations of follicle stimulation hormone
(FSH) compared to controls even before they go into
FXPOI (Welt et al., 2004). Of note, POI was previously
referred to as premature ovarian failure (POF), but was
renamed POI because a limited number of patients may
become pregnant after experiencing the lack of menses
(Welt, 2008). The American College of Obstetrics and Gy-
necology has recommended that all women who present
with POI should be screened by fragile X DNA testing to
see if they have the premutation (ACOG Committee
Opinion, 2006).Approximately 1–7.5%of thosewithspon-
taneous POI have the premutation, and 13% of those
whohavea familial historyofPOI turnout tohave thepre-
mutation (Welt, 2008). Once FXPOI is diagnosed, there
are treatments includinghormonal support and treatment
of the emotional problems that often accompany thisdiag-
nosis (Nelson, 2009; Wittenberger et al., 2007).

33.2.2.4 Psychiatric Manifestations of Premutation
Carriers

Emotional problems are common in carriers of the
premutation both with andwithout FXTAS. A study car-
ried out by Rodriquez-Ravenga et al. evaluated 34
women with the premutation and a child with FXS com-
pared to 39 women without the premutation but with a
child with developmental disabilities (DD) compared to
age-matched control women without the premutation
and without a child with DD. They used psychiatric
questionnaires including the Symptom Checklist-90
(SCL-90) and the Beck Inventory to assess psychiatric
problems. They found higher rates of psychiatric prob-
lems in women with the premutation and in women
with a child with DD compared to controls, and
this likely reflects the increased emotional stress that
occurs in raising a child with FXS or DD. However,
the women with the premutation had higher scores on

the depression subtest than the other two groups of
women (Rodriguez-Revenga et al., 2008). Similar results
were seen utilizing the SCL-90 in 144 women and 68men
with the premutation (Hessl et al., 2005). Compared to
published normative data, there was a higher rate of
obsessive–compulsive symptoms in carriers of both
sexes compared to controls. In addition, elevations in
the FMR1mRNA levels correlated with increased symp-
toms on the obsessive–compulsive scale and on the psy-
choticism scale in males both with and without FXTAS
(Hessl et al., 2005).

Roberts et al. utilized the Structured Clinical Inter-
view for DSM IV (SCID) for mood and anxiety disorders
in 93 women with the premutation. They found a signif-
icant increase in the rate of lifetimemajor depressive dis-
order (MDD) in premutation women (43%) that was
significantly different from the rate of MDD in the Na-
tional Comorbidity Survey Replication (NCS-R) data
set. Forty-eight percent of these women had their first
episode before the birth of their child with FXS, and
the mean age of the first episode was 27 years. In the
overall group, 31% had sought help from a professional,
and 35% were on psychiatric medication. The premuta-
tion group also had four times the rate of lifetime panic
disorder without agoraphobia and current agoraphobia
without depressive disorder compared to the NCS-R.
There was an inverse correlation between the CGG repeat
number and the prevalence of depression, suggesting that
the lowered FMRP levels at the upper end of the premu-
tation rangewas protective forMDD (Roberts et al., 2009).
Sobesky and colleagues in their studies of women with
the full mutation found a protective benefit of lowered
FMRP in that executive function deficits in the full muta-
tion interfered with their understanding of psychiatric
problems (Sobesky et al., 1996). The same issuemay occur
at the upper end of the premutation range.

Bourgeois et al. carried out an SCID on 85 individuals
with the fragile X premutation, 47 with the FXTAS (33
males, 14 females, mean age 66) and 38 without FXTAS
(16 males, 22 females, mean age 52). They found that in
FXTAS, 30 cases (65%) met the lifetime Diagnostic and
Statistical Manual, fourth edition, text revision (DSM-
IV-TR) criteria for mood disorder, and 24 cases (52%)
met the lifetime DSM-IV-TR criteria for anxiety disorder.
Among the non-FXTAS subjects, there were 15 cases
(42%) of lifetime mood disorder and 18 cases (47%)
of lifetime anxiety disorder. When compared to age-
specific NCS-R data, the lifetime prevalence of anymood
disorder, MDD, any anxiety disorder, panic disorder,
specific phobia, and post-traumatic stress disorder
(PTSD) was significantly higher in subjects with FXTAS.
The lifetime rates of social phobia in individuals with the
premutation without FXTAS were significantly higher
than NCS-R data (Bourgeois et al., 2011). Therefore, indi-
viduals with the premutation may manifest psychiatric
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problemswell before the onset of neurological problems.
The psychiatric problems are likely related to the RNA
toxicity that is apparent in the limbic system before the
onset of FXTAS. Hormonal difficulties may also exacer-
bate the psychiatric problems that are common in car-
riers, as noted earlier.

33.2.2.5 Associated Medical Conditions in Carriers

A recent study of 146 women with the premutation
demonstrated that approximately 8% who were not ini-
tially referred for this problem suffered from FXTAS
(Coffey et al., 2008). In addition, in those with FXTAS,
about 61% had hypertension, 50% had thyroid problems,
usually hypothyroidism, 22% had seizures, and 43% had
fibromyalgia; all these problems were higher than that
found in age-matched controls without the premutation.
Neuropathy problems were diagnosed in 53% in those
with FXTAS, which is expected, but many women with-
out FXTAS but with the premutation had neurological
symptoms. These problems include symptoms of numb-
ness and tingling in 34%, muscle pain in 20%, and inter-
mittent tremor in 9% of women without FXTAS. These
problems were more frequent than in age-matched con-
trols without the premutation. MS occurs in 2–3% of car-
riers, which is a higher prevalence than what is seen in
the general population of women (Zhang et al., 2009).
One carrier who experienced a rapid decline over 15
years of MS demonstrated both active MS lesions in
the CNS with inflammation and inclusions of FXTAS
(Greco et al., 2008). There appears to be more autoim-
mune disease in carriers, and this is currently being
investigated.

33.3 GENETICS AND NEUROBIOLOGY

33.3.1 Genetics – FMR1 Gene

The genetic cause of FXS, the FMR1 gene mutation,
was elucidated in 1991 (Verkerk et al., 1991). The gene
is 38 kB in length (Penagarikano et al., 2007). It has an un-
stable CGG region at the 50 promoter region, and the
fragile site is located at band Xq27.3 (Harrison et al.,
1983). The fragile site was named FRAXA and was the
first fragile site described on the X chromosome.

33.3.1.1 Trinucleotide Repeat Disorder

FXS was one of the first disorders associated with a
trinucleotide repeat expansion. These trinucleotide re-
peat expansions may occur in coding regions in syn-
dromes such as in Kennedy disease (spinal–bulbar
muscular atrophy). The expansion can also occur in non-
coding regions, as is the case in FXS. The reason for the
trinucleotide repeat expansion is unclear. One theory is
that it occurs during an unequal exchange of genetic

material during meiosis or mitosis (Penagarikano
et al., 2007).

Premutation alleles are unmethylated. The premuta-
tion alleles are unstable and may undergo expansions
during oogenesis (Fu et al., 1991; Oberle et al., 1991). This
leads to the phenomenon of premutation carrier progeny
having either the premutation or the full mutation. It is
known that all mothers of childrenwith the full mutation
either are premutation carriers or have the full mutation
themselves. In general, premutation sizes of 90–100 CGG
repeats usually expand to the full mutation (Nolin et al.,
2003). There has been no documentation of a normal-
sized allele expanding to a full mutation in one genera-
tion. However, there has been one instance reported of a
gray zone allele expanding to a full mutation in two gen-
erations. The maternal grandfather had 52 CGG repeats
(gray zone), his daughter had 56 CGG repeats (premuta-
tion), and his grandson had the full mutation with 538
CGG repeats (Fernandez-Carvajal et al., 2009a).

As stated previously, having greater than 200 CGG
repeats is considered a full mutation. It is sometimes
reported as a single number or may be reported as a
range of repeat sizes. The FMR1 gene, its upstream
CpG island, and surrounding sequence are hypermethy-
lated, which inactivates the gene (Sutcliffe et al., 1992).
With complete methylation, there is little or no FMR1
mRNA produced. Methylation of the gene works to
inactivate transcription directly by inhibiting the bind-
ing of transcription factors and also works indirectly
by inducing condensation of the chromosome, which
then prevents transcription factors from binding
(Penagarikano et al., 2007). This leads to the halting of
production of FMR1 mRNA and the gene’s product,
FMRP. It is the loss of this protein that leads to the phe-
notype in FXS (Pieretti et al., 1991).

Mosaicism may refer to the size of the allele or the pat-
tern of methylation. Approximately 12% of individuals
with the full mutation are considered to be size mosaics,
with a combination of premutation or full-size alleles. Six
percent of full-mutation individuals are methylation mo-
saics, with both methylated and unmethylated alleles
present on Southern blot (Rousseau et al., 1994). The per-
centage of methylation can have significant effects on the
phenotype. Merenstein and colleagues examinedmethyl-
ation in 218 full-mutation male patients, and those with
completemethylation had the lowest IQ scores and great-
est physical involvement (Merenstein et al., 1996).

There are additional ways to cause the fragile X phe-
notype besides the trinucleotide expansion. More than
15 different deletions affecting the FMR1 gene and point
mutations that can lead to the phenotype have been
reported (De Boulle et al., 1993; Gedeon et al., 1992;
Hammond et al., 1997). The phenotype of FXS can also
occur in an individual with the premutationwho has sig-
nificantly low levels of FMRP.
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Contraction of the allele occurs when an individual
transmits a smaller-sized allele to offspring. This has
been documented in mother-to-daughter transmission
of the FMR1 gene (Brown et al., 1996) and also in approx-
imately one-third of father-to-daughter transmissions
(Fisch et al., 1995; Nolin et al., 1996).

33.3.1.2 FMRP and Upregulation of Other Proteins

The FMRP has a maximum length of 632 amino acids
and a molecular mass of 80 kDa (Ashley et al., 1993). It is
involved in a variety of cellular processes and is
expressed in different types of tissues but primarily
in neurons and in the testes (Devys et al., 1993;
Khandjian et al., 1995). FMRP has been shown to interact
as a selective RNA-binding protein (Bassell and Warren,
2008). FMRP shuttles between the nucleus and cytoplasm
and is localized to dendrites (Feng et al., 1997). It is in-
volved in regulating the translation of a subset of mRNAs
at synapses. It has been hypothesized that FMRP is in-
volved in chromatin remodeling in the nucleus as well
(Krueger and Bear, 2011). Usually, FMRP inhibits trans-
lation, but this inhibition is released with activation of
metabotropic glutamate receptors (mGluRs). Activation
of the mGluR5 pathway leads to long-term depression
andweak synaptic connections (Bear et al., 2004). In the ab-
sence of FMRP, there is upregulation of the mGluR5 path-
way leading to a reduction of alpha-amino-3-hydroxy-5-
methyl-4-isoxazole-propionic acid (AMPA) receptors in
the dendrite.Without FMRP, there is dysregulated transla-
tion of other mRNAs, which leads to altered synaptic plas-
ticity (Brown et al., 2001).

Individuals with FXS have more dendritic spines,
which are thinner and longer compared to those in un-
affected individuals. Bagni and Greenough presented a
description of how FMRPmay lead to the synaptic alter-
ations, including regulation of translation and protein
interactions including Cytoplasmic FMR1-interacting
protein 1 (CYFIP1), Cytoplasmic FMR1-interacting pro-
tein 2 (CYFIP2), myosin VA, and nucleolin (Bagni and
Greenough, 2005). The effect of the FMRP defect on
synapses has been demonstrated in a Drosophila model
of FXS, where the loss-of-function models show defects
in synaptic structure and disturbed neurotransmission.
The dfxr (Drosophila fragile X-related) gene was shown
to inversely regulate expression of a microtubule-asso-
ciated protein, Futsch. Therefore, dFXR was proposed
to function as a translational repressor of Futsch
(Zhang et al., 2001). Subsequent work has led to the un-
derstanding of FMRP as a master protein that regulates
hundreds of mRNAs usually through inhibition of
translation (Darnell et al., 2011). The synaptic structural
defect can be seen in the fragile X mouse model as well.
Cruz-Martin and colleagues observed a delayed down-
regulation in dendritic spine turnover from immature
filopodia to mature spines during the early postnatal

period compared to wild-type mice. This suggests a de-
velopmental delay in the maturation of dendritic spines
in FXS (Cruz-Martin et al., 2010).

The decrease in FMRP may explain the increased
prevalence of developmental delays and autism. FMRP
regulates the translation of proteins associated with
autism including neuroligins, neurorexins, the SHANK
family of proteins, PTEN, and CYFIP (Bassell and
Warren, 2008; Darnell et al., 2005, 2011).

The extracellular signal-related kinase (ERK) pathway
seems to be affected in the fragile Xmousemodel, and the
ERK1/2 pathway activation is delayed in individuals
with FXS (Weng et al., 2008). Osterweil and colleagues
found that basal protein synthesis in the hippocampus
of the knockout (KO) mouse was reduced to wild-type
levels when treated with an mGluR5 inhibitor as well
as an ERK 1/2 inhibitor (Osterweil et al., 2010). The
ERK pathway may also be a target for therapies in FXS.

Besides upregulation of the mGluR5 pathway, the
lack of FMRP is associated with upregulation of the
mammalian target of rapamycin (mTOR) pathway and
downregulation of the PTEN pathway, the GABA recep-
tors, and the dopamine pathway (Bassell and Warren,
2008; D’hulst and Kooy, 2007; Wang et al., 2008). These
pathways may be the targets of treatment for FXS, which
is discussed later. The review by Krueger and Bear can
be referred to for further details regarding milestones
in the pathophysiology of FXS and implications for treat-
ment approaches as well (Krueger and Bear, 2011).

33.3.1.3 Inheritance

The inheritance pattern of FXS is X-linked with vari-
able penetrance. Since it is an X chromosome-linked dis-
order, it affects more males than females.

33.4 TESTING

33.4.1 DNA Testing

The first method for testing for FXS was cytogenetic
testing. The newest standard method of screening for
FXS is through DNA testing, which includes a polymer-
ase chain reaction (PCR), and Southern blot. The advan-
tage of PCR is that it uses smaller amounts of DNA, is
less expensive, and has a faster result time in comparison
to the Southern blot. Its drawback is that it cannot detect
longer DNA sequences, which is why both PCR and
Southern blots are typically used. The number of CGG
repeats is typically reported, as is methylation status in
the full mutation. Using both methods, testing is 99%
sensitive (McConkie-Rosell et al., 2005). Testingmethods
do not typically look for conventional mutations.

Guidelines for testing have been issued by the
American College of Medical Genetics (Sherman et al.,
2005; Table 33.1).
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Other conditions that may be related to the fragile X
family of disorders should also be evaluated with fragile
X testing. For women experiencing ovarian dysfunction,
the American College of Medical Genetics recommends
testing with elevated FSH levels, especially if they have a
family history of POF, or FXS, or relatives with undiag-
nosed mental retardation. Testing for the fragile X
premutation and FXTAS is recommended for those indi-
viduals who are experiencing late-onset intention tremor
and cerebellar ataxia of unknown origin, especially if
they have a family history of movement disorders or
FXS, or relatives with undiagnosed mental retardation
(Sherman et al., 2005).

A new method for quantifying FMRP has been dis-
covered, which uses an ELISA assay (Iwahashi et al.,
2009). It is now possible to look more quantitatively at
exactly how much protein a particular individual with
FXS is able to make.

33.4.2 Newborn Screening/Blood Spot

Population-based screening was examined by
Palomaki (1994), and subsequent studies showed the ef-
ficacy of screening programs in identifying carriers and
affected fetuses (Pesso et al., 2000; Toledano-Alhadef
et al., 2001). Fetal testing through amniotic cells or cho-
rionic villi is also possible when one of the parents is
known to be a carrier.

Different methods for screening large populations for
FXS have been developed using newborn blood spots
and PCR. Coffee et al. described screening 36124 de-
identified newborn males with an assay. The assay
had 100% specificity and sensitivity for detecting
FMR1 methylation in males and detected excess FMR1
methylation in 82% of females with full mutations. They
identified 64 males with FMR1methylation and found 7
to have the full mutation (Coffee et al., 2009). Another
method utilizing nested PCR was developed by Tassone

et al., and this can identify both males and females with
the full mutation or the premutation (Tassone et al.,
2008). This methodology was implemented in Spain
where a total of 10000 newborn blood spots were
screened. So far, this study has reported on 5267 male
blood spots where 199 gray zone alleles, 21 premutation
alleles, and two full-mutation alleles (1 in 2633) have
been identified (Fernandez-Carvajal et al., 2009b). Mod-
ifications to the Tassone technique have been carried out
and recently reported (Filipovic-Sadic et al., 2010). New-
born screening is currently occurring in numerous
centers around the United States.

33.4.3 Cascade Testing

Identifying affectedmembers of a family is important,
as changes in the fragile X gene can affectmultiple family
members through its unstable trinucleotide expansion.
Usually, a proband is identified, which is often an af-
fected child with FXS. Other members of the family
should be identified and counseled about being tested.

33.4.4 Genetic Counseling

Genetic counselors are important members of the
treatment team, particularly in helping patients and their
families understand the diagnosis. Counseling sessions
provide key educational opportunities. Important is-
sues to be discussed should include discussion of the
clinical presentation and inheritance patterns, treat-
ments, therapies, follow-up recommendations, referrals
for medical, educational, and mental health treatments,
and contact information for support groups (McConkie-
Rosell et al., 2005). Degree of involvement in both the pre-
mutation and the full mutation should be reviewed by
the genetic counselor for the whole family tree. There
are typically multiple family members involved when-
ever a proband is identified (Chonchaiya et al., 2009b;
McConkie-Rosell et al., 2007).

33.5 TARGETED TREATMENTS

With better understanding of the molecular pathways
affected by the lack of FMRP, targeted treatments are
currently being studied as described below.

33.5.1 mGluR5 Antagonists

FMRP normally modulates dendritic maturation in-
volving inhibition of the mGluR system 1- and 5-
mediated translation in neurons (Aschrafi et al., 2005;
Weiler et al., 2004). The mGluR5 system has been found
to be upregulated in the fragile X KO mouse, with a

TABLE 33.1 Individuals for Whom Fragile X Testing Should be
Considered

Individuals with mental retardation, developmental delay, or autism,
especially if they have any physical or behavioral characteristics of
fragile X syndrome, a family history of fragile X syndrome, or male or
female relatives with undiagnosed mental retardation

Individuals seeking reproductive counselingwho have a family history
of fragile X syndrome or a family history of undiagnosed mental
retardation

Fetuses of known carrier mothers

Affected individuals or their relatives in the context of a positive
cytogenetic fragile X test result who are seeking further counseling
related to the risk of carrier status among themselves or their relatives

Source: Sherman S, Pletcher BA, and Driscoll DA (2005) Fragile X syndrome:

Diagnostic and carrier testing. Genetics in Medicine 7: 584–587.
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resulting enhanced long-term depression in the hippo-
campus (Huber et al., 2002). Long-term depression is
the phenomenon of a decrease in synaptic effectiveness,
thus leading to weakened synaptic connections (Bear
and Abraham, 1996).

Lack of inhibition of the mGluR5 system also
results in increased internalization of AMPA receptors
(Snyder et al., 2001). AMPA receptors in the synapse
have been correlated to synaptic protrusion. The mGluR
systems are excitatory systems involved in many differ-
ent areas, and the resulting upregulation may explain
some of the physical and neurological aspects of FXS
including seizures, electroencephalographic abnormali-
ties including spike wave discharges, anxiety, tactile
defensiveness, and difficulty with coordination (Bear
et al., 2004).

Features of the fragile X KOmouse have been thought
to be due to the increased activity of the mGluR5 system.
The effects of decreasing mGluR5 receptors have been
evaluated in the KO mouse model of fragile X. In 2007,
Dolen et al. created a fragile X KO mouse that also had
a 50% decrease in the number of mGluR5 receptors.
The mouse demonstrated rescue of phenotypic features
such as dendritic spines and a normalization in audio-
genic seizures. Macroorchidism was the one feature
studied that was not rescued by decreasing mGlur5 re-
ceptors (Dolen et al., 2007). mGluR5 antagonists have
also been shown to rescue theDrosophilamodel of fragile
X (McBride et al., 2005).

mGluR5 antagonists are being studied as a targeted
treatment for FXS. In the FMR1KOmouse, treatmentwith
MPEP (2-methyl-6-(phenylethynyl)-pyridine hydrochlo-
ride), an mGluR5 antagonist, was shown to decrease
the startle response and rescue the protrusion phenotype
of hippocampal neurons (de Vrij et al., 2008). Trials of
mGluR5 antagonists in patients with FXS have also be-
gun. One example is fenobam, a highly potent and selec-
tive mGluR5 antagonist. In 2009, Berry-Kravis and
colleagues completed a pilot single-dose trial of fenobam
and observed calmbehavior in 9 out of 12 patients studied
withno significant adverse effects. Therewas an improve-
ment in 6 out of 12 patients in prepulse inhibition testing,
which is a measure of impulse control and sensorimotor
gating (Berry-Kravis et al., 2009). The use of the mGluR5
antagonists is likely to be beneficial in treating seizures be-
cause seizures are ameliorated in the KO animal model
with mGluR5 antagonists (Hagerman and Stafstrom,
2009; Yan et al., 2005). AFQ056, an mGluR5 antagonist,
was studied in 30 male individuals with FXS aged 18–
35 in a double-blind, crossover study. Improvements
were seen in seven patients who had fully methylated
FMR1 promoter regions and no response in patients with
partial promoter methylation. The most common adverse
event was mild to moderately severe fatigue or headache
(Jacquemont et al., 2011).

33.5.2 GABA Agonists

GABA dysregulation has been observed in the fragile
X KO mouse, and amygdala hyperexcitability has been
normalized in the knockout mouse with treatment using
the GABA agonist, gaboxadol (Olmos-Serrano et al.,
2010). Studies of the GABA B agonist arbaclofen, which
is the R isomer of baclofen, are currently being carried
out, including a double-blind crossover study in chil-
dren and adults with FXS from 5 years of age and older.
Arbaclofen works at a presynaptic receptor and lowers
the level of glutamate at the synapse. It also lowers the
level of excess protein produced at the synapse in FXS.
A trial of arbaclofen in 63 patients with FXS has shown
efficacy in those with autism or significant social deficits
(Berry-Kravis et al., 2010).

33.5.3 Minocycline

Minocycline is a second-generation semisynthetic tet-
racycline derivative (Shetty, 2002). It was first intro-
duced in 1967 and is generally well tolerated (Smith
and Leyden, 2005). Minocycline is commonly used as
an antibiotic in the treatment of acne vulgaris, and its
class of medications, tetracyclines, are the treatment of
choice for certain bacterial infections such as Rocky
Mountain spotted fever and brucellosis. It has been
investigated as a neuroprotective agent in neurological
diseases including Huntington’s disease, amyotrophic
lateral sclerosis, andMS (Kim and Suh, 2009). The mech-
anism of action by which minocycline exerts its neuro-
protective effects is not precisely known, but likely has
to do with its anti-inflammatory and anti-apoptotic
effects. Minocycline’s effects are reported to be through
inhibition of cytochrome C, caspases 1 and 3, cytokines,
and the suppression of metalloproteinase activity (Chen
et al., 2000; Stirling et al., 2005). The latter effect is the key
to minocycline’s efficacy in the treatment of FXS.

As stated before, the lack of FMRP in FXS leads to
upregulation of other proteins, one of these being matrix
metalloproteinase 9 (MMP9). Matrix metalloproteinases
are involved in extracellular degradation of proteins
and are important for synaptic structure and plasticity
(Sternlicht and Werb, 2001). Elevated MMP9 activity
has been proposed as one mechanism for impaired
dendritic spine maturation in FXS. Bilousova et al. dem-
onstrated that minocycline treatment lowers MMP9
levels and matures synaptic connections in cultured
hippocampal cells and that minocycline treatment for
1 month rescued synaptic abnormalities in the FMR1
KO mouse. The treated mice showed improvements in
anxiety on elevated plus maze and exploratory behavior
on Y maze (Bilousova et al., 2009).

Minocycline treatment trials for FXS are currently un-
derway. Utari and colleagues described 50 males and
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females with FXS who were treated clinically with min-
ocycline for 2 weeks or more. Using parent impressions,
behavioral and cognitive changes were noted including
improvements in language (54%), attention (50%), social
communication (44%), and anxiety (30%). The side ef-
fects described included pigmentation of the nails (in
one patient), loss of appetite, gastrointestinal upset,
loose stools, and headache (Utari et al., 2010). An
open-label study by Paribello and colleagues showed
significant improvement in the Aberrant Behavior
Checklist irritability subscale scores, Clinical Global Im-
pression Scale – Improvement scores, and visual analog
for behavior scores after 8 weeks of treatment with min-
ocycline (Paribello et al., 2010). Currently, trials of min-
ocycline are underway including a double-blind
controlled trial in children and adolescents with FXS.

Side effects of minocycline include graying of teeth
and gums, particularly in those younger than 8 years
of age, gastrointestinal upset, sun sensitivity, and, in rare
cases, pseudotumor cerebri and a lupus-like syndrome.
These side effects should be monitored in any child or
adult undergoing minocycline treatment. For children
treated for longer than 3–6 months, an antinuclear anti-
body blood test should be done and, if positive, consid-
eration should be given as to whether to continue with
the medication in the long term.

33.5.4 Riluzole

Riluzole is a medication that is considered to have in-
hibitory effects on the glutamatergic system and is
thought to potentiate the GABA system. It is approved
for use in amyotrophic lateral sclerosis in adults. It
has been associated with improvements in treatment-
resistant depression (Zarate et al., 2004) and, in combina-
tion with other medications, was helpful in treatment-
resistant obsessive–compulsive disorder (OCD) (Grant
et al., 2007). In a 6-week, open-label study in six adults
with FXS, riluzole was well tolerated; although it was as-
sociated with corrected peripheral ERK activation, rilu-
zole was associated with a clinical response in only one
of the six participants (Erickson et al., 2011).

33.5.5 Symptomatic Treatments

A number of currently available medications are use-
ful in the treatment for individuals with FXS and are dis-
cussed in detail below.

33.5.5.1 For Mood Stability

Mood instability is seen in the majority of boys with
FXS, and perhaps the best medication for this problem
is a low dose of aripiprazole (Chonchaiya et al., 2009a;
Hagerman et al., 2009). Aripiprazole is an atypical

antipsychotic that has fewer problems with weight gain
than risperidone, althoughmost children do gain weight
on this medication. In the authors’ experience, aripipra-
zole is helpful for anxiety and for ADHD symptoms in
addition to tantrums. Usually, just 0.5–2 mg works best
when given at bedtime to younger children. Rarely does
the dose need to go over 5 mg, and sometimes a higher
dose leads to an increase in irritability or activation.

Additional mood stabilizers include anticonvulsants
such as valproate or lamotrigine, and these medications
can be helpful for aggression. Lithium may also be con-
sidered a targeted treatment for FXS because it works by
lowering the mGluR5 system. An open trial of lithium
was helpful in a small cohort of children and adults with
FXS who had a poor response to other medications
(Berry-Kravis et al., 2008).

33.5.5.2 For ADHD Symptoms

ADHD symptoms respond well to stimulants with
approximately 66% demonstrating a positive response
if the medications are given after 5 years of age
(Hagerman et al., 2009). The alpha agonists including
clonidine and guanfacine can also be helpful for calming
the hyperarousal and tantrum behavior (Hagerman
et al., 1998, 2009). Thesemedications are oftenmore help-
ful than stimulants for the child under 5 years of age.
Clonidine can also be helpful for sleep disturbance,
although melatonin should be tried first for sleep prob-
lems (Wirojanan et al., 2009).

33.5.5.3 For Anxiety

Anxiety is almost a universal problem for individuals
with FXS and for many carriers as described above. The
use of selective serotonin reuptake inhibitors (SSRIs) is
very helpful for these problems. Fluoxetine is the most
activating of the SSRIs, but that activationmay be helpful
to boost language in those with selective mutism. Sertra-
line has had the most common use in young children,
and it deserves further study regarding its ability to en-
hance language in toddlers and to decrease the rate of
autism (Hagerman et al., 2009). Many patients may ben-
efit from a combination of a stimulant for ADHD and an
SSRI for anxiety.

33.6 BEHAVIORAL INTERVENTIONS

33.6.1 Educational

Effective treatment for FXS consists of a combination
of medication therapies as discussed previously and be-
havioral interventions. With the variable phenotype of
FXS and premutation involvement, individualized ther-
apy recommendations are essential. There have been
very few studies examining educational and behavioral
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therapies in FXS (Hall, 2009). Formal testing for language
abilities and cognitive measures may be helpful in for-
mulating an educational and therapy plan. Children
with FXS will qualify for specialized educational
methods including an individualized education plan.

Work in related disorders such as autism has
shown that behavioral interventions can help, especially
when started at a young age (Dawson et al., 2010). For
those with FXS plus autism, well-established treatment
models such as the Denver model (Dawson et al.,
2010) and discrete trial training (Applied Behavior Anal-
ysis) (Smith et al., 2007) are recommended. Early identi-
fication of children with FXS is important, as therapies
may be implemented sooner. Additionally, for patients
with social deficits such as ASD or social anxiety, social
skills groups may be helpful.

Behavior problems have been one of the greatest con-
cerns in parent surveys (Bailey et al., 2000). Different
types of therapies have been initiated, including sen-
sory integration therapy and psychological counseling
for behavioral interventions. Heightened sensitivity to
sensory stimuli is related to hyperarousal and the auto-
nomic dysfunction previously described. Occupational
therapists trained in sensory integration therapy as
well as fine motor therapy can be a valuable resource
for the patients and their families for behavioral prob-
lems (Scharfenaker et al., 2002). Eye contact may be
improved through behavioral intervention and was
shown to be enhanced using a method of percentile
scheduling with reinforcement in three out of six fragile
X males studied (Hall et al., 2009). However, therapy
to improve eye contact is controversial because it may
worsen anxiety. A parent-initiated sleep therapy was
evaluated in a population of five autistic children
and seven children with FXS. The program reduced set-
tling down to sleep and night awakenings (Weiskop
et al., 2005).

Speech and language therapy can be essential to the de-
velopment of a child with FXS as most can have speech
delays. An audiology evaluation may be helpful, espe-
cially if hearing loss is suspected or recurrent otitis media
is a problem. A conductive hearing loss due to fluid accu-
mulating behind the ear is common in FXS. If this occurs
as a child during the particularly crucial formative years
of speech, it can further delay language development, so
aggressive treatment with ear, nose and throat (ENT, also
known as otolaryngology) evaluation and PE tubes is
recommended (Hagerman, 2002a). Physical therapy can
be used to help with the coordination difficulties in FXS
and in premutation carriers with FXTAS.

For all of the above therapies, it must be emphasized
that while the hours spent working with a therapist are
fundamental, a home therapy program that families can
continue to implement is needed to achieve the most
benefit from the therapies.

33.6.2 Computer Work

Technological advances have been very helpful in pro-
viding a way for those with FXS to improve deficiencies.
Assistive technology refers to technology that can help en-
hance functional abilities. For example, computerized
learning systems have been created such as Writing with
Symbols, which is a word prediction program. Assistive
technology may also refer to picture cards, such as those
used in the Picture Exchange Communication System.
These can enhance communication, particularly for those
who have speech delays (Hess et al., 2009). These devices
can be obtained through the school or through private
purchase. Children with FXS are often adept at computer
use, making these interventions enjoyable as well as edu-
cational. There are also assistive technology specialists
who can provide support with these interventions. There
are current trials to assess the utility of assistive technol-
ogy alone and in combination with medications.

For patients with FXTAS, using computer-assisted de-
vices such as video games or the Nintendo Wii system
with a balance board may be helpful to improve balance.
Studies examining this are beginning, and the Wii sys-
tem was found to be useful in improving balance and
lower limbmuscle strength in a pilot study of unaffected
women (Nitz et al., 2010).

33.7 SUMMARY AND FUTURE
PERSPECTIVES

33.7.1 Summary

In summary, FXS and its associated disorders have a
rich history as a group of disorders caused by a CGG tri-
nucleotide repeat sequence in a single gene, FMR1.
Although the fragile X family of disorders has an identi-
fied single genemutation cause, the resulting clinical phe-
notype can be quite diverse. Individuals with FXS may
display ID, attentionproblems, autistic features or autism,
as well as physical features including macroorchidism
and prominent ears. Femaleswith FXSmay have learning
disabilities, social anxiety, or impulsivity, in addition to
variable physical features. Premutation carriers may de-
velop FXTAS, with cognitive problems, tremor, and diffi-
culties with balance. FXPOI may also occur in female
premutation carriers in addition to psychiatric problems,
hypertension, autoimmune dysfunction, and mild neuro-
logical problems such as neuropathy. Testing is widely
available using PCR and Southern blotting in blood and
also in amniotic cells or other tissue. Newborn screening
is being studied around the world to increase early iden-
tification and treatment. Genetic counseling is important,
given the possible implications of a diagnosis for both
patients and their extended families.
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A greater understanding of how the lack or deficiency
of FMRP brings about the phenotype of FXS is develop-
ing, including the involvement of pathways such as the
mGluR5 pathway, GABA pathways, AMPA receptors,
PTEN pathway, and mTOR pathway. Treatments have
been developed that use the understanding of these
pathways to provide reversal of the neurobiological def-
icits in FXS. mGluR5 antagonists, GABA agonists, and
minocycline as well as medications to help anxiety, ag-
gression, and mood stabilization are currently being
employed. Educational and behavioral interventions
are also important components of a treatment regimen.

33.7.2 Future Perspectives

Treatment for FXS will likely combine both targeted
treatments to reverse the neurobiological abnormalities
and educational and learning paradigms to strengthen
the synaptic connections that are facilitated by the tar-
geted treatments. New treatments are being assessed
now in cultured neurons for both premutation and
full-mutation disorders. The use of mGluR5 antagonists
has been shown to be helpful in a model of autism in the
mouse (Silverman et al., 2010), and this suggests that
these targeted treatments for FXS will also be helpful
for autism. Currently, studies of arbaclofen are being
conducted in autism, and trials of mGluR5 antagonists
will be initiated in autism in the near future. Fragile X
is leading the way for new targeted treatments in autism
and perhaps for other neurodevelopmental disorders
that have similar molecular dysfunctions. The future is
bright for reversing the intellectual disabilities and the
autism in FXS.
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34.1 INTRODUCTION

34.1.1 The History of Autism

The term autism was coined in 1911 by Swiss
psychiatrist Eugen Bleuler to designate one of the hall-
marks of schizophrenia, namely the social withdrawal
resulting in enclosure in one’s self (self¼a’utóB autòs,
in ancient Greek) (Bleuler, 1911). During the following
three decades, this term reached an ever broader
audience in psychiatry, mainly through the work of
Eugène Minkowski (1927), who addressed schizo-
phrenic autism in great detail in his famous text ‘La Schi-
zophrénie’. However, schizophrenic autism must not be
confused with autism spectrum disorder (ASD), which
defines an independent nosological entity and not a
mere symptom. This disorder was first described in
1943 by LeoKanner in a cohort of 11 children, who essen-
tially shared an ‘enclosure in one’s self’ as their distinc-
tive trait (Kanner, 1943). Only 1 year later, in 1944, the
Austrian pediatrician Hans Asperger described four
boys displaying some, but not all, of the behavioral
symptoms present in Kanner’s patients (Asperger,
1944a). Asperger’s work, written in German, reached a
wider audience after it was publicized in 1981 by Lorna
Wing, who described 34 individuals, ranging from 5 to
35 years of age, whose clinical picture was closer to
Asperger’s cases than to Kanner’s (Wing, 1981). Thereaf-
ter, it was translated into English by Uta Frith in 1991
(Asperger, 1944b). Hence, the existence of clinical hetero-
geneity in autism is by no means a recent acquisition; it
was recognized from the beginning that autistic patients
do indeed share some common features, primarily an en-
closure in one’s self, and display an impressive variabil-
ity in symptom patterns, developmental trajectories,
disease course, and severity of impairment, spread along
a dimensional continuum that was later designated as
the ‘autism spectrum’ (Piven et al., 1997). This impres-
sive clinical variability is underscored by an equally im-
pressive degree of etiological heterogeneity, which has
led the term autisms to designate a set of neurodevelop-
mental disorders with early onset in life that share au-
tism as a common feature but that are produced
through distinct processes. This chapter will summarize
the current state of knowledge regarding these ‘autisms’;
readers interested in ‘schizophrenic autism’ are referred
to the excellent review by Parnas et al. (2002).

34.1.2 Definition and Epidemiology of Autism
Spectrum Disorder

ASD is characterized by deficits in social interaction
and communication, as well as by stereotyped behaviors
and insistence on sameness (i.e., restricted patterns of in-
terest and activities) (American Psychiatric Association,

1994). Its onset occurs in early childhood, before 3 years
of age (American Psychiatric Association, 1994). ASD es-
sentially encompasses three different pervasive develop-
mental disorders listed in the fourth edition of the
Diagnostic and Statistical Manual of Mental Disorders
(DSM-IV) (American Psychiatric Association, 1994),
namely autistic disorder, Asperger disorder, and perva-
sive developmental disorder not otherwise specified
(PDD-NOS). These separate diagnostic categories likely
will merge into a single comprehensive ASD category
in the upcoming DSM-V (American Psychiatric Associa-
tion, 2012) following the ever-swinging logic behind cat-
egorical diagnosis in psychiatry, which historically
alternates between analysis and synthesis.

The incidence of ASD has risen dramatically during
the last two decades, from 2–5 in 10000 to approximately
1–2 in 1000 children; broader diagnostic criteria and
increased awareness in the medical community certa-
inly have contributed to this trend, but a real increase
in incidence, possibly due to gene–environment inter-
actions, is also likely (Fombonne, 2005; Persico and
Bourgeron, 2006; Rutter, 2005). Males are particularly
susceptible, with male-to-female ratios ranging from
approximately 4:1 to 8:1, depending on disease severity
and recruiting context (Fombonne, 2005; Rutter, 2005).
An additional layer of complexity stems from comorb-
idity with seizures and mental retardation (MR) present
in up to 30% and 65% of cases, respectively (Fombonne,
2005; Tuchman and Rapin, 2002).

34.1.3 Neuropathological and Systemic
Abnormalities in Autism Spectrum Disorder

Altered neurodevelopment occurring during the first
and second trimesters of prenatal life is now widely rec-
ognized as the underlying neuropathological cause
of ASD (DiCicco-Bloom et al., 2006). Postmortem studies
of autistic brains have uncovered important neuroana-
tomical abnormalities in the central nervous system
(CNS) of ASD patients, generally resulting from reduced
programmed cell death and/or increased cell prolifera-
tion, altered cell migration, and abnormal cell differentia-
tion with reduced neuronal size and abnormal wiring
(Bauman and Kemper, 2005). These neuropathological
anomalies, especially the patchy cytoarchitectonic abnor-
malities present in the cerebral and cerebellar cortex,
would seemingly explain the imbalance in local vs long-
distance connectivity on the one hand and excitatory vs
inhibitory connectivity on the other currently believed to
underlie disrupted sensory integration, altered social in-
formation processing, and frequent comorbidity with ep-
ilepsy (Courchesne and Pierce, 2005; Geschwind and
Levitt, 2007; Rubenstein and Merzenich, 2003). All these
neurodevelopmental processes physiologically occur
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during the first and second trimesters of pregnancy (Rice
and Barone, 2000). Hence, despite some methodological
limitations and predictable brain-to-brain variability, neu-
ropathological studies collectively have been instrumental
in indicating a prenatal origin for autism. Further support
comes from behavioral analyses demonstrating a delayed
appearance or inhibition of specific motor reflexes already
on the day of birth or early on in neonates later diagnosed
with an ASD (Teitelbaum et al., 2004). An additional con-
firmation of the existence of a prenatal time window for
autism vulnerability comes from studies of teratogenic
drugs and congenital infections known to cause autism
in some cases (see Section 34.4). This temporal framework
ought to be considered when attempting to incorporate
potential environmental factors into realistic pathogenetic
models, which should not necessarily excludemodulatory
roles for early postnatal exposures but must incorporate
this crucial prenatal component.

Viewing autism exclusively as a brain disease would
be an oversimplification; ASD patients also display var-
iable degrees of systemic involvement, with signs and
symptoms frequently including macrosomy (Sacco
et al., 2007a), gastrointestinal disorders (Buie et al.,
2010), and immune dysreactivity (Ashwood et al.,
2006; Jyonouchi et al., 2005). In summary, autism should
be viewed as a multiorgan systemic disorder, primarily
involving but not restricted to the nervous system, with
prenatal onset and postnatal clinical expression.

34.1.4 Toward a Classification of the Autisms

To address the great heterogeneity present in ASD,
investigators have aimed at identifying subgroups of
patients who at least partly share common pathophysio-
logical underpinnings. These attempts essentially have
followed two complementary strategies, namely the study
of endophenotypes and the use of genetic approaches:

1. An endophenotype can be best described as a
familial and heritable quantitative trait associated
with a complex disease (Gottesman and Gould,
2003). The most important endophenotypes
reported to date in autism research are summarized
in Table 34.1. A detailed discussion of
endophenotypes will be provided elsewhere
(Persico and Sacco, 2013). The study of
endophenotypes in complex disorders, such as
autism, provides several advantages: (a) the lesser
complexity of an endophenotype and its greater
proximity to the genetic level, as compared with
clinical affection status and behavioral symptoms,
facilitates the interpretation of the results; (b) a
continuous measure reflects more faithfully the
existence of a continuum of signs and symptoms in
the autism spectrum compared with a categorical

‘case versus control’ distinction; and (c)
standardized and automated procedures are used to
measure biological parameters (Sacco et al., 2010).

2. For more than two decades, autism has been
identified as ‘the most genetic’ neuropsychiatric
disorder because of the monozygotic twin
concordance rate as high as 73–95%, impressive
heritability (>90%, as estimated by twin studies), and

TABLE 34.1 Endophenotypes in the Autism Spectrum

Behavioral/neurodevelopmental

• Delayed expressive speech (Alarcón et al., 2008; Spence et al., 2006)
• ADI-R domains: social interaction domain; restricted and repetitive

behaviors (Liu et al., 2008; Sakurai et al., 2006)
• Savant skills: absolute pitch, calendar calculations, etc. (Wallace

et al., 2009)
• Social Responsiveness Scale scores (Duvall et al., 2007)

Neuropsychological

• Pattern of face processing (Adolphs et al., 2008; Hernandez et al.,
2009; Klin et al., 2002)

• Executive functions (Delorme et al., 2007)

Neurophysiological

• Reduced cingulate self-response in a visual imagery task, when
playing with a human partner (Chiu et al., 2008)

• Abnormal patterns of cortical auditory activation (Boddaert et al.,
2003; Bonnel et al., 2010; Bruneau et al., 2003; Gomot et al., 2008)

• Dysfunctional mirror neuron systems (Cattaneo et al., 2007;
Dapretto et al., 2006; Martineau et al., 2010)

• Centroparietal and temporal EEG related to autistic behaviors and
intellectual impairment (Roux et al., 1997)

• Blunted or delayed frontal activation during visual attention tasks
(Belmonte et al., 2010)

Morphological

• Macrocephaly (Fombonne et al., 1999; Lainhart et al., 1997; Miles
et al., 2000; Sacco et al., 2007a; Stevenson et al., 1997; Woodhouse
et al., 1996)

• Macrosomy (Bigler et al., 2010; Dissanayake et al., 2006; Lainhart
et al., 2006; Sacco et al., 2007a; van Daalen et al., 2007)

• Minor physical anomalies (Hammond et al., 2008; Miles et al., 2008;
Tripi et al., 2008)

Biochemical

• Hyperserotoninemia (Hérault et al., 1996; McBride et al., 1998;
Mulder et al., 2004; Piven et al., 1991)

• Oligopeptiduria (Reichelt et al., 1981; Sacco et al., 2010)
• Urinary dopamine and HVA levels (Hameury et al., 1995)
• Decreased plasma fatty acids (Vancassel et al., 2001)

Endocrine

• Decreased melatonin plasma levels (Melke et al., 2008)
• Decreased oxytocin plasma levels (Modahl et al., 1998)

Immunological

• Increased proinflammatory and IL-10-producing immune cells,
decreased CD4þ T lymphocytes, increased naive and effector
memory CD8þ T lymphocytes (Saresella et al., 2009)
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a noticeable sibling recurrence risk (5–6% for full-
blown autistic disorder, approximately 15% for broad
ASD) (for reviews of autism genetics, see Abrahams
and Geschwind, 2008; Freitag, 2007; Geschwind, 2011;
Muhle et al., 2004; Persico and Bourgeron, 2006).
These heritability estimates, obtained primarily in
the UK and in Northern Europe in the early 1990s,
were not replicated by a more recent California-based
twin study that supported a larger proportion of
variance explained by shared environmental
factors as opposed to genetic heritability (55% vs. 37%
for strict autism, respectively) (Hallmayer et al., 2011).
Conceivably, the relative weight of genetic and
environmental factors may be region-specific and
change over time. Nonetheless, the parallel increase in
sibling recurrence risk, estimated by recent baby
sibling studies at 18.7% (26.2% for males and 9.1%
for females) (Ozonoff et al., 2011), and the presence
of mild autistic traits in many first-degree relatives
of autistic patients (Piven et al., 1997) still point
toward a strong genetic component in ASD
playing a sizable permissive role at a minimum.
Linkage and association studies have identified
numerous susceptibility genes located on various
chromosomes, especially 2q, 7q, 15q, and on the
X chromosome. The clinical heterogeneity of
ASD is believed at least partly to reflect the
complexity of its genetic underpinnings, the general
underlying mechanisms of which are summarized in
Table 34.2.

34.2 ‘CLASSIC’ SYNDROMIC AUTISMS

34.2.1 General Description

In approximately 10% of ASD cases, autistic symp-
toms are part of a broader syndrome due to a known
medical cause. These syndromes can stem from (a)
genomic DNA mutations, triplet repeat expansions, or
cytogenetic abnormalities visible by classical G band
karyotyping, conditions summarized in Table 34.3;
(b) mitochondrial DNA (mtDNA) mutations or gene
dosage abnormalities, which are listed in Table 34.4; or
(c) copy number variants (CNVs), genomic DNA micro-
deletions/microduplications detectable only using micro-
array technologies. Genetic and genomic forms have
been reviewed by Gillberg (1998), Cohen et al. (2005),
Feinstein and Singh (2007), Zafeiriou et al. (2007), and
Benvenuto et al. (2009); autism linked to mitochondrial
disease and mtDNA abnormalities has been reviewed
recently by Palmieri and Persico (2010) and by Rossignol
and Frye (2011); CNVs have been reviewed by
Merikangas et al. (2009), Guilmatre et al. (2009), Weiss
(2009), and Carvalho et al. (2010).

In general, malformations and/or facial dysmorph-
isms, moderate-to-profound mental retardation, severe
epilepsy, neurological signs, and symptoms are largely
more frequent in syndromic autism than in idiopathic
forms. Overall, the M:F gender ratio is close to 1, al-
though males are particularly prone to suffer from
specific syndromes. Abnormal growth in the form

TABLE 34.2 Mechanisms Underlying the Complexity of Autism Genetics

1. Genetic heterogeneity Different contributing genes cause the disease in distinct patients, who may display similar
clinical phenotypes

2. Different modes of inheritance

(a) Polygenic or oligogenic Several functional polymorphisms located in different genes and widely distributed in the general
population (‘common variants’), each conferring a small risk, are collectively required for an
individual to develop the disease

(b) Monogenic Genetic mutations or genomic rearrangements affecting a single gene cause the disease, typically in a
single or in very few patients (‘private’ or ‘rare variants,’ respectively)

(c) Combined genetic and genomic
quasi-recessive mode

Convergence onto the same individual of one allele carrying a null mutation inherited from one parent
and the other allele carrying a genomic rearrangement (typically a microdeletion) inherited from the
other parent. Both mutation and microdeletion are recessive, and neither by itself is pathogenic in
either parent; they may even be present at low frequency in the general population

Phenocopies Cases exclusively due to environmental factors and clinically indistinguishable from genetic cases

Variable penetrance and expressivity Variable degrees of phenotypic expression of genetic variants: generally high level of pathology
caused by rare variants, lower degree of expression for common variants

Epistasis Gene–gene interactions, with permissive and blunting effects exerted by common variants (‘modifier
genes’). Phenotypic expression is complex, and not a mere summation of single-gene effects. By this
mechanism, an identical mutation can produce different phenotypes in different individuals or mouse
inbred strains

Gene–environment interactions Genes may confer vulnerability to or protection from the disease by lowering or raising the threshold
of sensitivity to pathogenic environmental factors
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TABLE 34.3 Syndromic Autisms Due to Known Mutations, Triplet Repeat Expansions, or Cytogenenetic Abnormalities Visible
by G Band Karyotyping

Gene/ch.

region Prevalence

Percentage of

autistic patients

with the

syndrome

Percentage of

patients with the

syndrome who are

autistic Signs and symptoms

Fragile X syndrome FMR1 1/3500–1/
9000

2.1 25–33 Facial dysmorphisms, macroorchidism, poor
eye contact, social anxiety, language
impairment, stereotypies, hyperactivity,
sensory hyper-reactivity

Tuberous sclerosis TSC1 1–1.7/
10000

1–4% (8–14% if
seizures present)

16–65 Hamartomas in skin, CNS, kidney, heart, lungs,
retina; autism, mental retardation, learning
disability, epilepsy (infantile spasms)TSC2

Neurofibromatosis
type 1

NF1 1/3000–1/
4000

�1.4 ? Café-au-lait macules, neurofibromas, axillary or
groin frecklings, optic pathway tumors, bone
dysplasias

Untreated
phenylketonuria

PAH 1/10000–
1/15000

– 5.7 Microcephaly, hypertonia, mental retardation,
language impairment, psychomotor agitation,
autism, seizures

Adenylosuccinate
lyase deficiency

ADSL ? �1 80–100 Mental retardation and severe autism, seizures,
psychomotor regression

Smith–Lemli–
Opitz syndrome

DHCR7 1/10000–
1/60000

�1 46–53 Microcephaly, facial dysmorphism,
malformations (sometimes lethal, usually cleft
palate, cardiac m., hypospadia), short stature,
variable mental retardation, sensory hyper-
reactivity, language impairment, self-injurious
behavior, sleep disturbance, opisthokinesis and
other stereotypies

Cohen syndrome COH-1 1/105000 �1 48 Microcephaly, facial dysmorphism, truncal
obesity, hematologic and eye abnormalities,
mental retardation, motor clumsiness,
hypotonia, language impairment, autism

?

Cornelia de Lange
syndrome

NIPBL 1/10000 �1 35–50 Facial dysmorphism, growth deficiency with
short stature, major malformations (especially
cardiac, gastrointestinal, musculoskeletal),
developmental delay, mental retardation,
feeding difficulties, extreme shyness, self-
injurious behavior, hyperactivity with attention
deficit, aggression, obsessive-compulsive
behavior, depression

SMC1A

SMC3

?

Sotos syndrome NSD1 1/10000–
1/50000
(?)

�1 ? Macrocephaly, pre- and postnatal overgrowth,
facial dysmorphism, developmental delay

Cole–Hughes
macrocephaly

? ? �1 ? Macrocephaly, mental retardation, attention
deficit and hyperactivity, developmental delay,
autism, language impairment, obesity, delayed
bone age, facial dysmorphism

Lujan–Fryns
syndrome

UPF3B ? �1 80 X-linked mental retardation with marfanoid
habitus (tall stature, facial dysmorphism),
hypotonia, mild-to-moderate mental
retardation, ascending aortic aneurysm,
autism, aggression, hyperactivity, emotional
instability

MED12

San Filippo
syndromes: A

SGSH 0.3–1.6/
100000

�1 ? Prominent regression or developmental delay,
autism, motor and verbal stereotypies,
hyperactivity, aggression, sleep disturbance,

Continued
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TABLE 34.3 Syndromic Autisms Due to Known Mutations, Triplet Repeat Expansions, or Cytogenenetic Abnormalities Visible
by G Band Karyotyping—cont’d

Gene/ch.

region Prevalence

Percentage of

autistic patients

with the

syndrome

Percentage of

patients with the

syndrome who are

autistic Signs and symptoms

inappropriate effect, variable malformations
(visceromegaly, facial, skeletal, etc.). Onset,
usually (but not always) beyond age 3, qualifies
for DSMIV disintegrative disorder

B NAGLU

C HGSNAT

D GNS

ARX syndrome ARX ? �1 ? X-linked mental retardation with or without
autism, and X-linked infantile spasms for
insertion/missense mutations; X-linked
lissencephaly with agenesis of the corpus
callosum and ambiguous genitalia for
truncating mutations (death due to
neurodevelopmental delay and intractable
seizures)

Ch 2q37 deletion
syndrome

2q37 ? �1 ? Brachymetaphalangism, mental retardation,
autism

Williams–Beuren
syndrome

7q11.23 del 2–5/
100000

�1 ? Elfin face, stenosis of the aorta and other
arteries, short stature, dental malformations,
hypercalcemia, loquaciousness, sociability,
autism (rare), attention deficit, hyperactivity,
anxiety, visuocognitive deficits

Williams–Beuren
region duplication
syndrome

7q11.23 dup ? �1 ? Growth delay, facial and dental dysmorphisms,
autism, mental retardation, developmental
delay, impaired expressive language, seizures

Ch 13 deletion
syndrome

13q ? �1 ? Mental retardation, language impairment,
retinoblastoma, growth retardation, various
malformations (cardiac, craniofacial,
gastrointestinal, renal, limbs and digits)

15Q CHROMOSOMAL SYNDROMES

Angelman
syndrome

Del or
mutation in
maternal
UBE3A

1/10000–
1/12000

�1 42 Facial dysmorphism, developmental delay,
speech impairment, stereotypies, mental
retardation, gait ataxia, ‘happy puppet’ attitude,
hyperactivity with attention deficit, temper
tantrums, frequently microcephaly and seizures

Prader–Willi
syndrome

Del of
paternal
allele at
15q11–q13

1/10000–
1/15000

? 25.3 Developmental delay, short stature, mental
retardation, hyperphagia, obesity, hypotonia,
hypogonadism, obsessive-compulsive behavior

Isodicentric 15q Dup 15q11–
q13,
GABRB3

1/30000
(?)

�1 70 Short stature, diabetes, anal and jejunal atresias,
acanthosis nigrans, severe autism,
developmental delay, mental retardation,
hypotonia, seizures

Hypomelanosis of
Ito

Chr dup/
dels, often
15q11-q13

1/10000 �1 10 Hypopigmented macules, neurological deficits,
variable mental retardation and seizures,
multiple malformations (brain, ocular,
musculoskeletal)

Smith–Magenis
syndrome

17p11.2 del 1/25000 �1 93 Mental retardation, developmental delay, self-
injurious behavior, facial dysmorphisms,
hearing impairment; skeletal, renal, cardiac, and
eye abnormalities
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of microsomy, or less frequently macrosomy, is not un-
usual. In many syndromes, clinical manifestations of au-
tism can be highly heterogeneous, even in the presence
of the same well-characterized mutation or genomic
rearrangement.

34.2.2 Mitochondrial Autisms

Biochemical parameters linked tomitochondrial func-
tion are frequently abnormal in ASD (Giulivi et al., 2010;
Palmieri and Persico, 2010; Rossignol and Frye, 2011).

TABLE 34.3 Syndromic Autisms Due to Known Mutations, Triplet Repeat Expansions, or Cytogenenetic Abnormalities Visible
by G Band Karyotyping—cont’d

Gene/ch.

region Prevalence

Percentage of

autistic patients

with the

syndrome

Percentage of

patients with the

syndrome who are

autistic Signs and symptoms

Potocki–Lupsky
syndrome

17p11.2
dup

? �1 ? Hyperactivity, attention deficit, autism, mental
retardation, developmental delay, short stature,
hypotonia, mild dysmorphism, cardiac and
dental abnormalities

Down syndrome Trisomy of
ch. 21

1/1000 �2.5 �10 Facial dysmorphism, cardiac and intestinal
malformations, variable degree of mental
retardation, severe autism (when present)

Velofaciocardial/
Di George
syndrome

22q11.2 del 1/4000 �1 20–31 Facial dysmorphism, cleft palate, cardiac
malformations, hypoplasia of the thymus,
hypoparathyroidism, autism, mental
retardation, developmental delay, attention
deficit, hyperactivity, psychosis, seizures

Ch 22q11
duplication
syndrome

22q11.2 dup ? �1 ? Facial dysmorphism, velopharyngeal
insufficiency, autism, mental retardation,
developmental delay

Ch 22q13.3 deletion
syndrome

22q13.3 del ? �1 ? Mild dysmorphisms, severe hypotonia, mental
retardation, developmental delay, impaired
language development

?, no data available.

TABLE 34.4 Syndromic Autisms Due to mtDNA Mutations or Rearrangements

References Mutation mtDNA gene Number of patients Signs and symptoms

Graf et al.
(2000)

8363G>A tRNALys Two siblings Brother: autism, behavioral regression, extreme hyperactivity,
lack of attention, mild fine and gross motor dyspraxia

Sister: partial complex seizures, unsteady gait, myoclonus,
swallowing dysfunction, moderate mental retardation

Fillano
et al. (2002)

Large mtDNA deletions Five ASD patients Autism, ataxia, cardiomyopathy

Pons et al.
(2004)

3243A>G tRNALeu(UUR) Two ASD and their two mothers Highly heterogeneous: typically mitochondrial encephalopathy
with lactic acidosis and stroke-like episodes (MELAS), or
maternally inherited progressive external ophthalmoplegia. In
these two patients, autism with developmental delay,
clumsiness, attention deficit, neurologic deterioration in the
presence of fever, microcephaly or macrocephaly

? mtDNA?
genomic
DNA?

One ASD with mtDNA depletion Autism, muscle hypotonia, seizures, myoclonus, and
developmental delay

Weissman
et al. (2008)

3397A>G ND1 subunit
of complex I

25 ASD patients with primary
mit. disorder (3/25 mtDNA
mutation carriers)

Autism, excessive fatigability and/or exercise intolerance,
gastrointestinal dysfunction, cardiovascular abnormalities,
facial dysmorphisms, microcephaly or macrocephaly,
developmental gross motor delays, growth retardation4295A>G tRNAIleu

11984T>C ND4 subunit
of complex I
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As many as 5% of autistic children even satisfy diagnos-
tic criteria for a full-blown mitochondrial disease
(Rossignol and Frye, 2011). Yet, mutations or chromo-
somal rearrangements in mtDNA or nuclear DNA
(nDNA) are detected only in approximately 20% of chil-
dren with ASD and mitochondrial disease (i.e., �1% of
all ASD children), and each mtDNA mutation or chro-
mosomal rearrangement listed in Table 34.4 is detected
in �0.1% of all cases. Hence, mitochondrial dysfunction
appears to be secondary in the vast majority of patients,
that is, downstream of other pathophysiological abnor-
malities such as excessive oxidative stress (Palmieri
and Persico, 2010). Importantly, since mitochondrial
function requires approximately 1500 nuclear genes
and oxidative phosphorylation involves at least 80 pro-
teins, only 13 encoded by mtDNA, mutations, and chro-
mosomal rearrangements should be sought both in
nDNA and in mtDNA (Shadel, 2008; Zeviani and Di
Donato, 2004). Indeed, chromosomal rearrangements,
which could affect mitochondrial functions, include
deletions in 15q11–q13 (cytochrome C oxidase subunit
5A, COX5A), 13q13–q14.1 (mitochondrial ribosomal
protein 31, MRPS31), 4q32–q34.68 (electron-transferring-
flavoprotein dehydrogenase, ETFDH), and 2q37.3 (NA-
DH dehydrogenase ubiquinone 1 alpha subcomplex
10,NDUFA10), as recently reviewedby Smith et al. (2009).

Mitochondrial autism, despite an even more promi-
nent clinical heterogeneity, often displays some peculiar-
ities which should prompt clinicians to request molecular
investigations (Palmieri and Persico, 2010; Rossignol and
Frye, 2011). Its neurological signs and symptoms, such as
oculomotor abnormalities, dysarthria, ptosis, hearing def-
icits, hypertonia, and movement disorders, are generally
atypical for autism. Behavioral regression, especially in
concomitance with fever, is frequently reported by par-
ents (Shoffner et al., 2010; Weissman et al., 2008). Except
in the case of mitochondrial depletion, family history is
generally positive for mitochondrial diseases in the ma-
ternal lineage. At least one biochemical parameter among
several typically assessed to screen for mitochondrial dis-
orders is usually abnormal in children. The incidence of
microcephaly andmicrosomy is unusually high, reaching
approximately 20% of all cases. Neuroanatomical abnor-
malities are relatively frequent, although highly variable
in nature (Nissenkorn et al., 2000; Shoffner et al., 2010;
Weissman et al., 2008). ‘Ragged red fibers,’ characterized
by a segmental proliferation and accumulation of abnor-
mal mitochondria under the sarcolemmal membrane, are
usually visible in muscle biopsies of adults, but in most
affected childrenmuscle tissue histologywill be negative.

34.2.3 Copy Number Variants

The recent advent of microarray-based high-resolution
genome analysis has dramatically increased our abi-
lity to detect genomic deletions and duplications.

CNVs are deletions and duplications of at least 1 kb
in size, undetectable by standard chromosomal banding
and karyotyping techniques. They are, however, dis-
cernible using microarray-based approaches, such
as array-comparative genome hybridization (CGH)
techniques employing either bacterial artificial chromo-
some (BAC) or single nucleotide polymorphism (SNP)
arrays, whereby signal intensity is used to estimate the
number of alleles. Initial genome-wide studies reported
enhanced frequencies of CNVs in autistic patients com-
pared to controls (on average 6–10% vs. 1–3%, respec-
tively). In particular, Jacquemont et al. (2006) found
8 of 29 (27.5%) autistic patients carrying deletions or du-
plications between 1.4 and 16.0 Mb in size, including six
de novo chromosomal rearrangements. Sebat et al. (2007)
found de novo CNVs in 12/118 (10%) autistic children
from simplex families (i.e., families with only one autis-
tic child) and in 2/196 (2%) normal trios. Marshall et al.
(2008) found 27/427 (6.3%) autistic patients carrying de
novo CNVs, which were more common in simplex (4/
56¼7.1%) than in multiplex (1/49¼2.0%) families.
Christian et al. (2008) reported the presence of seven de
novo and 44 inherited CNVs in 397 ASD patients. Collec-
tively, these results were compatible with the existence
of genomic instability in a sizable subgroup of autistic
patients. However, later studies have not replicated
genome-wide differences in CNV frequency between
ASD patients and controls using genomic DNA extrac-
ted from leukocytes or lymphoblastoid cell lines (Bucan
et al., 2009; Glessner et al., 2009; Pinto et al., 2010).
We have recently performed a small-scale study using
genomic DNA extracted from neocortical post-mortem
specimens, finding increased genomic instability in only
one out of ten autistic brains compared to ten matched
controls (Roberto Sacco, Antonio M., Persico, Shawn
Levy, and colleagues, unpublished observation). There-
fore, excessive genomic instability may characterize some
families with autistic patients, but it does not represent a
widespread hallmark of autism either in the CNS or in pe-
ripheral tissues. CNV location may instead play a more
relevant role compared to CNV frequency andmean size.
Rare or even privateCNVs seemingly affect the coding re-
gion of functionally important genes more often among
ASD patients than in controls: disrupted loci belong to
gene families involved in synaptogenesis, cell prolifera-
tion and migration, ubiquitination, and GTPase/Ras sig-
naling (Bucan et al., 2009; Glessner et al., 2009; Pinto et al.,
2010). This conclusion has been further strengthened by
two large data sets that have recently uncovered highly
heterogeneous de novo copy-number variants which col-
lectively affect several hundred loci and presumably ac-
count for 5–8% of cases of simplex forms of ASD (Levy
et al., 2011; Sanders et al., 2011; for comment see Schaaf
and Zoghbi, 2011). Network-based functional analysis
of these rare CNVs confirms the involvement of these loci
in synapse development, axon targeting, and neuron
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motility (Gilman et al., 2011). We shall encounter again
many of these genes in surveying monogenic forms of
autism (Section 34.3).

Most CNVs are unique to any given patient, both in
size and genomic distribution. However, recurrentmicro-
deletion syndromes have also been identified: their chro-
mosomal location and associated clinical features are
listed in Table 34.5 (Fernandez et al., 2010; Kumar et al.,
2008; Liang et al., 2009; Rajcan-Separovic et al., 2007;
Weiss et al., 2008). In general, CNVs can be associated
with a variety of clinical features, including major or
minor malformations, facial dysmorphisms, severe neu-
rological symptoms, full-blown autism, milder autism-
spectrum traits, or even behavioral disorders outside of
the autism spectrum (frequently seen in siblings carrying
the same CNV as their autistic sib). Variable penetrance
and great phenotypic heterogeneity thus characterize
CNV expressivity to the same extent as we have seen
occur in many ‘classical’ syndromic forms listed in
Table 34.3. This is true to the point that it is often difficult
to determine whether in a given patient a CNV is the sole
cause of autism, confers vulnerability to the disease, or
represents a chance finding. Indeed, themajority of CNVs
are inherited from either one of the parents, who may
show some autism spectrum traits, but certainly do not
satisfy criteria for autistic disorder. Also, a sizable per-
centage of population controls carries CNVs, available
in public databases (Iafrate et al., 2004). Finally, many
CNVs found in ASD patients are not autism specific,
but are found also in patients with mental retardation,
schizophrenia, or other psychopathologies.

34.3 NOVEL SYNDROMIC FORMS
OF MONOGENIC AUTISMS

34.3.1 General Description

In recent years, several monogenic forms of autism
have been uncovered (see review by Lintas and
Persico, 2009). Each is present in a small number of pa-
tients (i.e., <1%) and can result from mutations or cyto-
genetic anomalies proved to be absent from large pools
of control chromosomes. These findings have led to the
proposal that most autisms may represent a collection of
syndromes due to rare, if not even, private mutations or
CNVs (Buxbaum, 2009). However, causal mutations and
chromosomal rearrangements should ideally appear de
novo, but they are more often segregating in the family,
which again underscores their variable degree of pene-
trance and heterogeneous expressivity. We shall now re-
view the characteristics and neurobiological bases of the
most important monogenic forms recently discovered,
which are listed in Table 34.6.

34.3.2 Synaptic Genes

Several genes involved in monogenic autisms are
known to play a role in synapse formation, maturation,
and stabilization. This functional role in the esta-
blishment and fine-tuning of neuronal connections is
pathophysiologically appealing, when considering au-
tism as a ‘dysconnection syndrome’ (Courchesne and
Pierce, 2005; Geschwind and Levitt, 2007; Rubenstein

TABLE 34.5 Syndromic Autisms Due to Recurrent CNVs

Ch region Del/Dup Neurodevelopmental signs and symptoms Other signs and symptoms

1q21 Del Autism, attention deficit, hyperactivity, antisocial behavior, anxiety,
epilepsy, mental retardation, developmental delay, depression,
hallucinations, schizophrenia

Minor dysmorphisms, cardiac defects,
cataracts, multiple congenital
malformations

Dup Autism, attention deficit, hyperactivity, epilepsy, mental retardation,
developmental delay, impaired language, learning disability

Minor dysmorphisms, multiple congenital
malformations

2p15–
2p16.1

Del Autism, developmental delay Microsomy, microcephaly, dysmorphic
features

15q13 Del Autism, attention deficit, hyperactivity, aggression, anxiety, epilepsy,
mental retardation, developmental delay, impaired language,
schizophrenia

Minor dysmorphisms, cardiac defects

Dup Autism, anxiety, bipolar disorder, mental retardation, developmental
delay, obsessive-compulsive disorder, language delay

Minor dysmorphisms, hypotonia, obesity,
recurrent ear infections

16p11.2 Del Autism, Asperger syndrome, attention deficit, hyperactivity, dyslexia,
bipolar disorder, anxiety, epilepsy, mental retardation, developmental
delay, language impairment, schizophrenia

Minor dysmorphisms, hypotonia,
multiple congenital malformations

Dup Autism, attention deficit, hyperactivity, anxiety, epilepsy, mental
retardation, developmental delay, obsessive-compulsive disorder
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and Merzenich, 2003). However, there are also issues
raising caution in interpreting autistic signs and symp-
toms asmerely due to reduced synaptogenesis, as briefly
addressed in Section 34.6.

34.3.2.1 The Neuroligin Genes (NLGN3, NLGN4,
and NLGN4Y)

TheNLGN3,NLGN4, and possiblyNLGN4Y genes, lo-
cated in human ch Xq13, Xq22.33, and Yq11.2, respec-
tively, have been found to host mutations seemingly
responsible for behavioral phenotypes, including autism

(Table 34.6). Neuroligin genes encode for cell adhesion
molecules located postsynaptically in glutamatergic
(NLGN1, NLGN3, NLGN4, NLGN4Y) and GABAergic
(NLGN2) synapses (for reviews, see Betancur et al.,
2009; Craig and Kang, 2007; Südhof, 2008). At the extra-
cellular level, postsynaptic neuroligins interact with
presynaptic a- or b-neurexins (see Section 34.3.2.3); at
the intracellular level, neuroligins associate with post-
synaptic scaffolding proteins, such as SHANK3 (see
Section 34.3.2.2). This network of synaptic proteins ap-
pears to play a critical role in synapse generation,

TABLE 34.6 Mutations and Cytogenetic Abnormalities, Either de novo or Segregating, Affecting NLGN, SHANK3, NRXN1, MECP2,
HOXA1, PTEN, and Calcium-Related Genes, their Incidence in Samples of ASD Individuals, and Associated Clinical
Phenotypes

Gene References Mutations/del Incidence Clinical phenotype

NLGN3 Jamain et al. (2003) R451C 1/158 (0.6%) Autism, Asperger’s syndrome

NLGN4 Jamain et al. (2003) D396X 1/158 (0.6%) Autism, Asperger’s syndrome

Laumonnier et al.
(2004)

D429X One family with 13
affected males

Autism, MR, PDD-NOS

Yan et al. (2005) G99S 1/148 (0.7%) Severe autism, MR, language disability

K378R 1/148 (0.7%) Autism

V403M 1/148 (0.7%) PDD-NOS

R704C 1/148 (0.7%) Autism

Lawson-Yuen et al.
(2008)

del exons 4,5,6 One family with one
affected malec

Autism with motor tics

Daoud et al. (2009) �355G>A 1/96 (1.0%) Autism with severe MR

Pampanos et al.
(2009)

K378R 1/169 (0.6%) Mild autism with normal IQ

NLGN4Y Yan et al. (2008a) I679V 1/290 (0.3%) Autism

SHANK3 Durand et al.
(2007)

142 kb del 1/227 (0.4%) Autism with severe language deficits and MR

E409X 1/227 (0.4%) Autism with severe language deficits and MR

800 kb del 1/227 (0.4%) Autism with severe language deficits and MR
(The trisomic brother has Asperger’s syndrome)

Moessner et al.
(2007)

277 kb del, 3.2 Mb
del, 4.36 Mb del

1/400 (0.25%) each,
3/400 (0.75%) total

Autism with severe language deficits and MR

Q321R 1/400 (0.25%) PDD-NOS with regression of spoken words

Gauthier et al.
(2009)

L68P 1/427 (0.23%) PDDNOS with regression of spoken words

c. 2265C þ1delG 1/427 (0.23%) Autism

NRXN1 Feng et al. (2006) S14L 3/264 (1.1%) Autism, MR, seizures, mild facial dysmorphism

T40S 1/264 (0.4%) Autism, MR, mild facial dysmorphism

The Autism
Genome Project
Consortium (2007)

300 kb del at 2p16 2/196 (0.5%) Autism, MR, mild to severe spoken language deficits

Kim et al. (2008) ins(16;2)(q22.1;
p16.1p16.3)f

case report Autism, MR
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TABLE 34.6 Mutations and Cytogenetic Abnormalities, Either de novo or Segregating, Affecting NLGN, SHANK3, NRXN1, MECP2,
HOXA1, PTEN, and Calcium-Related Genes, their Incidence in Samples of ASD Individuals, and Associated Clinical
Phenotypes—cont’d

Gene References Mutations/del Incidence Clinical phenotype

t(1;2)(q31.3;p16.3) case report PDD-NOS, ADHD, conduct disorder, intermittent
explosive disorder

L18Q 1/57þ0/53 (0.9%) Autism (?)

L748I 1/57þ2/53 (2.7%) Autism (?) with incomplete penetrance

Yan et al. (2008a,b) R8P, L13F, c1024 þ1
G>A, T665I, E715K

1/116 (0.9%) each
5/116 (4.3%) total

Autism (?)

Zweier et al. (2009) 180 kb del þ p.
S979X

1/179 (0.6%) Autism, severe MR, lack of spoken language

MECP2 Lam et al. (2000) IVS2þ2delTAAG 1/21F (4.8%) Autism, MR. No regression, epilepsy, or microcephaly

Vourc’h et al.
(2001)

– 0/59 (42M,17F)

Beyer et al. (2002) – 0/202 (154M,48F)

Carney et al. (2003) 1157del41, R294X 2/69F (2.9%) Autism, MR, history of regression. No stereotypies,
epilepsy, or microcephaly

Zappella et al.
(2003)

R133C, R453X 2/19F (4.7%) Preserved speech variant of Rett syndrome

Shibayama et al.
(2004)

c.1638 G>C, c. 6809
T>C, P376R

1/24 (4.1%) each
3/24 (12.5%) total

Autism (?)

Lobo-Menendez
et al. (2004)

– 0/99 (58M,41F)

Li et al. (2005) – 0/65 (49M,16F)

Xi et al. (2007) c.1461 G>A 1/31M (3.2%) Autism (?)

Harvey et al. (2007) – 0/401 (266M,135F)

Coutinho et al.
(2007a,b)

G206A 1/172 (0.6%) (141M,
31F)

Autistic male with severe MR and lack of spoken
language

Twelve 30UTR
variants, c.27-
55G>A,
c.377þ18C>G

1/172 (0.6%) each Autism (?)

HoxA1 Tischfield et al.
(2005) and Bosley
et al. (2007)

c.84 C>G (Y28X) One patient from a
Turkish
consanguineous family

BSAS with variable degrees of horizontal gaze
abnormalities, deafness, focal weakness,
hypoventilation, vascular malformations of the internal
carotid arteries and cardiac outflow tract, MR and autism
(present in 3/9 Saudi Arabian patients)175-176insG Nine patients from 5

Saudi Arabian
consanguineous fam.

PTEN Goffin et al. (2001) Y178X Case report Cowden syndrome with autism and progressive
macrocephaly

Butler et al. (2005) H93R, D252G,
F241S

3/18 (16.6%) all
macrocephalic

Extreme macrocephaly and macrosomy

Boccone et al.
(2006)

I135R 1 (case report) Bannayan–Riley–Ruvalcaba syndrome with reactive
nuclear lymphoid hyperplasia and autism

Buxbaum et al.
(2007)

D326N 1/88 (1.1%) all
macrocephalic

Macrocephaly (þ9.6 SD), polydactily at both feet, autism,
MR, language delay

Orrico et al. (2009) Y176C, N276S 1/40 (2.5%) each, all
macrocephalic

Autism

Continued
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maturation, stabilization, and maintenance (Betancur
et al., 2009; Craig and Kang, 2007; Südhof, 2008). In vitro
assays initially suggested that the interaction between
neuroligins and neurexins may trigger the formation
of functional presynaptic boutons in contacting neurites,
both in neuronal and even in non-neuronal cells (Dean
et al., 2003; Scheiffele et al., 2000). Later studies of triple
knockout mice lacking neuroligins 1, 2, and 3 showed
that their absolute numbers of synapses are unchanged,
whereas synaptic transmission is severely hampered,
leading to respiratory failure and death on the day of
birth (Varoqueaux et al., 2006). These results underscore
the role of neuroligins as critical to synaptic function,
more than to synaptogenesis per se.

Jamain et al. (2003) reported one frameshift (D396X in
NLGN4) and one missense (R451C in NLGN3) mutation
in two unrelated Swedish families, both inherited from
apparently unaffectedmothers. Mousemutants carrying
the human R451C mutation show a mild behavioral
phenotype, described by Tabuchi et al. (2007) and by

Chadman et al. (2008). Reduced ultrasonic vocalizations
in males represent the most consistent behavioral abnor-
mality, followed by impaired social novelty preference
(Tabuchi et al., 2007, but see Chadman et al., 2008). Sur-
prisingly, enhanced spatial learning abilities and in-
creased inhibitory synaptic transmission were also
recorded (Tabuchi et al., 2007). Functional in vitro studies
of the R451C mutation show defective vesicle trafficking
with partial retention of NLGN3 in the endoplasmic re-
ticulum. Reduced synapse induction properties are due
to bluntedNLGN3 delivery to the cell membrane, asmu-
tated NLGN3 retains synaptogenetic properties in
the minority of cells where delivery to the membrane
does occur (Chih et al., 2004; Chubykin et al., 2005;
Comoletti et al., 2004). These abnormalities lead to
reduced glutamate-driven excitation in the neocortex,
while AMPA-driven excitation, NR2B subunit delivery,
and long-term potentiation are all enhanced in the
hippocampus (Etherton et al., 2011a). Instead, the R704C
mutation initially reported by Yan et al. (2005) causes a

TABLE 34.6 Mutations and Cytogenetic Abnormalities, Either de novo or Segregating, Affecting NLGN, SHANK3, NRXN1, MECP2,
HOXA1, PTEN, and Calcium-Related Genes, their Incidence in Samples of ASD Individuals, and Associated Clinical
Phenotypes—cont’d

Gene References Mutations/del Incidence Clinical phenotype

H118P 1/40 (2.5%), all
macrocephalic

Developmental delay without autism

Herman et al.
(2007a) and Varga
et al. (2009)

520insT, R130X,
E157G, L139X, IVS6-
3C>G

5/60 (8.3%) total, 5/27
(18.5%) macrocephalic

Macrocephaly, autism or PDD-NOS, developmental
delay, MR, language delay

EIF4E Neves-Pereira et al.
(2009)

46,XY,t(4,5)(q23;
q31.3)

Case report Autism with regression (loss of spoken words and social
interaction at age 2)

C8-4EBE 2/120 (1.6%) multiplex
families (N¼4 subjects)

Severe autism, language delay

CACNA1C Splawski et al.
(2004)

G406R 13 patients with
Timothy syndrome

Timothy syndrome: lethal arrhythmias, webbing of
fingers and toes, congenital heart disease, immune
deficiency, intermittent hypoglycemia, autism and MR

CACNA1F Hemara-Wahanui
et al. (2005), Hope
et al. (2005)

I745T One pedigree with 3
ASD males out of 10
mutation carriers

5/10 mutation carriers have MR, and 3 of these 5
individuals has MRþautism

CACNA1H Splawski et al.
(2006)

R212C, R902W,
W962C

1/491 (0.2%) each,
3/491 (0.6%) total

Autism (?)

R1871QþA1874V 3/491 (0.6%) Autism (?)

BKCa Laumonnier et al.
(2006)

46,XY, t(9,10)(q23,
q22)

Case report Autism, lack of spoken language

Ala138Val 1/116 (0.9%) Autism

SCN2A Weiss et al. (2003) R1902C 1/229 (0.4%) families Autism (AGRE family AU0247, only in one of two
affected children)

Variants are not listed if also present in control samples.

MR, mental retardation; PDD-NOS, pervasive developmental disorder not otherwise specified; (?), clinical phenotype not described.
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major and selective decrease in AMPA receptor-mediated
synaptic transmission, leaving the number of synapses
unchanged (Etherton et al., 2011b).

Multiple studies collectively confirm the low frequency
of NLGN gene mutations among idiopathic ASD patients
(Table 34.6) (Lintas and Persico, 2009). The clinical phen-
otype of patients carrying NLGN mutations is highly
heterogeneous, ranging from severe autistic disorder to
Asperger’s syndrome (the ‘speech-preserved’ variant of
autism), PDD-NOS (the autism variant satisfying only
some, but not all diagnostic criteria), nonspecific X-linked
mental retardation, specific language impairment, and
Tourette syndrome(Table34.6).Diseaseonsetmaybeslow
and insidious or sudden and regressive (see Section 34.6).
Mutation carriers typically display nodysmorphic feature
and are phenotypically indistinguishable (Lintas and
Persico, 2009).

34.3.2.2 The SH3 and Multiple Ankyrin Repeat
Domains 3 Gene (SHANK3)

The SHANK3 gene, located in chromosome 22q13.3,
encodes for a scaffolding protein found in the postsynap-
tic density complex of excitatory synapses, where it
binds to neuroligins and to actin, affecting actin poly-
merization, growth cone motility, dendritic spine mor-
phology, and synaptic transmission (Durand et al.,
2011). Several recent studies have described rare muta-
tions or small cytogenetic rearrangements affecting
SHANK3 in patients with an autistic phenotype mainly
characterized by severe expressive language impair-
ment (Table 34.6). Similarly, 13 patients carrying dele-
tions of the terminal 22q13 region encompassing or
breaking the SHANK3 locus all share mental retardation
and severe delay in or absence of expressive speech
(Dhar et al., 2010). As for neuroligins, also SHANK3mu-
tations or deletions/duplications represent rare events,
affecting only 9/1054 (0.85%) ASD individuals (see
Table 34.6). No evidence of association was found in
large samples (Qin et al., 2009; Sykes et al., 2009), dem-
onstrating that the SHANK3 gene hosts rare variants,
but not common variants. With the possible exception
of language impairment, mutations and cytogenetic ab-
normalities affecting SHANK3 display highly variable
phenotypic expression: (a) they are most often inherited
from parents described as either healthy or epileptic; (b)
in some families, they are present also in unaffected sib-
lings of the autistic proband; (c) two de novo mutations,
R536W and R1117X, different from those found in
ASD patients, were detected in patients with borderline
or moderate mental retardation and either schizoaffec-
tive disorder, attention-deficit/hyperactivity disorder
(ADHD), or schizophrenia/atypical chronic psychosis
(Gauthier et al., 2010). Importantly, autistic individuals
carrying inherited 22q13 deletions involving SHANK3
(800 kb in Durand et al. (2007) and 3.2 Mb at 22q13

in Moessner et al. (2007)) due to a paternal balanced
translocation have siblings with partial 22q13 trisomy
diagnosed with Asperger syndrome, showing early lan-
guage development and ADHD. Hence, a physiological
window for SHANK3may be functionally crucial to cog-
nitive development in humans.

34.3.2.3 The Neurexin 1 Gene (NRXN1)

Presynaptic neurexins are able to induce postsynaptic
differentiation by interacting with postsynaptic neuroli-
gins (Betancur et al., 2009; Craig and Kang, 2007; Südhof,
2008). In addition, a neurexins are involved in neuro-
transmitter release, as they link calcium (Ca2þ) channels
to synaptic vesicle exocytosis (Missler et al., 2003; Zhang
et al., 2005). The three neurexin genes (NRXN1, NRXN2,
and NRXN3, located on human ch 2p16.3, 11q13, and
14q24.3–q31.1, respectively) have two independent pro-
moters, yielding long and short mRNAs which encode
for a and b neurexins, respectively (Ichtchenko et al.,
1995). Several studies have reported rare sequence vari-
ants or CNVs affecting theNRXN1 locus, as summarized
in Table 34.6. However, an exact definition of NRXN1
roles in autism is complicated by an extreme interindivi-
dual variability in genotype–phenotype correlations. An
initialNRXN1b screening conducted by Feng et al. (2006)
identified two heterozygous missense mutations (S14L
and T40S) present in 4/264 (1.5%) ASD patients and
not in 729 controls (Table 34.6). These ‘mutations’ are ac-
tually rare segregating polymorphisms found also in
first-degree relatives, who clinically range from appar-
ently normal behavior to hyperactivity, depression,
and/or learning problems. Similarly, one of two chro-
mosomal rearrangements affecting the NRXN1 gene
was also shown to be paternally inherited in one patient
(Kim et al., 2008). In another study, a de novo heterozy-
gous 300 kb deletion in the coding exons of the NRXN1
gene was found in two autistic sisters (Autism Genome
Project Consortium, 2007); interestingly, one girl was
reported to be nonverbal, whereas the other only had
mild language regression. CNVs disrupting the NRXN1
coding sequence can result in schizophrenia and not in
ASD (Kirov et al., 2009; Rujescu et al., 2009). This pheno-
typic variability is further underscored by a large retro-
spective study involving 3540 individuals, identifying in
12of themexonicNRXN1microdeletionscausingveryhet-
erogeneous clinical phenotypes includingASD,mental re-
tardation, language delay, and muscle hypotonia to a
variable degree (Ching et al., 2010). Finally, a recent study
byZweier et al. (2009) concerning agirlwith severemental
retardation and autism demonstrated the inheritance in
compound heterozygosity of a 180 kb deletion from her
unaffected mother and a stop mutation in exon 15 from
her healthy father. These genetic abnormalities are pre-
dicted to deprive this patient of the longer alpha NRXN1
isoform,whose lackcannotbe functionally complemented
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by the shorter beta isoform, leading to significantly
decreased numbers of synapses both in alpha NRXN1
knockout mice and in Drosophila (Etherton et al., 2009;
Li et al., 2007a; Zeng et al., 2007). In Section 34.6, we shall
return tocompoundheterozygosityasaviablemechanism
able to explain the complexities of rare variant contri-
butions to autism pathogenesis in some families.

34.3.3 Chromatin Architecture Genes

Rett syndrome is a peculiar PDD initially described by
the Austrian pediatrician Andreas Rett in 1966. This
severe neurodevelopmental disorder is characterized
by regression, autism, microcephaly, stereotyped behav-
iors, epilepsy, and breathing problems (Chahrour
and Zoghbi, 2007; Rett, 1966). The discovery that ap-
proximately 80% of females with Rett syndrome carry
de novo mutations in the methyl-CpG-binding protein 2
(MeCP2) gene, which plays a critical role in determining
chromatin structure by modulating DNA methylation
(Amir et al., 1999), spurred great interest in the role of
this gene in other PDDs and more broadly in the role
of epigenetic mechanisms in autism.

34.3.3.1 The Methyl-CpG-Binding Protein 2 Gene

The methyl-CpG-binding protein 2 (MeCP2) binds to
methylated CpGdinucleotides, recruiting histone deace-
tylase 1 (HDAC1) and other proteins involved in chro-
matin repression at specific gene promoters. It thus
acts as a transcriptional repressor (Chahrour and
Zoghbi, 2007), not only during development but
throughout adult life (McGraw et al., 2011). De novomu-
tations of theMECP2 gene located on chromosome Xq28,
in addition to classical Rett syndrome, can also result
in asymptomatic phenotypes, mild mental retardation,
and verbal Rett variants, depending upon the specific
mutation, the genetic background of the patient, and
the X-inactivation pattern, which is highly skewed in
the presence of mutations affecting X-linked genes, such
as NLGN3 and MECP2, albeit not being skewed in ASD
families altogether (Gong et al., 2008). Instead, MECP2
mutations are generally lethal in males (Amir et al.,
1999; Chahrour and Zoghbi, 2007).

Several groups have screened the MECP2 gene for
mutations in nonsyndromic ASD patients, finding posi-
tives in 5 of the 397 females (1.3%) and none of the 741
males assessed to date (Lintas and Persico, 2009)
(Table 34.6). Three de novo MECP2 mutations have been
found in two out of eleven studies assessing female ASD
patients: the IVS2þ2delTAAG splice variant in intron 2,
the frameshift mutation 1157del41, and the nonsense
mutation R294X (Carney et al., 2003; Lam et al., 2000).
Two additional de novo mutations, R133C and R453X,
were identified in two autism-spectrum girls fulfilling

criteria for the ‘preserved speech’ variant of Rett syn-
drome (Zappella et al., 2003). A few other missense,
intronic, or 30-UTR variants listed in Table 34.6 either
are inherited from one of the parents, or it is not specified
whether they are inherited or occurring de novo. Impor-
tantly, young girls carrying MECP2 mutations appear
autistic and mentally retarded, but display none of the
symptoms typical of Rett syndrome (epilepsy, micro-
cephaly, stereotypies, and breathing problems). Also, re-
gression is not consistently reported by parents (Carney
et al., 2003). Signs and symptoms more typical of Rett
syndrome may appear when they grow older (Young
et al., 2008). There is thus a rationale for MECP2 gene
screenings in female autistic patients and for follow-up
programs to monitor these patients clinically over time
(Lintas and Persico, 2009).

34.3.4 Morphogenetic and Growth-Regulating
Genes

Many syndromic patients display facial dysmorph-
isms, minor or major malformations, microcephaly or
macrocephaly either in isolation or as part of a broader
microsomy or macrosomy, respectively (Tables 34.3
and 34.5). Also, idiopathic autistic children sometimes
displayminor facial dysmorphisms,which are beginning
to be characterized using standardized or even auto-
mated methods for consistency (Hammond et al., 2004,
2008;Miles et al., 2008; Tripi et al., 2008). In addition, head
andbodygrowth rates areoften abnormal.Macrocephaly
has been consistently found in approximately 20% of
autistic patients (Fombonne et al., 1999; Lainhart et al.,
1997; Miles et al., 2000; Sacco et al., 2007a; Stevenson
et al., 1997; Woodhouse et al., 1996). Head circumference
in these ASD patients is typically normal at birth, and an
overgrowth seemingly develops over the first few years
of life (Courchesne et al., 2007). This macrocephaly
is part of a broader macrosomy in most, though not
all, patients (Bigler et al., 2010; Dissanayake et al., 2006;
Lainhart et al., 2006; Sacco et al., 2007a).On the contrary, a
small subset of idiopathic autistic patients is instead
microcephalic and usually also microsomic (see
Figures 1 and 2 in Sacco et al., 2007a).

34.3.4.1 The Homeobox A1 Gene (HOXA1)

HOXA1 is a homeobox gene located on chromosome
7p15.3. It is critically involved in the development of
head and neck structures directly or indirectly derived
from the distal part of rhombomere 4 and from rhombo-
mere 5 during embryogenesis (Chisaka et al., 1992; Mark
et al., 1993; Rossell and Capecchi, 1999): these include
brainstem, cerebellum, several cranial nerves, medium
and internal ear, and occipital and hyoid bones. Both
common and rare HOXA1 gene variants have been
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sought. The common A218G polymorphism exerts a siz-
able effect on head growth rates both in autistic and in
typically developing children, with the G allele yielding
faster head growth and smaller cerebellar volumes
(Canu et al., 2009; Conciatori et al., 2004; Muscarella
et al., 2007, 2010). This measurable effect on the growth
of regions known to be involved in autism, such as the
cerebellum (Courchesne, 1997), is intriguing, despite
the nonreplication of an initial report suggesting that this
common HOXA1 variant could possibly contribute to
autism (Ingram et al., 2000b; but see Gallagher et al.,
2004; Li et al., 2002; Romano et al., 2003; Sen et al.,
2007; Talebizadeh et al., 2002). The G allele leads to the
substitution of the second of ten contiguous histidines
by an arginine (His73Arg). This stretch of ten histidines
underlies protein–protein interactions, which could be
modulated by this gene variant, although direct experi-
mental evidence is still lacking.

In reference to rareHOXA1 gene variants possibly caus-
ing autism, the study of five consaguineous families from
Saudi Arabia and of one from Turkey disclosed homozy-
gous stop codon mutations in ten affected individuals
(Bosleyetal., 2007;Tischfieldetal., 2005).Twodifferentmu-
tationswere identified: a c.84C>Gmutation,which results
in the introductionofastopcodon (Y28X) in theTurkishpa-
tient, anda175–176insG,whichcausesareading frameshift
and a premature protein truncation in nine Saudi Arabian
patients (Bosley et al., 2007;Tischfieldet al., 2005).Mutation
carriers show some phenotypic similarities, including hor-
izontal gazeabnormalities, deafness, focalweakness, hypo-
ventilation, vascular malformations of the internal carotid
arteries and cardiac outflow tract, mental retardation, and
autism: this set of clinical symptoms and malformations
was named Bosley–Salih–Alorainy syndrome (BSAS)
(Bosley et al., 2007). Importantly, all signs and symptoms
(even vascular malformations) display a significant degree
of interindividual variability in both presence and severity,
with developmental delay and autism reported only in a
subset of patients (see Section 34.6).Many signs and symp-
toms of BSASoverlapwith those present in theAthabascan
brainstemdysgenesis syndrome found inNativeAmerican
children carrying adistinctHOXA1R26Xmutation (Bosley
et al., 2008). Since these causalmutations are recessive, sim-
ilar phenotypes should be sought only in areas where in-
breeding is substantial. In other geographical areas,
oligogenic heterozygosity also involving rare HOXA1
variants may play a role in idiopathic autism (Schaaf
et al., 2011).

34.3.4.2 The Phosphatease and Tensin Homolog
Gene (PTEN)

PTEN is a tumor suppressor gene located on human
chromosome 10q23, which favors cell-cycle arrest in G1
andapoptosis. In conjunctionwithother tumor-suppressor

genes, such as TSC1, TSC2, and NF1, it balances the stim-
ulation physiologically exerted on cell proliferation and
body growth by nutrient availability (sugars and pro-
teins), insulin release, and pro-inflammatory cytokines,
through the ERK/PI3K/mTOR pathway (Figure 34.1)
(Ma and Blenis, 2009). Mutations inactivating these
tumor-suppressor genes cause diseases often associated
with syndromic autisms (see Table 34.3). PTEN knockout
mice indeed display macrosomy, macrocephaly, CNS
overgrowth with thickening of the neocortex and
cytoarchitectonic abnormalities in the hippocampus, ex-
cessive dendritic and axonal growth, and increased num-
bers of synapses (Kwon et al., 2006). Furthermore,
in humans, germline mutations resulting in PTEN hap-
loinsufficiency facilitate cell-cycle progression and onco-
genesis, leading to macrocephaly/macrosomy and to
cancer development, respectively (Eng, 2003). Germline
PTEN mutations have been documented in the vast ma-
jority of patients diagnosed with Cowden syndrome,
which carries enhanced risk for breast, endometrial,
and thyroid cancers (Eng, 2003). Also, individuals suffer-
ing from other related hamartoma disorders, such as
Bannayan–Riley–Ruvalcaba syndrome, Proteus syn-
drome, and Proteus-like syndromes, display germline
PTEN mutations in 60%, 20%, and 50% of cases, respec-
tively (Eng, 2003). Interestingly, genetic syndromes due
to PTEN germline haploinsufficiency are also frequently
associated with autism or mental retardation, as initially
reported by Goffin et al. (2001) (e.g., see Boccone et al.,
2006). Instead, several missense mutations affecting
evolutionarily conserved amino acid residues have been
detected in macrocephalic individuals affected by
idiopathic autism (Table 34.6). ASD patients carrying
PTEN mutations are invariably characterized by severe
to extreme macrocephaly (i.e., cranial circumference
>97th percentile or þ2 SD, but most PTEN mutation car-
riers typically display �þ3 SD). In some cases, the over-
growth starts prenatally, whereas other PTEN mutation
carriers display a normal head circumference at birth
and macrocephaly develops only postnatally, as gener-
ally occurs in macrocephalic autistic children
(Courchesne et al., 2007). In addition, the majority of
macrocephalic autistic patients are actually macrosomic,
underscoring a systemic disruption of body growth con-
trol mechanisms (Sacco et al., 2007a). Although all muta-
tion carriers share macrocephaly as a unifying feature,
behavioral phenotypes can again differ significantly
between patients, and some mutations are inherited from
apparently normal fathers (Varga et al., 2009). The inci-
dence of PTEN de novo mutations can be estimated at
4.7% (6/126) among macrocephalic/macrosomic ASD
patients, who in turn are approximately 20% of all
ASD patients (Lintas and Persico, 2009). The
percentage of PTEN mutation carriers may be even
higher in selected clinical populations (Butler et al.,
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2005; Varga et al., 2009). This high genetic yield and the
predisposition toward malignancies underscore the im-
portance of screening for PTEN mutations in macroce-
phalic/macrosomic autistic children (Herman et al.,
2007a,b; Lintas and Persico, 2009; McBride et al., 2010;
Schaefer and Mendelson, 2008; Varga et al., 2009).

34.3.4.3 The Eukaryotic Translation Initiation
Factor 4E Gene (EIF4E)

The EIF4E gene, located on human chromosome
4q21–q25, encodes the rate-limiting component of eu-
karyotic translation initiation and the downstream effec-
tor in the mTOR pathway (Figure 34.1). Recently, a
balanced translocation disrupting the EIF4E locus was
found in an autistic boy with loss of initial language
and social interactions at 2 years of age (Neves-Pereira
et al., 2009) (Table 34.6). In the same study, both affected
children of 2/120 multiplex families were found to in-
herit a C insertion from an apparently unaffected father,
extending to eight a stretch of seven cytosines located in
the basal promoter element of the EIF4E gene (4-EBE)
(Neves-Pereira et al., 2009). The C8-4EBE allele seem-
ingly binds with much higher affinity an abundant nu-
clear protein (probably hnRNPK), resulting in a twofold
increase in gene expression compared to the C7-4EBE
allele (Neves-Pereira et al., 2009). Interestingly, despite
carrying the same paternally inherited C8-4EBE allele,
only one of these four autistic children underwent

behavioral regression, as had occurred to the proband car-
rying the de novo translocation (Neves-Pereira et al., 2009).

34.3.5 Calcium-Related Genes

Many lines of evidence indicate that excessive Ca2þ

signaling is pivotal in the pathophysiological processes
leading to autism, as reviewed by Krey and Dolmetsch
(2007). Excessive intracellular Ca2þ spikes can modulate
the aspartate/glutamate mitochondrial carrier AGC1,
leading to abnormal energy metabolism and enhanced
oxidative stress (for review, see Palmieri and Persico,
2010). Rare gain-of-function mutations causing autism or
multisystem disorders encompassing autistic behaviors
have been detected in genes encoding ion channels either
directly conducting Ca2þ or indirectly prolonging the
opening time of voltage-gated Ca2þ channels.

34.3.5.1 The Ion Channel-encoding Genes
CACNA1C, CACNA1F, CACNA1H, BKCa,
and SCN2A

Gain-of-function mutations in the gene encoding
for the L-type voltage-gated Ca2þ channel Cav1.2
(CACNA1C) cause Timothy syndrome, a multisystem
disorder characterized by lethal arrhythmias, webbing
of fingers and toes, congenital heart disease, immune de-
ficiency, intermittent hypoglycemia, autism, and mental
retardation (Splawski et al., 2004). Similarly, mutations
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in the L-type voltage-gated Ca2þ channel Cav1.4
(CACNA1F) cause an incomplete form of X-linked con-
genital stationary night blindness (CSNB2), frequently
accompanied by cognitive impairment and autism or
epilepsy, but only with gain-of-function and never
with loss-of-function CACNA1F mutations (Hemara-
Wahanui et al., 2005; Hope et al., 2005). Surprisingly,
CACNA1F is not expressed in the CNS, except for the pi-
neal gland (Hemara-Wahanui et al., 2005). In general,
these gain-of-function mutations reduce or block
voltage-dependent channel inactivation, resulting in
excessive Ca2þ influx (Hemara-Wahanui et al., 2005;
Splawski et al., 2004). Also, mutations and chromosomal
abnormalities indirectly boosting cytosolic Ca2þ levels or
amplifying intracellular Ca2þ signaling by hampering
Ca2þ-activated negative feedback mechanisms have
been found associated with autism. An autistic boy
was found to carry a balanced translocation disrupting
one copy of theKCNMA1 gene, which encodes the a sub-
unit of the large conductance Ca2þ-activated Kþ (BKCa)
channel: the inactivation of one copy of this gene results
in amore depolarized restingmembrane potential and in
a relatively less efficient control of neuronal excitability
(Laumonnier et al., 2006). The R1902C variant located in
the SCN2A gene decreases the affinity of this voltage-
gated sodium channel for Ca2þ-bound calmodulin,
which would stabilize the inactivation gate and mini-
mize sustained channel activity during depolarization
(Kim et al., 2004; Weiss et al., 2003). The situation is less
clear with mutations affecting the CACNA1H gene,
which encodes for the T-type voltage-gated Ca2þ chan-
nel Cav3.2 (Splawski et al., 2006). These mutations are
found in ASD families and not in controls, but do not
fully segregate with an autistic phenotype; furthermore,
mutant channels require greater depolarizations to acti-
vate conductance and overall conduct substantially less
than wild-type channels (Splawski et al., 2006). How-
ever, in the case of these autism-predisposingmutations,
more depolarized potentials are also necessary to pro-
duce channel inactivation, indicating that longer-lasting
calcium influx will be generated by small perturbations
from the resting membrane potential (Splawski et al.,
2006). Therefore, studies of patients carrying mutations
in calcium-related genes collectively support excessive
Ca2þ signaling as a critical player in the pathophysiolog-
ical processes leading to autism.

34.4 NONSYNDROMIC AUTISMS: THE
ROLE OF COMMON VARIANTS

34.4.1 General Description

Functional polymorphisms widely distributed in the
general population can indeed confer vulnerability or pro-
tection in complex disorders, such as autism. Conceivably,

a host of unfavorable common variants could even cause
a disease phenotype, either directly or by lowering
the sensitivity threshold to widespread environmental
agents. Common genetic variants are typically sought
by applying a candidate gene or, more recently, a
genome-wide association approach. Although several
common variants have been found associated with au-
tism, as reviewed in detail elsewhere (Abrahams and
Geschwind, 2008; Freitag, 2007; Muhle et al., 2004;
Persico and Bourgeron, 2006), the evidence from indepen-
dent replications and from functional studies is not
equally strong for all of them (see Tables 2 and 4 in
Abrahams and Geschwind, 2008). We shall now briefly
summarize the results and pathophysiological bases con-
cerning some of the most consistently replicated genes.

34.4.2 Reelin (RELN)

The RELN gene encodes for reelin, a critical stop sig-
nal for migrating neurons in several CNS districts,
including the neocortex, the cerebellum, and the hind-
brain (Herz and Chen, 2006; Rice and Curran, 2001).
RELN maps to human chromosome 7q22, in a region
linked with autism in several studies (Muhle et al.,
2004; Persico and Bourgeron, 2006). Reelin acts by bind-
ing to a variety of receptors, including the VLDL recep-
tors, APOE-R2, and a3b1 integrins, and by exerting a
proteolytic activity on extracellular matrix proteins
(D’Arcangelo et al., 1999; Hiesberger et al., 1999;
Quattrocchi et al., 2002). Reeler mice lack reelin protein
due to spontaneous deletions of the RELN gene
(D’Arcangelo et al., 1995). Their brains display major
cytoarchitectonic abnormalities (Goffinet, 1984), the
distribution of which largely overlaps with regions of
altered neuronal migration in autistic brains, as
reviewed by Persico and Bourgeron (2006). Importantly,
post-mortem studies have documented reductions in
RELN and DAB1 gene expression, as well as elevations
in VLDLR mRNA, in the cerebral and cerebellar cortex
of autistic individuals compared to controls (Fatemi
et al., 2005; Lintas and Persico, 2010). Similar reductions
have been found in vivo when measuring reelin plasma
levels in ASD patients compared to controls (Fatemi
et al., 2002; Lugli et al., 2003).

RELN gene mutations resulting in a lack of reelin
protein yield the Norman–Roberts syndrome, a severe
autosomal recessive disease characterized by lissence-
phaly and cerebellar hypoplasia, with severe mental re-
tardation, abnormal neuromuscular connectivity, and
congenital lymphoedema (Hong et al., 2000). RELN
gene variants with a less dramatic functional impact
have been found to confer liability to neuropsychiatric
disorders, such as autism and schizophrenia (for re-
view, see Lintas and Persico, 2008). Genetic association
studies on RELN gene variants and autism are listed
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in Table 34.7. A polymorphic GGC repeat located im-
mediately 50 of the AUG translation initiation codon
and ranging from 4 to 23 repeats in our sample
(Persico et al., 2001, 2006) has been found associated
with autism in several, though not all, studies. In partic-
ular, ‘long’ GGC alleles (i.e., >10 GGC repeats) were
shown to decrease RELN gene expression in neuronal
(SN56 and N2A) and non-neuronal (CHO) cell lines
(Persico et al., 2006). These alleles are present in approx-
imately 20% of autistic individuals, compared with 10%
of population controls. Other studies have pointed to-
ward more 30 regions of this large gene as possibly host-
ing functional variants. Some studies reporting no
association with the GGC triplet repeat have nonethe-
less found rare variants of potential interest (Bonora
et al., 2003). RELN variants different from those in-
volved in autism may possibly contribute to schizo-
phrenia: the GGC variant does not seem to confer

vulnerability to schizophrenia, which has instead been
found to be associated with SNP rs7341475 located in
intron 4 (Shifman et al., 2008). However, this SNP does
not appear to influence brain structure, working mem-
ory, or RELN gene expression, so the functional corre-
lates of this association remain unclear (Tost et al.,
2010). Gene–gene interactions with other schizophrenia
liability genes (Hall et al., 2007) and epigenetic control
of RELN gene expression (Grayson et al., 2006; Lintas
and Persico, 2010) may perhaps play more prominent
roles than single functional variants in conferring vul-
nerability to schizophrenia, especially after puberty.

Possible gene–gene and gene–environment interac-
tions involving RELN have been previously presented,
especially in reference to PON1 gene polymorphisms
and prenatal exposure to organophosphate pestici-
des (see Section 34.4 and Persico and Bourgeron, 2006).
Briefly, reelin’s proteolytic activity, crucial for

TABLE 34.7 Genetic Association Studies on RELN Gene Variants and Autism

References Polymorphisms

Experimental

design Race and ethnicity Outcome

Persico et al.
(2001)

50UTR: GGC repeat
Intron 5: rs607755
Exon 50: rs2229864

Case–control
Family-based

Italians; U.S.-
Caucasians

Association with GGC repeat
and with haplotypes formed by
GGCþ rs607755þ rs2229864

Zhang et al.
(2002)

50UTR: GGC repeat Case–control
Family-based

Not specified
(families from
Canada and AGRE)

Association with GGC repeat

Krebs et al.
(2002)

50UTR: GGC repeat Family-based Mostly (94%) EU-
Caucasians

No association with GGC repeat

Bonora et al.
(2003)

50UTR: GGC repeat intron 5: rs607755 exon 22:
rs362691 intron 31: rs362726 exon 50: rs2229864

Family-based EU-Caucasians:
IMGSAC and
German families

No associationwith any common
variant; rare missense variants
are present (see Table 34.1)

Li et al.
(2004)

50UTR: GGC repeat Family-based Not specified No association with GGC repeat

Devlin et al.
(2004)

50UTR: GGC repeat Family-based Not specified (NIH
CPEA families)

No association with GGC repeat

Skaar et al.
(2005)

50UTR: GGC repeat Intron 5: rs607755 exon 44:
rs2075043 exon 45: rs362746 exon 50: rs2229864
intron 59: rs736707

Family-based U.S.-Caucasians from
Duke Univ., AGRE,
and Tufts University

Associationwith GGC triplet and
with specific haplotypes

Serajee et al.
(2006)

Exon 22: rs362691a intron 59: rs736707a Family-based U.S.-Caucasians from
AGRE

Association with rs362691 and
rs736707

Dutta et al.
(2007), Dutta
et al. (2008)

50UTR: GGC repeat intron 5: rs607755 intron 12:
rs727531 exon 15: rs2072403 intron 15: rs2072402
exon 22: rs362691 intron 41: rs362719 exon 50:
rs2229864 intron 59: rs736707

Case–control
Family-based

Indian from West
Bengal and Assam

No associationwith any common
variant; possible paternal
transmission of GGC 10-repeat
allele

Li et al.
(2008)

Intron 59: rs736707b Case–control Eastern China Association with rs736707

Kelemenova
et al. (2010)

50UTR: GGC repeat Case–control Slovaks Association with GGC triplet

aOnly the two SNPs found associated with autism are listed here, out of 34 SNPs assessed.
bOnly one SNP found associated with autism is listed here, out of 12 SNPs assessed.
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neuronal migration, is inhibited by organophosphates
(Quattrocchi et al., 2002). Furthermore, the PON1 gene,
encoding for the organophosphate-detoxifying enzyme
present in human serum, is also associated with autism
and provides evidence of gene–gene interactions with
RELN alleles (D’Amelio et al., 2005). We thus proposed
a gene–gene–environment interaction model, whereby
individuals carrying genetic or epigenetic variants
resulting in reduced RELN gene expression and in less
active paraoxonase isoforms, if exposed prenatally to or-
ganophosphates during critical periods in neurodeve-
lopment, will more likely suffer from altered neuronal
migration resulting in autistic disorder (Persico and
Bourgeron, 2006). We have recently measured two dif-
ferent PON1 enzymatic activities in the serum of 174
ASD patients, 144 controls, and 175 first-degree relatives
finding significant reductions in arylesterase, but not
in diazoxonase activity, primarily due to a functional
inhibition of this enzymatic activity and not due to quan-
titative decreases in PON1 protein levels (Gaita et al.,
2010). These results were unexpected, because diazoxon
is one of the most widespread organophosphates in the
United States, whereas decreases in arylesterase activity
have so far been recorded in the presence of enhanced
oxidative stress and/or immune activation, as during
viral hepatitis C (Ferré et al., 2005; Kilic et al., 2005), in-
fluenza (van Lenten et al., 2001), and HIV infections
(Parra et al., 2007). Recent neuroanatomical, gene expres-
sion, and brain imaging studies strongly support an ab-
normal activation of the immune system in autism (see
Sections 34.4.5.3 and 34.6). Within this framework,
RELN–PON1 interactions may be better explained by a
joint modulation of inflammatory processes, especially
monocyte recruitment and migration into the CNS
(Ahmed et al., 2003; Cameron and Landreth, 2010;
Gaita et al., 2010; van Lenten et al., 2002).

34.4.3 The MET Protooncogene

The MET receptor tyrosine kinase, encoded by the
MET protooncogene located in human ch 7q31, plays
an important role in modulating cell proliferation and
migration, as reviewed by Levitt et al. (2004) and by
Levitt and Campbell (2009). Briefly, the MET receptor
binds hepatocyte growth factor (HGF), which is trans-
lated as an inactive precursor and activated by proteolytic
cleavage to yield the MET receptor ligand: this cleavage
is achieved by the protease plasminogen activator,
urokinase-type (uPA), when uPA binds to its receptor,
the urokinase plasminogen activator receptor (uPAR)
(see Figure 3 in Levitt et al., 2004). The cleavage-mediated
activation of HGF can instead be suppressed by the plas-
minogen activator inhibitor-1 (PAI-1).MET gene variants
have been found to be associated with autism in four

independent studies involving at least seven distinct fam-
ily samples (Campbell et al., 2006, 2008; Jackson et al.,
2009; Sousa et al., 2009). TheMET gene variant conferring
autism vulnerability in the initial study was the C allele
at rs1858830, located in the MET gene promoter
(Campbell et al., 2006). This allele dramatically reduces
the binding of transcription factors SP1 and PC4, thereby
decreasingMET transcription assessed in neuronal (SN56
and N2A) and non-neuronal (HEK) cell lines using
luciferase-expressing reporter constructs (Campbell
et al., 2006). The association between autism and the C al-
lele at rs1858830 was replicated by the same group in an
independent sample (Campbell et al., 2008), whereas a
study from the IMGSAC Consortium found autism asso-
ciated with SNP rs38845, located in intron 1 of the MET
gene (Sousa et al., 2009). A fourth study, employing only
case–control contrasts, confirmed an association with the
C allele at rs1858830 in a South Carolina, and not in an
Italian cohort (but the latter was deeply underpowered:
South Carolina sample¼174 ASD patients vs. 369 con-
trols; Italian sample¼65 ASD patients vs. 126 controls)
(Jackson et al., 2009).

Analyses of postmortem tissue from the superior
temporal gyrus (Brodmann area 41/42) confirmed an
approximate twofold decrease in MET transcript and
protein expression in ASD patients compared to
matched controls (Campbell et al., 2007). Moreover, sig-
nificantly lower MET protein levels were found among
controls carrying the C/C, as compared to the G/G ge-
notype at rs1858830 (Campbell et al., 2007). The same tis-
sues unveiled increased expression of the HGF, PLAUR,
and SERPINE1 genes, which encode forHGF, uPAR, and
PAI-1, respectively (Campbell et al., 2007). Conceivably,
decreased MET gene expression at the neocortical
level triggers compensatory increases in the expression
of other molecules belonging to the same pathway,
such as HGF, PLAUR, and SERPINE1. The latter two
genes apparently also host common genetic variants in-
dependently contributing to autism vulnerability: a SER-
PINE1 haplotype and the PLAUR promoter T allele at
rs344781 are both associated with autism (Campbell
et al., 2008). Significant gene–gene interactions have also
been shown forMET and PLAUR (Campbell et al., 2008).

The functional correlates of this genetic predisposi-
tion are perhaps more interesting than its behavioral
correlates, which appear rather nonspecific (Campbell
et al., 2010). The MET/HGF pathway is known to play
an important role in the developing CNS, in the immune
system, and in gastrointestinal repair, all strongly linked
to the pathophysiology of autism. Blunted MET/HGF
signaling negatively affects interneuron migration from
the ganglionic eminence into the cerebral cortex and
granule cell proliferation in the cerebellum (Ieraci
et al., 2002; Levitt et al., 2004): reduced numbers of neo-
cortical GABAergic interneurons and a reduction in
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cerebellar size, especially in the vermis, may be particu-
larly relevant to the elevated comorbidity between au-
tism and epilepsy, as well as to brain imaging findings
of reduced cerebellar vermis size in ASD patients
(Courchesne, 1997). The same also occurs in zebrafish,
where MET is critically involved in cerebellar develop-
ment and, interestingly, in the migration of cells forming
the facial motor nucleus (Elsen et al., 2009; also see
Section 34.4.2, Rodier et al. (1996), and Rodier (2002)).
In the mouse, MET expression is especially pronounced
in cortical projection neurons between P7 and P14, when
long-range cortical connections are wired through neu-
ronal sprouting and active synaptogenesis (Judson
et al., 2009). Emx1-Cre-driven deletion of MET in dorsal
pallially derived forebrain neurons affects dendritic de-
velopment both in pyramidal cells (decreased apical and
increased basal dendritic harbor length) and in medium
spiny neurons (increased dendritic harbor length), the
latter postsynaptic to MET-expressing corticostriatal af-
ferents during development. The number of dendritic
spines is unchanged, but spine head volume is signifi-
cantly enlarged (Judson et al., 2010). These same animals
show a twofold stronger connectivity between cortical
layers 2/3 and corticostriatal, but not corticopontine,
layer 5 pyramidal neurons (Qiu et al., 2011). Although
human genetic variants modulate MET gene expression
to a moderate extent, compared to these experimental
manipulations, these studies clearly implicate excessive
local and decreased long-range connectivity at the neo-
cortical level as the most likely mechanism underlying
the ASD risk conferred by MET gene alleles.

Additional evidence converging on the MET/HGF
pathway also comes from Plaur-deficient mice, which
show disrupted forebrain interneuron development, in-
creased susceptibility to seizures, anxiety, and abnormal
social behavior (Levitt et al., 2004). These same Plaur
knockout mice also display severely impaired granulo-
cyte and monocyte migration toward inflammatory foci
(Allgayer, 2006). The MET/HGF pathway is indeed
known to play both ‘pro-inflammatory’ roles (stimulat-
ing leukocyte adhesion and migration, migration of
dendritic cells, antagonizing the effects of TGF-b) and
anti-inflammatory roles (suppression of the antigen-
presenting function of dendritic cells; blunting of eosino-
phila and airway hyperresponsiveness in animal models
of asthma) (Beilman et al., 2000; Okunishi et al., 2005).
Finally, the C allele at rs1858830 has been found to be as-
sociated primarily with autistic syndromes encompass-
ing gastrointestinal symptoms (Campbell et al., 2009),
which are frequently encountered in autistic patients
(Buie et al., 2010). Autistic children with gastrointestinal
symptoms may also display decreased serum levels of
HGF (Russo et al., 2009; Sugihara et al., 2007), again point-
ing toward the translation of impaired MET/HGF signa-
ling into inefficient gastrointestinal repair mechanisms.

Collectively, current evidence points toward multiple
common gene variants promoting a dysregulation of the
MET/HGF pathway, which represents a significant con-
tributor to neurodevelopmental, immune, and gastroin-
testinal abnormalities in autism.

34.4.4 The Oxytocin Receptor Gene

The oxytocin receptor gene (OXTR) is a high-affinity
G-protein-coupled receptor encoded by the OXTR gene
located on human ch 3p26.2. It binds oxytocin (OXT), a
nine-amino-acid neurohypophyseal hormone encoded
by the OXT gene, which also encodes for neurophysin
I and is located on human ch 20p13. This hormone and
neuromodulator, largely distributed in limbic areas such
as the nucleus accumbens and the amygdala, in addition
to well-established roles in parturition and breast feed-
ing, physiologically influences social cognition in a rela-
tively species- and sex-specific manner (for review, see
Carter, 2007; Carter et al., 2008). OXT or OXTR knockout
mice display impaired social memory, while parturition
is largely unaffected (Ferguson et al., 2000; Takayanagi
et al., 2005). Interestingly, onlymalemice with a targeted
forebrain OXTR knockout fail to recognize individuals of
their own species, suggesting the existence of compensa-
tory mechanisms in females (Sun et al., 2008). Heterozy-
gous reelermice display reduced neocortical OXTR gene
expression, suggesting an intriguing crosstalk between
the RELN and OXT pathways (Liu et al., 2005). Several
human studies employing an intranasal administration
paradigm demonstrate that OXT stimulates affiliative
behaviors, subjective feelings of trustworthiness, facial
recognition, and in general all social cognitive functions
evolutionarily involved in the establishment of a strong
emotional bond between parents and neonate (Ebstein
et al., 2009).

Genetic studies of the OXT and arginine vasopressin
(AVP) systems were undertaken under the assumption
that a disruption of these hormonal/neurochemical
systems could underlie the deficits in social cognition
which characterize ASD patients (for review, see
Ebstein et al., 2009). Indeed, at least six out of eight ge-
netic studies performed to date have reported a positive
association between ASD and the OXTR gene
(Table 34.8). This consistency is surprising, especially
when considering that many studies were severely un-
derpowered. Single marker and haplotype association
analyses primarily point toward a haplotype block
encompassing exon 3 and the beginning of intron 3 as
possibly hosting a functional variant conferring autism
liability, although some evidence also points toward the
30UTR of the gene encoded by exon 4 (Table 34.8). Find-
ings on the OXT gene have been less consistent, if not
entirely negative. Some studies have reported positive
findings for the AVP receptor gene AVP1a (Kim et al.,
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2002; Wassink et al., 2004; Yirmiya et al., 2006) and for
the gene encoding CD38, a transmembrane glycopro-
tein mainly expressed in immune cells (NK, T, B cells
andmacrophages) and responsible for triggering the re-
lease of OXT in neurons (Jin et al., 2007; Munesue et al.,
2010). Interestingly, another study (Gregory et al., 2009)
described a genomic deletion encompassing the OXTR
gene in an autistic proband belonging to a multiplex
family and in his mother, who displayed relevant ob-
sessive–compulsive traits. The other affected sibling
did not carry the deletion, but instead his OXTR pro-
moter was hypermethylated at CpG islands located at
�934, �924, and �901 bp from the translation start
site. Hypermethylation of the OXTR promoter at sev-
eral CpG islands located between �860 and �959 was
also demonstrated in genomic DNA extracted from leu-
kocytes and from post-mortem brain tissue of autistic
patients, compared to matched controls (Gregory
et al., 2009). As predicted, enhanced methylation was
correlated with decreased OXTR transcript levels in
temporocortical post-mortem brain tissue (Gregory
et al., 2009). Hence, predisposition to autism can be
apparently conferred by the OXTR locus through dis-
tinct genomic, genetic, and epigenetic mechanisms, all
resulting in hampered OXT signaling (Gurrieri and
Neri, 2009). Abnormal neuropeptide processing in au-
tistic children, yielding reduced OXT blood levels de-
spite enhanced concentrations of OXT precursor
(Green et al., 2001; Modahl et al., 1998), may further

exacerbate this deficit, bringing OXT signaling below
a critical threshold necessary for the physiological de-
velopment of social behavior. Based on the influence
of OXTR gene variants on amygdalar volume, which
is bilaterally smaller in healthy adults carrying the G al-
lele at rs2254298 (Furman et al., 2011; Inoue et al., 2010),
blunted OXT signaling can be predicted to have a neg-
ative impact on the development and function of spe-
cific cortical and limbic regions critical to social
cognition.

34.4.5 The Contacting-Associated Protein-Like
2 Gene (CNTNAP2)

The CNTNAP2 gene, located on human ch 7q35–q36,
encodes for the contacting-associated protein (CASPR2),
a member of the Neurexin family which also includes
Neurexin1 (see Section34.3.2.3). This locuswasoriginally
identified by two groups applying linkage analysis both
onaffection status andon languagedelay, usedas aquan-
titative trait locus (QTL) (Alarcón et al., 2008; Arking
et al., 2008). Follow-up association analyses carried out
on potential candidate genes supportedCNTNAP2 as be-
ing solely responsible for the linkage peak (Alarcón et al.,
2008; Arking et al., 2008), although negative association
findings were also published (Li et al., 2010). The
CNTNAP2 allele appears to confer autism vulnerability
primarily in males (Alarcón et al., 2008), and possibly if

TABLE 34.8 Genetic Association Studies on OXTR Gene Variants and Autism

References Polymorphisms

Experimental

design Race and ethnicity Outcome

Wu et al.
(2005)

Eight SNPs Case–control
Family-based

Chinese Han Association with rs2254298 and rs53576, and with
haplotypes involving rs53576

Jacob et al.
(2007)

Intron 3: rs2254298
Intron 3: rs53576

Family-based Caucasian-Americans Association with rs2254298

Lerer et al.
(2008)

16 SNPs Family-based Israelis Association with rs2268494 and rs1042778, and with a
5-SNP haplotype involving rs2254298 and rs2268494

Yrigollen
et al. (2008)

Intron 3: rs237885,
rs2268493,
rs237898

Family-based Americans
(Caucasians¼93%)

Association with rs2268493

Wermter
et al. (2010)

22 SNPs Family-based Germans Association with rs2270465 and with a four SNP
haplotype spanning the entire locus

Tansey et al.
(2010)

18 SNPs Family-based
Gene expression in
LCLs and
amygdala

Caucasians
(IrishþPortugueseþUK)

No association with ASD; three SNPs show
association with gene expression

Kelemenova
et al. (2010)

Exon 3: rs2228485 Case–control Slovaks No association with ASD

Liu et al.
(2010)

11 SNPs Family-based
Case–control

Japanese Association with rs2254298 (case–control only), and
with a 5-SNP haplotype involving rs2254298
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inherited from the maternal side (Arking et al., 2008).
CNTNAP2 was shown to be highly expressed in frontal
and temporal regions of the human fetus, as well as stria-
tum, amygdala, and thalamus, all areas strongly involved
in linguistic functions and emotional information proces-
sing (Abrahams et al., 2007; Alarcón et al., 2008). T1-
weighted anatomicalMRI scans performed in 314 healthy
volunteers revealed that the autism-associated allele
seemingly yields reduced gray andwhitematter volumes
and fractional anisotropy, following sex-specific distribu-
tions involving several autism-related brain regions, such
as frontal cortex, fusiform gyrus, and cerebellum (Tan
etal., 2010).FurtheranalysesbyfMRIrevealedthatcarriers
of theCNTNAP2 risk allele havewidespread and bilateral
connectivity distributed throughout the frontal cortex and
anterior temporalpoles,whereas theprotective allele is as-
sociated with a left-lateralized network composed of left
inferior frontal gyrus, insula, anterior temporalpole, supe-
rior temporal gyrus, and angular gyrus (Scott-Van
Zeeland et al., 2010). The latter results point toward
CNTNAP2 alleles as conferring autismvulnerability by af-
fecting the lateralization and possibly the extent of long-
range connectivity. At the cellular level, the Drosophila
orthologs of CASPR2 and NRXN1 have been shown to
colocalize partly at synaptic active sites, and overexpres-
sion of either gene increases the density of active zones
and modulates the shape of synapses (Zweier et al.,
2009). These ‘synaptic’ roles for CNTNAP2, especially if
applied to long-range neural pathways connecting
language-related cortical regions, would indeed fit with
the converging evidence on synaptic roles summarized
here for several other genes (see Section 34.3.2).

Multiple lines of evidence point toward the relative
nonspecificity of many ‘autism’ genes, which may play
cognitive roles that, if deranged, can translate into differ-
ent human disorders: this seems to apply even more to
CNTNAP2. Several rare genetic variants and de novo cy-
togenetic abnormalities in CNTNAP2 have been de-
scribed in autistic probands, which oftentimes present
also with seizures and regression (Bakkaloglu et al.,
2008; Jackman et al., 2009; Poot et al., 2010; Rossi et al.,
2008). However, CNTNAP2 was also identified by
genome-wide CNV analysis as relevant to the develop-
ment of idiopathic generalized and focal epilepsies
(Mefford et al., 2010). Further evidence linking
CNTNAP2 perhaps more directly with language devel-
opment than with autism per se comes from the func-
tional connection between CNTNAP2 and FOXP2, a
transcription factor critically involved in the develop-
ment of expressive language (Lai et al., 2001): FOXP2
binds to the promoter of CNTNAP2 and dramatically
downregulates its expression (Vernes et al., 2008).
CNTNAP2 gene variants have also been found to be as-
sociated with specific language impairment (Vernes
et al., 2008). Moreover, common CNTNAP2 variants

have been found to confer vulnerability to schizophrenia
and bipolar disorder (O’Dushlaine et al., 2010), whereas
rare variants have been described in ADHD patients
(Elia et al., 2010). Meanwhile, although several rare var-
iants present in autistic probandswere not found in large
numbers of control chromosomes, the vast majority are
inherited from an unaffected parent and many of them
are transmitted to some, but not all, affected siblings in
multiplex families, suggesting that they may enhance
autism risk, but are not sufficient to cause the disease
(Bakkaloglu et al., 2008). Hence, CNTNAP2 may play a
broader role in shaping the autistic phenotype toward
language deficit and possibly epilepsy, rather than
strictly conferring autism vulnerability.

34.4.6 The Engrailed 2 Gene

The Engrailed genes play an important role in the pat-
terning of the midbrain/hindbrain region, the only CNS
area where they are actively expressed during develop-
ment (Davis et al., 1998). In particular, engrailed 2 (EN2)
is expressed in cerebellum, pons, periaqueductal gray,
and colliculi. EN2 knockout mice display decreased sei-
zure threshold to kainic acid (Tripathi et al., 2009) and a
relatively subtle behavioral phenotype, with abnormali-
ties in developmental motor, social, and memory tasks
(Cheh et al., 2006). Their cerebellar size is reduced and
their compartmentalization is interestingly disrupted
both in the vermis and in cerebellar hemispheres
(Kuemerle et al., 1997; Millen et al., 1994, 1995). In addi-
tion, 5-HT and 5-hydroxy-indolacetic acid (5-HIAA)
levels are doubled in the cerebellum only (Cheh et al.,
2006). The role of EN2 in cerebellar development and
the frequency of cerebellar abnormalities reported in
neuroanatomical and brain imaging studies of ASD pa-
tients (Courchesne, 1997) spurred interest in genetic
studies of EN2 as early as 1995, when a significant asso-
ciation with autism was first reported by Petit et al. Nine
studies followed this initial report, and at least seven of
them replicated the initial association in various racial
and ethnic groups (Table 34.9). The EN2 gene, located
in human chromosome 7q36.3, encompasses two exons
and one intron. The most replicated association was
found with the A–C haplotype at SNPs rs1861972 and
rs1861973, embedded into intron 1. Following transfec-
tion with constructs encompassing the luciferase re-
porter gene, this haplotype consistently yields
approximately 20% higher expression levels in neuronal
PC12 cells, non-neuronal HEK293T cells, and in primary
cultures of mouse cerebellar granule cells harvested on
postnatal day 6 (P6) (Benayed et al., 2009). This differ-
ence in gene expression is not due to cryptic splicing,
but rather to allele-specific transcription factor binding.
Increased expression of EN2 can be predicted to result
in faster differentiation of the midbrain/hindbrain
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region and of cerebellar circuits (Benayed et al., 2009).
This should occur at the expense of the proliferating
and migrating pools, thus yielding decreased Purkinje
cell numbers and cytoarchitectonic abnormalities in
the cerebellar cortex.

34.4.7 Gamma-Aminobutyric Acid Receptor b3
(GABRB3)

Several lines of investigation indicate the existence of
abnormalities in the brain gamma-aminobutyric acid
(GABA) system of autistic children. The frequent co-
morbidity with epilepsy and the morphogenetic roles
of GABA, an inhibitory neurotransmitter in adult brain
but an excitatory neurotransmitter during prenatal neuro-
development due to high intracellular chloride concen-
trations in immature neurons (see review by Jentsch
et al., 2002), have spurred interest into GABA receptor
(GABAR) subunit genes as potential candidates for
autism (Blatt et al., 2001; Hussman, 2001). In addition,

the 15q11–q13 region deleted/duplicated in 1–4% of
autistic patients (see Tables 34.3 and 34.5) (McCauley
et al., 2004; Schroer et al., 1998) encompasses the GABAA
receptor gene cluster, which consists of three GABAR
genes, namely GABRB3, GABRA5, and GABRG3. Inves-
tigations of these genes have provided some support
especially to GABRB3. A significant association between
autism and markers located within or nearby GABRB3
has been found in most studies (Buxbaum et al., 2002;
Cook et al., 1998; Curran et al., 2005; Kim et al., 2006;
Martin et al., 2000; McCauley et al., 2004; Yoo et al.,
2009), although negative reports have also appeared (Ma
et al., 2005; Maestrini et al., 1999; Menold et al., 2001;
Salmon et al., 1999; Tochigi et al., 2007). Some have pro-
posed that behavioral traits, suchas savant skills and insis-
tence on sameness, may be especially linked to genes
located in the 15q11–q13 region (Nurmi et al., 2003; Shao
et al., 2003). Maternal transmission of a GABRB3 signal
peptidevariant (P11S),previously implicatedinchildhood
absence epilepsy, is associated with autism (Delahanty
et al., 2011). This rare variant, present in 17 (1.47%) of

TABLE 34.9 Genetic Association Studies on EN2 Gene Variants and Autism

References Polymorphisms

Experimental

design Race and ethnicity Outcome

Petit et al.
(1995)

Two RFLPs (MP4 and MP5 probes) Case–control French (all Caucasians) Association with the MP4 probe and
PvuII

Zhong
et al. (2003)

Exon 1: rs3735653 Family-based AGRE families (race not
specified)

No association with rs3735653

Gharani
et al. (2004)

Exon 1: rs3735653 intron 1:
rs1861972 intron 1: rs1861973
exon 2: rs2361689

Family-based Caucasian-Americans Association with rs1861972 and
rs1861973

Benayed
et al. (2005)

Intron 1: rs1861972, intron 1:
rs1861973, PvuII/MP4, and 13 other
SNPs

Family-based Two samples: AGRE andNIMH
(race not specified)

Association with rs1861972 and
rs1861973 (intronic haplotype)

Brune et al.
(2008)

Intron 1: rs1861972 Family-based Not specified (NIH CPEA
families)

Association only with broad autism
and under a recessive model

Wang et al.
(2008)

Eight SNPs Family-based Chinese Han Association with haplotypes
involving rs3824068 (intron 1)

Yang et al.
(2008)

Intron 1: rs1861972, intron 1:
rs1861973

Case–control Chinese Han Association with single markers;
‘protective’ haplotype

Benayed
et al. (2009)

16 SNPs Family-based Three samples: AGRE I,
AGRE II, NIMH (Caucasian
non-Hispanic subset for
association)

Maximum association with rs1861972
and rs1861973 (intron 1); AC
haplotype yields increased
expression

Sen et al.
(2010)

Exon 1: rs3735653 promoter:
rs34808376 promoter: rs6150410
intron 1: rs1861972, intron 1:
rs1861973

Family-based Indian from West Bengal and
Assam

Association with rs1861973

Yang et al.
(2010)

Five SNPs in intron 1: rs3824068,
rs3824067, rs1861972, rs1861973 and
rs3830031

Case–control Chinese Han Association with the A–C haplotype
at rs1861972 and rs1861973 (intron 1)

67334.4 NONSYNDROMIC AUTISMS: THE ROLE OF COMMON VARIANTS

III. DISEASES



1152 simplex and multiplex families, yields reduced
whole-cell current and decreased b3 subunit protein on
the cell surface due to impaired intracellular b3 subunit
processing (Delahanty et al., 2011).GABRB3 gene variants
must also beviewedwithin the frameworkof the entire set
of GABAR-encoding genes, as several gene–gene interac-
tions between them have been detected (Ashley-Koch
et al., 2006; Ma et al., 2005).

Inaddition togeneticvariants, epigeneticdysregulation
of the GABRB3 locus may also contribute to autism.
GABRB3 expression is reduced on average by as much
as 50% in several neocortical and cerebellar regions
(Fatemi et al., 2009). Interestingly, a sizable subset of
ASD brains displays either monoallelic or abnormally
downregulatedGABRB3 expression instead of the normal
levels of biallelic expression present in controls (Hogart
et al., 2007, 2009). Interestingly, GABRB3-deficient mice
exhibit impaired social and exploratory behaviors, defi-
cits in nonselective attention, and hypoplasia of the cere-
bellar vermis, all features relevant to autism (DeLorey
et al., 2008). In addition, mice deficient in MeCP2 display
reductions inGABRB3protein, asMeCP2acts asapositive
regulator of GABRB3 gene expression (Samaco et al.,
2005). Collectively, these results suggest the existence of
genetic and epigenetic influences leading to a behavior-
ally relevantdownregulationofGABRB3 inautistic brains.

34.4.8 The Serotonin Transporter (SLC6A4)
and Integrin b3 Subunit Genes

Elevated whole-blood serotonin (5-HT), present in
about one-third of ASD patients, represents one of the
most consistent biological endophenotypes in autism re-
search (Table 34.1). Hyperserotoninemia appears to be a
genetically determined familial trait, as first-degree rel-
atives display mean 5-HT blood levels intermediate be-
tween those of their autistic family members and of
population controls (Abramson et al., 1989; Cook et al.,
1990; Leventhal et al., 1990; Piven et al., 1991). In most
patients, elevated 5-HT blood levels in autism seemingly
stem from accumulation of 5-HT in platelets due to in-
creased densities of functionally active serotonin trans-
porter (5-HTT) molecules on platelet membranes, with
no change in 5-HTT affinity for 5-HT and no elevation
in free 5-HT plasma level (Cook et al., 1988; Katsui
et al., 1986; Marazziti et al., 2000). Autism-associated
hyperserotonemia has been the object of intense investi-
gation, because either it could play a role in the etiolog-
ical processes leading to the disease, or it could at least
mark a relatively homogeneous subgroup of ASD pa-
tients. Genes encoding proteins involved in 5-HTmetab-
olism and neurotransmission include, among others, the
5-HT transporter gene (SLC6A4) and the integrin b3 sub-
unit gene (ITGB3). The serotonin transporter (5-HTT) re-
sponsible for platelet 5-HT uptake is identical in its

primary sequence to the 5-HTT expressed in serotonin-
ergic neurons: both are indeed produced by a single
SLC6A4 gene, located on chromosome 17q12 (Lesch
et al., 1993). In reference to functional common variants,
this gene contains two variable number tandem repeats
(VNTRs) affecting expression levels: (a) the 5-HTT gene-
linked polymorphic region (5-HTTLPR), located in the
promoter, encompasses a ‘long’ 16-repeat allele, yielding
approximately 50% higher 5-HTT gene expression and
tritiated 5-HT uptake compared with homozygosity for
the ‘short’ 14-repeat allele or with heterozygosity
(Lesch et al., 1996); (b) the serotonin transporter intron
2 (STin2) VNTR includes 9, 10, and 12 repeat alleles,
with the latter acting as a transcriptional enhancer
(MacKenzie and Quinn, 1999). Overall, meta-analyses
of association studies between autism and these two
VNTRs have been negative, although there may be some
association with the 5-HTTLPR ‘short’ allele in North-
American families only (see review Huang and
Santangelo, 2008). Furthermore, contributions of these
VNTRs to enhanced 5-HT blood levels appear marginal
at best (Anderson et al., 2002; Betancur et al., 2002;
Coutinho et al., 2004, 2007a,b; Cross et al., 2008; Persico
et al., 2002). Hence, immune factors, such as TNFa and
other proinflammatory cytokines, which are known to ac-
tivate 5-HTT transport activity (Zhu et al., 2006), aswell as
common variants in other genes, such as ITGB3 (see be-
low), may influence 5-HT blood levels to a larger extent.

In addition to these two common VNTRs, several rare
SLC6A4 variants have been identified as significantly en-
hancing autism risk. In particular, four coding substitu-
tions located at highly conserved positions and 15 other
variants located in 50 noncoding and other intronic re-
gions are transmitted to autistic probands exhibiting
rigid-compulsive behaviors (Sutcliffe et al., 2005). Two
of these variants, Phe465Leu and Leu550Val, confer ele-
vated 5-HTT surface density (Vmax), while retaining a ca-
pacity for acute protein kinase G (PKG) and p38
mitogen-activated protein kinase (MAPK) regulation;
five other variants (Thr4Ala, Gly56Ala, Glu215Lys,
Lys605Asn, and Pro612Ser) demonstrate no change in
Vmax, but show a complete loss of 5-HT uptake stimula-
tion after acute PKG and p38 MAPK activation (Prasad
et al., 2005). Finally, two other variants, Gly56Ala and
Ile425Leu, show markedly reduced 5-HTT association
with protein phosphatase 2A (PP2A), leading to pro-
found and long-lasting 5-HTT internalization following
phosphorylation by PKC (Prasad et al., 2005, 2009).
When expressed stably in CHO cells, both Gly56Ala
and Ile425Leu display a striking loss of 5-HTT protein
following catalytic activation (Prasad et al., 2009). Since
the Gly56Ala variant is less rare than the other variants,
it will be interesting to see the results of studies contrast-
ing wild-type Gly56 versus mutated Ala56 mice
(Veenstra-Vanderweele et al., 2009). Collectively, despite
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showing a complex array of effects, rare SLC6A4 variants
conferring autism vulnerability (a) display enhanced
5-HT transport activity, presumably leading to de-
creased extracellular 5-HT levels and/or shorter expo-
sure of 5-HT receptors to their ligand, or (b) lose the
plastic regulation normally mediated by intracellular
kinases and able to adapt 5-HTT activity to the functional
needs of local circuits (Prasad et al., 2009).

The ITGB3 gene was first identified as a QTL for 5-HT
blood levels, initially in the Hutterites (Weiss et al., 2004,
2005a) and then in the general population (Weiss et al.,
2005b). ITGB3 maps in ch 17q21.32, under a replicated
linkage peak for autism (Cantor et al., 2005; Stone
et al., 2004), and ITGB3 alleles, either alone or in interac-
tionwith SLC6A4, have been found at least nominally as-
sociated with autism in all five studies performed to date
(Coutinho et al., 2007a,b; Ma et al., 2010; Mei et al., 2007;
Weiss et al., 2006a,b). Several lines of evidence support
functional interactions between ITGB3 and SLC6A4: (a)
the integrin receptor composed of an aIIb subunit
and of the ITGB3-encoded b3 subunit was recently iden-
tified as a novel component of the SLC6A4 regulatory
protein complex (Carneiro et al., 2008; Weiss et al.,
2006a); (b) the ITGB3 SNP rs5918 (Leu33Pro) modulates
SLC6A4 trafficking and transport activity (Carneiro
et al., 2008); (c) ITGB3 and SLC6A4 gene expression
levels are correlated in human and mouse tissues
(Weiss et al., 2006a); and finally, (d) several published
studies have described significant SLC6A4 and ITGB3 in-
teractions for both autism risk and 5-HT blood levels,
with a male-specific effect (Coutinho et al., 2007a,b; Ma
et al., 2010; Mei et al., 2007; Weiss et al., 2004, 2005b,
2006a,b). Recent results from our laboratory point to-
ward the existence of at least two distinct functional
genetic ITGB3 variants, located at opposite ends of
the ITGB3 gene: the 50 variants significantly influence
5-HT blood levels in ours and in other studies (Weiss
et al., 2006b), whereas autism-associated SNPs cluster to-
ward the 30 end of the gene (Napolioni et al., 2011). Inter-
estingly, these results closely resemble the association
patterns previously reported for asthma and wheezing
versus allergies and IgE levels, also associated with
50 and 30 markers, respectively (Thompson et al., 2007;
Weiss et al., 2005c).

Finally, mice carrying a combined haploinsufficiency
at PTEN and SLC6A4 (PTENþ/�;SLC6A4þ/�) develop
larger head sizes and greater sex-specific behavioral
abnormalities, compared to PTENþ/�;SLC6A4þ/þ
or PTENþ/þ;SLC6A4þ/� mice (Page et al., 2009).
This influence of 5-HT on the penetrance of other
morphogenetic and neurodevelopmental genes is not
entirely surprising in view of the many neurotrophic
roles exerted by 5-HT during development (for review,
see Di Pino et al., 2004; Persico, 2009). Yet, this study
underscores the urgent need to move from assessments

of 5-HTT and ITGB3 contributions to the ‘presence/
absence’ of autism, toward less reductionist and more
biologically meaningful approaches, addressing 5-HT
modulation of the disease phenotype in the context of
gene–gene interactions.

34.5 NONSYNDROMIC AUTISMS:
ENVIRONMENTAL FORMS

34.5.1 General Description

Certain environmental factors have been shown to
enhance the risk of developing autism significantly, to
the point that at least in some patients they can be
regarded as ‘the primary cause’ of the disease (for re-
view, see Landrigan, 2010). These environmental agents
include teratogenic drugs, namely valproic acid, miso-
prostol, and thalidomide, as well as prenatal rubella
and cytomegalovirus (CMV) infections. Cases conclu-
sively shown to derive from exposure to these environ-
mental agents are relatively rare, and the role of genetic
vulnerability conferred by common variants at the indi-
vidual level cannot be overlooked. Nonetheless, these
cases possess high heuristic potential, as the timewindow
of exposure is usually known and often narrow, typically
occurring during early prenatal neurodevelopment.

34.5.2 The Fetal Anticonvulsant Syndrome

Prenatal exposure to phenytoin, sodium valproate,
and carbamazepine, either alone or in combination,
causes the ‘fetal anticonvulsant syndrome.’ In the largest
population-based study reported to date (Rasalam et al.,
2005), strict diagnostic criteria for autistic disorder were
met by 5/56 (8.9%) and 2/80 (2.5%) children exposed to
valproate and carbamazepine alone, respectively; in-
cluding also patients treated with drug combinations,
cumulative percentages rise to 9/77 (11.7%) and 5/110
(4.5%) for valproate and carbamazepine, respectively.
Differently from idiopathic autism, the M:F ratio here
is close to 1 (Moore et al., 2000; Rasalam et al., 2005). Clin-
ical descriptions of these children are provided both in
larger cohort studies (Moore et al., 2000; Rasalam
et al., 2005) and in a number of case reports
(Christianson et al., 1994; Williams and Hersh, 1997;
Williams et al., 2001): patients almost invariantly display
speech delay, whereas motor delay is much less preva-
lent; cognitive impairment is typically mild or absent,
and there is no history of regression or loss of skills; ma-
jor malformations are sometimes present, but minor fa-
cial dysmorphology is certainly more prevalent (notice
the hypertelorism, frontal bossing, and other dysmor-
phic features in Figures 1 and 2 of Moore et al., 2000).
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Sodium valproate is believed to exert its teratogenic ef-
fects mainly by inhibiting histone deacetylase (Phiel et al.,
2001): the persistent acetylation of histones and demethyl-
ation of cytosine at the promoters of neurodevelopmen-
tally relevant genes would then lead to a dysregulation
in excess of their gene expression. This pharmacological
effect impinges on epigeneticmechanisms partly overlap-
ping with those involved in MECP2 hemizygosity, as
summarized above, yielding a broad range of neurodeve-
lopmental and behavioral abnormalities. As predicted by
its pharmacological action, valproic acid increases the ex-
pression of several neurally relevant genes, such asHoxA1
(Stodgell et al., 2006), GATA-3 (Rout and Clausen, 2009),
WNT (Wiltse, 2005), and RELN and GAD67 (Dong et al.,
2007). Curiously, reduced expression has been reported
for NLGN3 (Kolozsi et al., 2009) and for genes involved
in the differentiation of serotoninergic neurons, including
Sonic hedgehog, its receptor Patched, and the transcrip-
tion factors Gli1 and Pet-1 (Miyazaki et al., 2005). The lat-
ter effect delays differentiation, resulting in enhanced
growth and abnormal distribution of serotoninergic path-
ways (Miyazaki et al., 2005; Tsujino et al., 2007). Neu-
roanatomical anomalies primarily include abnormal
cerebellar cytoarchitectonics and brainstem nuclei forma-
tion (Ingram et al., 2000a; Rodier, 2002; Rodier et al., 1996).
Particularly reminiscent of human autism are the local
hyperconnectivity present in the neocortex and the abnor-
mal morphology of motor cortical neurons, accompanied
by delayed motor development (Rinaldi et al., 2008;
Schneider and Przewłocki, 2005; Snow et al., 2008). Other
neurochemical and behavioral abnormalities include in-
creased monoamine concentrations due to enhanced
expression of tyrosine hydroxylase (D’Souza et al.,
2009; Narita et al., 2002), altered circadian rhythms
(Tsujino et al., 2007), elevated nociceptive threshold
and enkephalinergic tone (Schneider et al., 2001, 2007),
abnormal fear conditioning and amygdala processing
(Markram et al., 2008), increased LTP due to enhanced
expression of NMDA receptors (Rinaldi et al., 2007),
and a hyperactive mesocortical dopaminergic pathway
(Nakasato et al., 2008). These human and animal data,
in conjunction with data from Rett patients and MECP2
inactivation, strongly underscore the importance of epige-
netic control over gene expression as an important player
in autism pathogenesis (LaSalle, 2007; Schanen, 2006).

34.5.3 Other Teratogenic Agents: Thalidomide
and Misoprostol

Thalidomide and misoprostol are two teratogenic
drugs, known to induce a variety of systemic malforma-
tions. Thalidomide was commercialized as a sedative
drug in the late 1950s before being withdrawn from the
market in 1961. Teratogenicity is due to its angiogenesis

inhibiting activity, which causes multiple systemic mal-
formations, as well as abnormal cortical development
and neuronal hyperexcitability (Hallene et al., 2006). Mi-
soprostol is a methyl ester derivative of prostaglandin E1,
used especially in Central and SouthAmerica to treat gas-
tric ulcers, but also a popular abortion inducer due to its
powerful stimulatory effect on uterine contractions: the
teratogenic effects of misoprostol have been studied in
children born after unsuccessful abortion attempts
(Bandim et al., 2003). These two drugs display several in-
teresting parallels: both hamper fetal blood perfusion
either directly (thalidomide) or indirectly (misoprostol);
both produce systemic and especially ophthalmologic
malformations, primarily coloboma and microphtalmos
(Miller et al., 2004, 2005); both frequently cause prenatally
exposed children to develop signs of Moebius sequence,
including horizontal strabismus (Duane syndrome) and
facial nerve palsy due to the involvement of the VI and
VII cranial nerves (Bandim et al., 2003; Miller et al.,
2005); both are associated with enhanced risk of autism
and/or mental retardation, provided exposure occurs
early in development (Miller et al., 2005; Strömland
et al., 1994). The critical period for teratogenetic induction
of autism has been defined in great detail for thalidomide,
where it appears to be restricted to as early as 4–6 weeks
into gestation (i.e., 6–8 weeks since the last menstrual cy-
cle) (Miller et al., 2005; Strömland et al., 1994). The critical
period for misoprostol has not been defined with the
same precision, but it is known that maximum fetal
vulnerability occurs during the first 2 months of preg-
nancy, and possible 5–6 weeks after fertilization (i.e.,
7–8 weeks since the last menstrual cycle) (Bandim et al.,
2003). Patients with idiopathic Moebius sequence and
with nohistory of prenatal exposure to thalidomide ormi-
soprostol have been found at enhanced risk of autism by
some (Gillberg and Steffenburg, 1989), but not by others
(Briegel et al., 2009). It will be important to determine con-
clusively whether there is a significant association be-
tween Moebius sequence and autism, because this
would demonstrate that autism specificity is conferred
more by a sensitive time window during development,
rather than by the specific nature of prenatal insults or
teratogenic mechanisms involved.

34.5.4 Environmental Pollutants as Potential
Teratogens

The number of potentially teratogenic chemicals to
which pregnant women may be exposed is theoretically
elevated. In practice, prolonged and/or intensive expo-
sure at critical times would be necessary to negatively
influence development in any meaningful way (Rice
and Barone, 2000). Such an exposure may occur in
some geographical areas, primarily for ambient and
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indoor air pollutants (exterminators, can sprays, and
pest bombs), and for pesticides routinely used in agricul-
ture (Landrigan, 2010; Zhang and Smith, 2003). Com-
pounds for which preliminary evidence supports
possible roles in enhancing autism risk include organo-
chlorine pesticides, organophosphates (mostclearlychlor-
pyrifos), heavy metals, and chlorinated solvents (Engel
et al., 2007; Roberts et al., 2007; Whyatt and Barr, 2001;
Whyatt et al., 2003; Windham et al., 2006). Prenatal expo-
sure to organophosphates, such as chlorpyrifos, has been
found tobeassociatedwith lower IQ,developmentaldelay,
ADHD, and autism-spectrum traits defined as PDD-NOS
(Eskenazi et al., 2008; Rauh et al., 2006). Some individuals
may be genetically vulnerable to suffer from the conse-
quences of prenatal organophosphate exposure, depend-
ing on functional genetic variants at loci such as PON1,
the gene encoding for paraoxonase, and the HDL-
associatedserumenzymeresponsiblefororganophosphate
detoxification in humans (D’Amelio et al., 2005;Gaita et al.,
2010).Moredefinitive evidence linkingautism,genetic vul-
nerability, and prenatal exposure to toxic agents is being
sought through various efforts, including large
epidemiological studies, such as the ‘Childhood Autism
Risks from Genetics and the Environment’ (CHARGE)
study (Hertz-Picciotto et al., 2006).

34.5.5 Congenital Viral Infections

Rubella and CMV represent the two infectious agents
best known to enhance autism risk following a congen-
ital infection (for review, see Libbey et al., 2005; van den
Pol, 2006). Autistic children prenatally infected with
these viruses generally present severe mental retarda-
tion and physical anomalies, such as ophthalmologic
malformations, deafness, and cardiac malformations.
Brain imaging findings are highly variable, ranging from
cortical malformations (polymicrogyria, pachygyria,
heterotopias) indicative ofmigration defects to abnormal
intensity of the periventricular white matter suggestive
of abnormal myelination in the absence of any cortical
malformation. Epilepsy and cerebral palsy are also
frequent.

34.5.5.1 Congenital Rubella

The largest longitudinal study involving several hun-
dred children prenatally exposed to rubella virus esti-
mates at 7.4% the rate of autism in this group; risk
appears especially high if the infection occurs during
the first 8 weeks postconception (Chess, 1971, 1977;
Chess et al., 1978). Congenital rubella symptoms often
change over time: some neurodevelopmental symp-
toms undergo remission, others are permanent, others
may progressively worsen or even appear in late child-
hood or adolescence (Banatvala and Brown, 2004).

Interestingly, mental retardation and autism do not co-
vary over time in these children, but seemingly follow in-
dependent trajectories (Chess, 1977). The occurrence of
‘late-onset’ autism (i.e., onset later than 3 years of age) fol-
lowing congenital rubella has also been reported (Chess
et al., 1978).

These data should be viewed with some caution, be-
cause: (a) the incidence of ASD among ‘rubella children’
was estimated well before the establishment of current
standards for a clinical diagnosis of ASD and (b) these
variable clinical courses should be confirmed by apply-
ing current diagnostic criteria and modern tools for clin-
ical follow-up. However, the former limitation can be
predicted to lead to an underestimation of ASD inci-
dence following congenital rubella, since ASD diagnos-
tic criteria have now become overinclusive, as compared
to Kanner’s classical criteria which would have been ap-
plied in the seventies (Berger et al., 2010). Secondly, not
only psychiatric, but also physical signs and symptoms
of congenital rubella change significantly over time
(the ‘late manifestations’ can even appear during adoles-
cence or adulthood). Furthermore, even in idiopathic
ASD, a spontaneous remission by age 3 of autistic behav-
iors diagnosed at a younger age is not an entirely un-
usual event (Turner and Stone, 2007; van Daalen et al.,
2009). Finally, the partial spontaneous improvement of
severe autistic behaviors rapidly developed by some
children following postsurgical cerebellar vermal lesions
without any specific rehabilitation (Riva and Giorgi,
2000) suggests that environmental etiologies can pro-
duce clinical courses more unstable than those seen in
the majority of idiopathic ASD children.

34.5.5.2 Congenital Cytomegalovirus Infection

Evidence linking prenatal CMV infection to autism is
more circumstantial. Several case reports have been pub-
lished (Ivarsson et al., 1990; Kawatani et al., 2010; López-
Pisón et al., 2005; Markowitz, 1983; Stubbs, 1978; Stubbs
et al., 1984; Sweeten et al., 2004; Yamashita et al., 2003),
but risk estimates are essentially based on a small
cohort of seven prenatally CMV-infected children, two
of whom displayed autistic features (2/7¼28.6%)
(Yamashita et al., 2003). The presence of normal cortical
gyri, indicating a substantial sparing of neuronal migra-
tion even in the presence of periventricular white matter
abnormalities, led the authors to point toward the third
trimester of pregnancy as the critical time window
for autism-causing CMV infections (Yamashita et al.,
2003). It remains to be determined to what extent autism
ensues from direct viral damage, from the strong im-
mune response driven by herpes viruses, such as
CMV, or from the nature and location of cerebral malfor-
mations which are particularly frequent in congenital
CMV infection (Engman et al., 2010).
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34.5.5.3 Future Perspectives: Possible Novel Roles
for Congenital Viral Infections

In addition to congenital rubella and CMV infections,
our group is currently exploring vertical viral transmis-
sion as a novel mechanism potentially able to explain
high ‘heritability’ (i.e., parent-to-offspring transmission)
in the presence of relatively low rates of disease-specific
genetic abnormalities (Maher, 2008). Viral genomes
present in parental gametes (egg and/or sperm cells)
could be passed onto the offspring already at the time
of fertilization, and start being actively transcribed in
permissive cells of the fetus only at a later stage during
development (Lintas et al., 2010; Persico, 2010). Gamete-
mediated vertical viral transmission has been well
documented for several viruses, including human im-
munodeficiency virus, hepatitis B virus, and hepatitis
C virus (Englert et al., 2004). Alternatively, seminal
fluids could act as vehicles for viral transfer from father
to offspring, passing horizontally through the mother. In
either case, damage would be due to direct viral interfer-
ence with cellular functions in permissive fetal cells, to
maternal immune response prenatally, and to the
patient’s immune response in the late prenatal and post-
natal periods.

We have recently found the genomes of polyoma-
viruses (BKV, JCV, and SV40) in post-mortem temporo-
cortical tissue (Brodmann areas 41/42) belonging to
10/15 autistic patients and 3/13 controls (P<0.05)
(Lintas et al., 2010). Also, a trend toward poly-viral
infections, including multiple polyoma and/or other
neurotropic viruses, was recorded (40% vs. 7.7%, respec-
tively; P¼0.08). Congenital polyomavirus infections,
either alone or in synergy with other viruses, could
conceivably explain several puzzling features of autistic
disorder, as discussed in Lintas et al. (2010). Briefly, (a)
converging experimental approaches have demon-
strated an inappropriate and persistent activation of
the innate immune system, compatible with an unre-
solved, early-onset viral infection accompanied by auto-
immune phenomena (Garbett et al., 2008; Lintas et al.,
2009; Vargas et al., 2005); (b) polyomaviruses can cause
autoimmune disorders (Rekvig et al., 2006), which are
also frequently encountered in first-degree relatives of
autistic patients (Comi et al., 1999); (c) polyomaviruses
can produce genomic instability through the activity of
their early gene product large-T antigen (LTAg) (Frisque
et al., 2006); (d) polyomavirus replication is more active
in males, as witnessed by viruria consistently higher in
males compared to females (Knowles, 2006); (e) JCV can
indeed infect cultured neural progenitor cells, oligoden-
drocytes and astrocytes, whereas neurons are nonsuscep-
tible to JCV infection (Hou et al., 2006); (f) following
transformation of canine MDCK cells and human meso-
thelial cells, the LTAg of SV40 polyomaviruses has been

shown to induce the production and secretion of HGF,
which in turn activates by phosphorylating its receptor
encoded by the MET gene (Cacciotti et al., 2001), which
hosts someof themost consistently replicatedcommonvar-
iants conferring vulnerability to autism (see Section 34.5.3);
and (g) a recentMRIstudydocumented for the first time the
presence of temporal lobe and/or white matter abnorm-
alities similar to those produced by viral infections, in as
many as 36% of autistic children (Boddaert et al., 2009).

These preliminary results should be viewedwith cau-
tion, because polyomavirus infections in autistic brains
could be the consequence of immunosuppression or
tissue susceptibility rather than the cause of autism
(Persico, 2010). Furthermore, viral infections may have
been active only prenatally and during early infancy,
making it difficult to assess viral roles using biomaterials
collected later in life. We are currently undertaking a
thorough search of polyomaviruses in male gametes of
fathers of autistic children and controls, which has al-
ready confirmed that a sizable percentage of mobile
sperm samples from ASD fathers host polyomavirus ge-
nomes (Lintas and Persico, unpublished results), as pre-
viously shown by others for control samples (Martini
et al., 1996). It will be very interesting to assess whether
polyomavirus genomes extracted from mobile sperm
cells are able to develop a cytopathic effect in permissive
cells following transfection.

34.6 CONCLUSIONS: WHERE AND HOW
DO COMMON VARIANTS MEET WITH
RARE VARIANTS AND/OR WITH THE

ENVIRONMENT?

A single pathophysiological scenario is clearly not
compatible with the diversity of nonsyndromic autisms.
Yet, the data summarized in this survey allow one to
reach some firm conclusions and foster evidence-based
speculation.

(1) Specific rare genetic variants have been
convincingly shown to cause autism, at least in
some cases; however, genotype–phenotype
correlations are extremely labile. Not only can
mutations located in the same gene result in very
different clinical phenotypes, as repeatedly
described in Tables 34.5–34.9 formultiple genes: the
very same mutation can cause behavioral and
morphological phenotypes displaying a surprising
degree of variability in different patients, even in
affected members of the same extended family.
A clear example, introduced in Section 34.3.4.1, is
provided by interindividual differences in
cerebrovascular malformations seen in individuals
from consanguineous families homozygous for
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truncating HOXA1 mutations, each resulting in
HoxA1 protein isoforms lacking all functional
domains (Bosley et al., 2007; Tischfield et al., 2005).
This phenotypic variation is not at all novel in
human genetics (Wolf, 1997): a similar degree of
interindividual phenotypic variability occurs in
syndromic forms due to well-characterized
mutations, triplet repeat expansions, or genomic
rearrangements, such as fragile-X syndrome or
tuberous sclerosis (Table 34.3). This phenotypic
variability closely mimics the impressive
phenotypic variability seen when a gene
inactivated by homologous recombination is
backcrossed onto the genetic backgrounds of
different mouse inbred strains (Doetschman, 2009).
These phenotypic differences clearly emphasize
the importance of common genetic variants
(‘genetic background,’ ‘modifier genes’) in
determining the penetrance and expressivity of rare
variants.

(2) CNV studies performed to date provide several
indications. Briefly: (a) estimates of the percentage
of ASD patients and population controls carrying
CNVs are likely to increase with the improvement
of available technologies; (b) if there truly is a
subgroup of ASD patients with excessive genomic
instability, its size is relatively small (�10%) and
thus subject to high stochastic variability in
independent samples; (c) CNVs per semay be more
immediately related to evolution than to health and
disease: their presence in population controls is
physiological, subject to high stochastic variability
in independent human samples and may be related
to increasing paternal age according to rodent
models (Flatscher-Bader et al., 2011); (d) when
pathogenic, CNVs seemingly act as rare variants
with variable penetrance and expressivity: some de
novo CNVs may act dominantly and even display
complete penetrance, while other CNVsmay follow
a ‘quasi-recessive’ mechanism, as described by
Zweier et al. (2009) forNRXN1 (see Section 34.3.2.3)
and in a recent report by Vorstman et al. (2010), who
identified an autistic individual carrying a
maternally inherited deletion and a paternally
inherited nonsynonymous amino acid substitution,
both affecting the DIAPH3 locus in human ch.
13q21.2; (e) the genomic location of a CNV is more
critical to its pathogenic potential than the total
number or mean size of CNVs present in a given
individual. CNVs most frequently encountered in
ASD patients often encompass genes which, when
mutated, are responsible for monogenic forms of
autism, such as NLGN4, SHANK3, and NRXN1;
(f) the progressive transfer of array-based
approaches from the laboratory into clinical

practice will indeed enhance the ability of clinicians
to detect an increasing number of submicroscopic
de novo chromosomal abnormalities; (g) deletions
and duplications spanning entire genes affect
expression only in a minority of ‘gene dosage-
sensitive loci,’ as only approximately 29% of genes
duplicated in trisomy 21 are actually overexpressed
at or above RNA levels predicted on the basis of
allele copy number (Aı̈t Yahya-Graison et al., 2007;
Lockstone et al., 2007). Homeostatic mechanisms
regulating gene expression through trans-acting
elements and noncoding RNAs can exert negative
feedbacks able to establish close-to-normal gene
expression levels. Hence, the conclusive definition
of a given CNV as the primary cause of ASD in a
given patient cannot be exclusively based on
genomic data, as currently proposed (Kaminsky
et al., 2011; Miller et al., 2010), but requires
functional demonstration of abnormal gene
expression in patient-derived cells or cell lines.
Genomic evidence of de novo status or the absence of
a patient’s CNV in a very large sample of control
chromosomes should be regarded as highly
suggestive, but not as conclusive evidence of
pathogenicity until gene expression correlates are
demonstrated.

(3) Environmental factors can represent the primary
cause of autism in some cases. Toxic and viral
agents generally also produce major/minor
malformations and neurological signs, essentially
due to brainstem damage. However, no
environmental teratogen or congenital infection
causes autism in every single exposed subject, as
summarized in Section 34.5. This again underscores
the permissive role of common genetic variants,
which determine the sensitivity threshold to
environmental teratogens and infectious agents.
Given the prenatal timing of autism-inducing
teratology,more attention should be paid to common
genetic variants characterizing the ‘feto-maternal’
unit, rather than merely the offspring.

(4) Stochastic events typically represent an overlooked
nuisance to scientists, but they have been shown to
provide significant contributions to deranged
developmental processes (Kurnit et al., 1987). Part
of the variance in affection status, symptompattern,
and disease severity currently attributed to
common genetic variants may actually depend on
stochastic events, possibly ‘personalizing’
genotype–phenotype correlations on top of
differences in genetic background.

(5) A history of clinical regression, even when
documented by home videos, does not necessarily
imply the existence of environmental factors
striking at the time when behavioral abnormalities

67934.6 CONCLUSIONS: WHERE AND HOW DO COMMON VARIANTS MEET WITH RARE VARIANTS AND/OR WITH THE ENVIRONMENT?

III. DISEASES



become manifest. Several children carrying
pathogenic mutations in NLGN genes or in EIF4E
ever since conception undergo apparently normal
development until a severe regression occurs at
approximately 2 years of age, with loss of initially
acquired social and verbal milestones (see
Sections 34.3.2.1 and 34.3.4.3. Regression may, thus,
simply stem from a functional collapse of neural
networks, occurring at the time when either they
should come ‘online’ to support the harmonious
expansion of social cognition or they are
overwhelmed by pathological levels of oxidative
stress or other dysfunctional processes (see below).

(6) Environmental forms indicate that pathogenic
processes responsible for autism must act early on
in neurodevelopment, possible as early as weeks
4–8 post-conception. An exclusively postnatal
exposure of a non-genetically-vulnerable
individual to prolonged psychological traumas,
toxic chemicals, infectious microorganisms, and
pathological reactions to vaccines, may in some
cases produce psychopathology, but this is clearly
distinguishable from autism (the closest example
being the ‘quasi-autism’ of Romanian adoptees
institutionalized until adoption and grown in a
state of early deprivation of interpersonal contacts,
which has a distinctive set of symptoms and a
generally more favorable prognostic outcome, as
described by Rutter et al. (2007)). In addition,
autism induction may be more related to the
prenatal timing of the pathogenic insult than to the
nature of the insulting agent per se.

(7) SHANK3, NRXN1, NLGN3, and NLGN4 are
commonly addressed as ‘synaptic genes’ and their
role in synaptogenesis is often depicted as critical
in determining the functional disconnection of
distant cortical and subcortical regions, which
seemingly characterizes the CNS of autistic
patients (Belmonte et al., 2010; Courchesne and
Pierce, 2005; Geschwind and Levitt, 2007;
Rubenstein and Merzenich, 2003). The major limit
of this interpretation is that the peak of
synaptogenesis in association cortices occurs late
in human neurodevelopment, namely around 2
years of age. This timing is incompatible with
abnormalities in cell proliferation and migration
clearly documented by neuroanatomical studies of
post-mortem brains and with the early prenatal
timing of environmental insult in teratological
forms. Furthermore, NLGN knockout mice and
mice carrying human mutations, such as R451C,
display relatively modest behavioral phenotypes
overall in comparison to the severity of human
autism (Chadman et al., 2008; Radyushkin et al.,
2009). Finally,NLGN gene inactivation in C. elegans

surprisingly yields increased sensitivity to
oxidative stress as one of its main biochemical
features (Hunter et al., 2010). Hence, the critical
pathogenetic step may not consist in reduced
synapse formation, which has never been
convincingly described in ASD brains; it may also
not consist in structural abnormalities of long-
range neural pathways, which have been assumed
to exist on the basis of neurophysiological data
more than being demonstrated neuroanatomically;
instead, it could consist in the excessive energy
requirements imposed on brain cells by
malformed and malfunctioning synapses, leading
to excessive oxidative stress and consequent
functional disconnections (Chauhan and
Chauhan, 2006; Palmieri and Persico, 2010;
Palmieri et al., 2010).

(8) Abnormal growth rates, either of the head alone or
more often of the whole body, represent a frequent
feature in autistic children, especially during early
infancy (Courchesne et al., 2007). Converging
evidence from several syndromic forms strongly
points toward the ERK/PI3K/mTOR pathway as
playing a pivotal role in autism (Figure 34.1)
(Levitt and Campbell, 2009; Ma and Blenis, 2009).
A thorough understanding of intracellular
pathways involved in autism pathogenesis will be
critical, as novel treatments are beginning to show
promise of reversing genetically determined
abnormalities even in adult mouse models of PTEN
haploinsufficiency, fragile-X, and Rett syndrome
(Dölen et al., 2007; Tropea et al., 2009; Zhou et al.,
2009). Different autisms converging downstream
on an hyperactivation of the ERK/PI3K/mTOR
pathway may clinically improve using
pharmacological inhibitors of this pathway,
regardless of the upstream genetic background
responsible for generating this biochemical
imbalance.

(9) Common genetic variants are typically considered
as conferring autismvulnerability. However, genetic
variants conferring protection from autism could be
equally important. As a concrete example, subjects
VII16, 17, 47, and 48 in Hope et al. (2005), despite
carrying the very same I745T mutation in the
CACNA1F gene yielding congenital stationary night
blindness type-2 in 16 members of this extended
family (see Section 34.3.5.1), do not suffer from
autism or profound mental retardation, presumably
through the action of protective gene variants. In
families with an autistic proband, protective gene
variants are preferentially transmitted from parents
to unaffected siblings. Electrophysiological data
indicate that ‘unaffected’ family members suffer
fromdisconnections betweendistant cortical regions

680 34. AUTISMS

III. DISEASES



similar to those affecting their autistic siblings, but
can implement compensatory circuits which are
apparently not available to affected family members
(Belmonte et al., 2010). Protective genetic variants
may consist in the ‘non-predisposing’ allele at some
loci, but conceivably there should be instances
where one allele can be pathogenically neutral and
the other can be exquisitely protective, as occurs
with the sickle cell anemia allele conferring
protection from malaria (Allison, 2009). SLC25A12
and GLOI are two examples of genes possibly
hosting common protective variants (Palmieri et al.,
2010; Sacco et al., 2007b).

(10) Neuroanatomical, genome-wide expression, and
brain imaging studies provide converging evidence
of an abnormal activation of the immune system in
autism, and particularly of its innate components
(Garbett et al., 2008; Laurence and Fatemi, 2005;
Petropoulos et al., 2006; Vargas et al., 2005; for review
of genome-wide expression studies, see Sacco et al.,
2011). This could be due to abnormal synaptic
function and/or molecular processing leading to
proinflammatory cytokine production, as occurs in
Alzheimer disease (Meda et al., 1999). However,
temporal lobe abnormalities reminiscent of virally
generated lesions have been detected in 48% of
autistic children in a recent brain imaging study
(Boddaert et al., 2009). These results are compatible
with the presence of a persistent, virally triggered
immune reaction in a subgroup of genetically
predisposed autistic children. Studies of vertically
transmitted viruses are thus justified, as they may
thus contribute to solve the mystery of the ‘missing
heritability’ (Maher, 2008) in autism research.

(11) In a translational perspective, it may be initially
easier to estimate autism risk using a limited set of
themost influential commonvariants, than to search
for rare or private variants by sequencing a large
enough panel of candidate genes, if not the entire
genome. A first example of a test providing
combinatorial autism risk estimates from four loci,
eachhostingone commonbiallelic SNP,has recently
been published (Carayol et al., 2010). As the number
of common variants will increase, current 18%
sensitivity will hopefully rise to match an already
satisfactory 92% specificity (Carayol et al., 2010). In
general, thisdiagnostic approachwill bemostuseful
in estimating the risk of autism in (a) newborn
siblings of autistic children and (b) sporadic cases
displaying initial behavioral abnormalities at 1–2
years of age and potentially evolving by age 3
toward normal behavior, or into full-blown autism,
softer ASD traits, specific language impairment,
ADHD, or other behavioral syndromes. However,
the latter use will require testing the specificity of

common variants conferring autism vulnerability,
which may not reliably separate behavioral
syndromes given the labile genotype–phenotype
correlationspresented throughout this survey.Tests
of this sort will be increasingly sought, as early
behavioral intervention programs, targeted to
addressASDsigns and symptomsmuchearlier than
age 3, have begun showing significant efficacy in
controlled trials (Dawson et al., 2010; for review, see
Rogers and Vismara, 2008; Howlin et al., 2009) and
are being actively pursued in many clinical centers.
Interestingly, treatment response is also not a
uniform dimension, as post-treatment measures
always display larger dispersion compared to
pretreatment, indicating the presence of treatment
‘responders’ and ‘nonresponders’ (Dawson et al.,
2010). Therefore, genetic and biochemical markers
may also be sought to predict treatment response.
Finally, the short-term efficacy of early intervention
programs is comforting, though not entirely
unexpected when considering that environmental
enrichment largely reverses behavioral
abnormalities in an animalmodel as ‘organic’ as rats
prenatally exposed to valproic acid (Schneider et al.,
2006), and in MECP2 knockout mice (Lonetti et al.,
2010). Early interventions most likely yield better
outcomes because they act during critical periods of
greater plasticity in postnatal brain development. It
will be important to see whether behavioral
improvements arepermanent, orwhetherperiodic/
continuousmaintenance treatmentwill be required,
most likely through parent training strategies.
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Fombonne, E., Rogé, B., Claverie, J., Courty, S., Frémolle, J., 1999. Mi-
crocephaly andmacrocephaly in autism. Journal of Autism and De-
velopmental Disorders 29, 113–119.

Freitag, C.M., 2007. The genetics of autistic disorders and its clinical
relevance: A review of the literature. Molecular Psychiatry 12,
2–22.

Frisque, R.J., Hofstetter, C., Tyagarajan, S.K., 2006. Transforming
activities of JC virus early proteins. In: Ahsan, N. (Ed.), Polyoma-
viruses and Human Diseases Advances in Experimental Medicine
and Biology 577, Eureka.com/Landes Bioscience, Georgetown,
TX, pp. 288–309.

Furman, D.J., Chen, M.C., Gotlib, I.H., 2011. Variant in oxytocin recep-
tor gene is associated with amygdala volume. Psychoneuroendocri-
nology 36, 891–897.

Gaita, L., Manzi, B., Sacco, R., et al., 2010. Decreased serum arylesterase
activity in autism spectrum disorders. Psychiatry Research 180,
105–113.

Gallagher, L., Hawi, Z., Kearney, G., Fitzgerald, M., Gill, M., 2004. No
association between allelic variants of HOXA1/HOXB1 and autism.
American Journal of Medical Genetics Part B Neuropsychiatric Ge-
netics 124B, 64–67.

Garbett, K., Ebert, P.J., Mitchell, A., et al., 2008. Immune transcriptome
alterations in the temporal cortex of subjects with autism. Neurobi-
ology of Disease 30, 303–311.

Gauthier, J., Spiegelman, D., Piton, A., et al., 2009. Novel de novo
SHANK3mitation in autistic patients. American Journal of Medical
Genetics Part B Neuropsychiatric Genetics 150B, 421–424.

Gauthier, J., Champagne, N., Lafrenière, R.G., et al., 2010. De novo mu-
tations in the gene encoding the synaptic scaffolding protein
SHANK3 in patients ascertained for schizophrenia. Proceedings
of the National Academy of Science of the United States of America
107, 7863–7868.

Geschwind, D.H., 2011. Genetics of autism spectrum disorders. Trends
in Cognitive Sciences 15, 409–416.

Geschwind, D.H., Levitt, P., 2007. Autism spectrum disorders: Devel-
opmental disconnection syndromes. Current Opinion inNeurobiol-
ogy 17, 103–111.

Gharani, N., Benayed, R., Mancuso, V., Brzustowicz, L.M.,
Millonig, J.H., 2004. Association of the homeobox transcription fac-
tor, ENGRAILED 2, 3, with autism spectrum disorder. Molecular
Psychiatry 9, 474–484.

Gillberg, C., 1998. Chromosomal disorders and autism. Journal of Au-
tism and Developmental Disorders 28, 415–425.

Gillberg, C., Steffenburg, S., 1989. Autistic behaviour in Moebius syn-
drome. Acta Paediatrica Scandinavica 78, 314–316.

Gilman, S.R., Iossifov, I., Levy, D., Ronemus,M.,Wigler,M., Vitkup, D.,
2011. Rare de novo variants associatedwith autism implicate a large

68534.6 CONCLUSIONS: WHERE AND HOW DO COMMON VARIANTS MEET WITH RARE VARIANTS AND/OR WITH THE ENVIRONMENT?

III. DISEASES



functional network of genes involved in formation and function of
synapses. Neuron 70, 898–907.

Giulivi, C., Zhang, Y.F., Omanska-Klusek, A., et al., 2010. Mitochon-
drial dysfunction in autism. Journal of the AmericanMedical Asso-
ciation 304, 2389–2396.

Glessner, J.T., Wang, K., Cai, G., et al., 2009. Autism genome-wide copy
number variation reveals ubiquitin and neuronal genes. Nature 459,
569–573.

Goffin, A., Hoefsloot, L.H., Bosgoed, E., Swillen, A., Fryns, J.P., 2001.
PTEN mutation in a family with Cowden syndrome and autism.
American Journal of Medical Genetics 105, 521–524.

Goffinet, A.M., 1984. Events governing organization of postmigratory
neurons: Studies on brain development in normal and reeler mice.
Brain Research Reviews 7, 261–296.

Gomot, M., Belmonte, M.K., Bullmore, E.T., Bernard, F.A.,
Baron-Cohen, S., 2008. Brain hyper-reactivity to auditory novel tar-
gets in childrenwith high-functioning autism. Brain 131, 2479–2488.

Gong, X., Bacchelli, E., Blasi, F., et al., 2008. Analysis of X chromosome
inactivation in autism spectrum disorders. American Journal
of Medical Genetics Part B Neuropsychiatric Genetics 147B,
830–835.

Gottesman, I.I., Gould, T.D., 2003. The endophenotype concept in
psychiatry: Etymology and strategic intentions. The American Jour-
nal of Psychiatry 160, 636–645.

Graf, W., Marin-Garcia, J., Gao, H.G., et al., 2000. Autism associated
with the mitochondrial DNA G8363A transfer RNA(Lys) mutation.
Journal of Child Neurology 15, 357–361.

Grayson, D.R., Chen, Y., Costa, E., et al., 2006. The human reelin gene:
Transcription factors (+), repressors (�) and the methylation switch
(+/�) in schizophrenia. Pharmacology and Therapeutics 111,
272–286.

Green, L., Fein, D., Modahl, C., Feinstein, C., Waterhouse, L.,
Morris, M., 2001. Oxytocin and autistic disorder: Alterations in pep-
tide forms. Biological Psychiatry 50, 609–613.

Gregory, S.G., Connelly, J.J., Towers, A.J., et al., 2009. Genomic and
epigenetic evidence for oxytocin receptor deficiency in autism.
BMC Medicine 7, 62.

Guilmatre, A., Dubourg, C., Mosca, A.L., et al., 2009. Recurrent rearran-
gements in synaptic and neurodevelopmental genes and shared
biologic pathways in schizophrenia, autism, and mental retarda-
tion. Archives of General Psychiatry 66, 947–956.

Gurrieri, F., Neri, G., 2009. Defective oxytocin function:A clue to under-
standing the cause of autism? BMC Medicine 7, 63.

Hall, H., Lawyer, G., Sillén, A., et al., 2007. Potential genetic variants in
schizophrenia: A Bayesian analysis. World Journal of Biological
Psychiatry 8, 12–22.

Hallene, K.L., Oby, E., Lee, B.J., et al., 2006. Prenatal exposure to thalid-
omide, altered vasculogenesis, and CNS malformations. Neurosci-
ence 142, 267–283.

Hallmayer, J., Cleveland, S., Torres, A., et al., 2011. Genetic heritability
and shared environmental factors among twin pairs with autism.
Archives of General Psychiatry 68, 1095–1102.
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35.1 INTRODUCTION AND HISTORICAL
OVERVIEW

In 1943, Leo Kanner first described ‘infantile autism’
as “. . . children’s inability to relate themselves in the ordi-
nary way to people and situations from the beginning of
life” (page 242, emphasis in original; Kanner, 1943). The
modernDiagnostic and StatisticalManual ofMental Dis-
orders, 4th edition text revision (DSM-IV TR; American
Psychiatric Association, 2000), categorizes that classical
syndrome as autistic disorder, which is thought of as a
part of a heterogeneous spectrum of behaviorally de-
fined disorders, the autism spectrum disorders (ASDs).
By definition, the ASDs manifest clinically within the
first 3 years of life; impair language, communication,
and social interaction; and are typified by idiosyncratic
interests and repetitive behaviors. In the DSM-IV TR,
ASDs also include Asperger disorder, defined as the
presence of autism symptoms in the absence of language

delay and intellectual disability (ID), and pervasive de-
velopmental disorder not otherwise specified, in which
autistic features are present but do not meet full criteria
for a diagnosis of autistic disorder (see Chapter 34).

Kanner explicitly borrowed his diagnostic term from
Eugen Bleuler (1950), who used ‘autism’ to describe the
process of withdrawal into one’s own world, which he
identified as a hallmark of a heterogeneous set of adult
behavioral disorders in his classic book, Dementia Prae-
cox or the Group of Schizophrenias. Today, ‘schizophrenia’
refers to a set of behaviorally defined syndromes, the
diagnostic features of which include ‘positive symp-
toms’ such as hallucinations, delusions (firmly fixed
false beliefs not explained by cultural context), thought
disorder, and disorganized or bizarre behavior and
‘negative symptoms’ such as apathy, anhedonia (inabil-
ity to feel pleasure), and social withdrawal. Schizophre-
nia is one of several ‘schizophrenia spectrum disorders’
(SSDs) that include schizoaffective disorder, in which
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cycles of depression and/or mania occur together with
chronic psychosis, and psychotic disorder not otherwise
specified, which includes individuals with psychosis
who do not meet full criteria for schizophrenia. Family
studiesalso suggest that anonpsychotic syndrome, called
schizotypal personality disorder, is part of the schizo-
phrenia spectrum (Kety et al., 1971, 1994; Tienari et al.,
2003). To avoid the misconception that either autism or
schizophrenia is a unitary disorder, wewill use the terms
ASD and SSD throughout this chapter.

35.2 PHENOTYPIC SIMILARITIES AND
DIFFERENCES BETWEEN ASD AND SSD

ASD and SSD both produce lifelong disability and, as
we have seen from the history of their nosology, share as
hallmark manifestations, impaired abilities to function
in human social groups. ASD and SSD share many other
phenotypic characteristics, but there are also some im-
portant differences. ASD and SSD patients share higher
rates of ID (Bhaumik et al., 2008; Hemmings, 2006;
Matson and Shoemaker, 2009; Morgan et al., 2008), epi-
lepsy (Ep; Gaitatzis et al., 2004), and motor disturbances
(Welham et al., 2009) compared with the general popu-
lation. To make a diagnosis of an ASD according to the
criteria of the DSM-IV-TR, behavioral signs of the disor-
der must be evident by the age of 3 years. In contrast,
SSDs are usually first diagnosed during late adolescence
or early adulthood. However, cases meeting diagnostic
criteria for SSD clearly occur during childhood
(Rapoport, 2009) and mounting evidence suggests that
neurobehavioral impairments often precede the onset
of full-blown SSD, a clinical phenomenon known as
the schizophrenia prodrome (Thomas and Woods,
2006). Manifestations of the schizophrenia prodrome
include unusual beliefs and patterns of thought,
learning disabilities, minor neurological abnormalities,
social withdrawal, and problems with peer relation-
ships. Such differences are readily detectable in many
cases, such as in a classic study in which raters, unaware
of current diagnosis, observed childhood home movies
of patients’ families and were able reliably to identify
the child destined to develop SSD years later (Walker
and Lewine, 1990). Thus, as with ASD, neurodevelop-
mental dysfunction is often evident early in the lives
of patients with SSD.

ASDs are approximately fourfold more common in
males than females (Control, 2009). In contrast, there
appears to be little to no difference in the prevalence
of SSD in males versus females (Saha et al., 2005).
However, good evidence supports the conclusion that
SSD in males tends to be earlier in onset with a less
favorable course over the lifespan than in females
(Angermeyer et al., 1990; Hafner et al., 1993), so there

is some degree of sexual dimorphism in SSD. The range
of impairment in psychosocial function across
affected individuals is broad for bothASD and SSD, with
some patients able to integrate into society and function
independently, most exhibiting substantial and lifelong
need for help in coping with being part of society,
and severely affected individuals exhibiting profound
impairment that destroys their abilities to care for them-
selves or function even minimally in society. From the
information just reviewed, it is reasonable to view ASD
and SSD as partially distinct sets of neurodevelopmental
disorders (NDDs) that share a variety of phenotypic
features.

35.3 GENETIC MECHANISMS
IN ASD AND SSD

35.3.1 Heritability of Risk for ASD and SSD

ASD and SSD exhibit similar degrees of risk herita-
bility. Family studies show that the recurrence risk for
ASD and SSD in siblings of affected individuals is ap-
proximately 5–10%, which is substantially greater than
the �1% prevalence of either set of disorders in the
general population. Additionally, twin studies show
concordance rates in monozygotic twins to be substan-
tially higher than in dizygotic twins for both ASD (up
to 90% vs. �10%) and SSD (up to 80% vs. �10%), lead-
ing to heritability estimates of 0.8–0.9 (Folstein and
Rosen-Sheidley, 2001; Losh et al., 2008; Riley and
Kendler, 2004).

35.3.2 Overlapping Molecular Genetic
Associations in ASD and SSD: Single Genes

In some cases, SSD andASD appear to share common,
or at least substantially overlapping, genetic etiologies.
Table 35.1 shows a list of genes in which mono- or
biallelic mutations or loss-of-function, single-gene copy
number variants (CNVs) have been involved in the
etiology of both ASD and SSD. Interestingly, these genes
encode synaptic or cell adhesion molecules, which
play important roles in neural development and there-
fore appear to be excellent candidates as key players
in the pathophysiology of ASD and SSD (Guilmatre
et al., 2009).

At the moment, however, the greatest apparent over-
lap of genetic factors in ASD and SSD comes from recent
discoveries regarding the role of genomic CNV (defined
below) in both sets of disorders as well as in other neu-
rodevelopmental conditions including Ep and ID. Al-
though CNVs have thus far been associated with ASD
and SSD only in small proportions of patients, the num-
ber of CNVs associated with both sets of disorders con-
tinues to grow. Even if they account only for a minority
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of cases, CNV-associated cases of ASDs and SSDs prom-
ise to be invaluable for understanding specific relation-
ships between genetic differences and disorder-related
phenotypes, by virtue of the clarity with which associa-
tions can be established between genetic differences (i.e.,
presence vs. absence of a CNV) and individual patients.
Thus, by understanding similarities and differences
among patients carrying a common CNV but diagnosed
clinically with an ASD, an SSD, or both, we may be able
to elucidate meaningful differences, and commonalities,
in developmental and pathophysiological processes
leading to one set of disorders or the other.

35.4 CNV IN THE GENOME: KNOWN FOR
DECADES, UNDERAPPRECIATED UNTIL

RECENTLY

Large-scale variation in the genome, such as chromo-
somal rearrangements, duplications, and deletions, has
been known to cytogeneticists for many decades. How-
ever, the recent advent of molecular methods allowing
high-resolution examination of the entire genome, such
as array comparative hybridization (aCGH; Cowell, 2004)
and genome-wide single-nucleotide polymorphism (SNP)-
genotypingplatforms (Dingand Jin, 2009), has led to amuch
fuller appreciation of how common and how relevant to
complex neurobehavioral disorders such large-scale varia-
tion actually is. CNVs comprise a class of genomic variants
in which long stretches of DNA, ranging in size from thou-
sands to millions of base pairs (bp), occur in variable num-
bers of contiguous copies on chromosomes from different
individuals (Zhang et al., 2009). While some CNV appears
to be ‘private,’ occurring only within a single individual
or family, recurrent CNV can be identified at specific loca-
tions in the genome in unrelated individuals.

35.4.1 Genomic Architecture Predisposing
to Recurrent CNV

The most frequent overlapping rearrangements are
usually recurrent and arise from nonallelic homologous
recombination (NAHR), where a segment of unique

DNA sequence (50 kb–10 Mb) is lost or duplicated due
to the presence of flanking segmental duplications, or
low-copy repeats (LCR) – large (>10 kb), highly repeti-
tive (>95% homology), DNA sequences that predispose
to genomic instability (Dibbens et al., 2009). When two
of these paired segmental duplications are found in
the same orientation along the chromosome, they can
be improperly aligned during meiosis, leading to the
duplication of the intervening sequence in one allele
and the deletion of this same region in the other; this
is the mechanism behind NAHR. Interestingly, some
of the regions in which these recurrent deletions occur
also harbor inversion polymorphisms which change
the orientation of the paired LCR from inverted, or fac-
ing on different directions along the chromosome, to
aligned, hence greatly increasing the chance of NAHR
occurring. In some instances, the presence of the app-
ropriate inversion allele is necessary for the CNV to
occur, as is the case for the 17q21.31 region (Alkan
et al., 2009; Sharp et al., 2006).

LCR-mediated NAHR thus repeatedly generates
within the population recurrent CNV that is identical
or nearly so in size and location. Recognition of recurrent
CNV in research and clinical settings has increased tre-
mendously over the past few years, leading to the iden-
tification of several previously unknown genomic
disorders in which autism and/or schizophrenia is part
of the phenotype. As the number of array-based research
studies and diagnostic procedures increases, and collab-
orative pooling of information across research and clin-
ical laboratories grows, more recurrent the CNV that
causes or predisposes to NDD.

35.5 RECURRENT CNV ASSOCIATED
WITH ASD, SSD, AND OTHER NDDS

The remainder of this chapter will focus on recurrent
CNVs and their associations to ASD, SSD, and often
other NDDs such as Ep (see Chapter 36) and ID. Emerg-
ing evidence implicates a growing list of CNVs that as-
sociate with ASD, SSD, and other NDDs. This
emerging pattern of common CNVs playing a

TABLE 35.1 Genes Associated with Both ASD and SSZ Through Loss-of-Function Single-Gene CNVs and/or Functional Mutations

Gene

symbol

Chromosomal

location Gene name

OMIM

ID ASD references SSD references

SHANK3 22q13.3 SH3 and multiple
ankyrin repeat domains 3

606230 Durand et al. (2007) and Gauthier et al. (2009) Gauthier et al. (2010)

CNTNAP2 7q35 Contactin-associated
protein-like 2

604569 Strauss et al. (2006) and Zweier et al. (2009) Friedman et al. (2008)

NRXN1 2p16.3 Neurexin 1 600565 Ching et al. (2010), Wisniowiecka-Kowalnik
et al. (2010), and Zweier et al. (2009)

Ikeda et al. (2010) and
Rujescu et al. (2009)
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presumably causal role in diverse phenotypic outcomes
suggests that subgroups of patients with clinically differ-
ent disorders manifest variable phenotypes arising from
common underlying genetic disturbances. It appears
likely that at least some of the commonality of risk eleva-
tion in ASD, SSD, and other NDDs reflects disruption in
fundamental brain developmental processes, some of
which might be responsive to specific environmental
conditions, epigenetic events, or influences of specific
loci distant from the CNV that could influence the trajec-
tory of phenotypic outcome. Identifying and disentan-
gling factors associated with variation in phenotypic
outcomes among carriers of specific recurrent CNVs
are a major challenge, yet meeting that challenge prom-
ises to shed light on the basis for ASD, SSD, and other
NDDs. Phenotypic studies of participants specifically
ascertained by CNV status will be an important first step
toward understanding the phenotypic variability associ-
ated with recurrent CNVs. We propose that studies
ascertaining participants according to the presence or
absence of specific sets of CNVs and focusing on a broad
variety of behavioral, cognitive, physiological, meta-
bolic, cellular, and molecular phenotypes are likely to
be productive strategies for understanding the relation-
ship of ASDs to SSDs and other NDDs.

In other words, if the goal is to organize developmen-
tal and neurobiological analysis of NDDs according to
biologically meaningful criteria, then direct ascertain-
ment of cases by CNV status will be superior to doing
so by phenomenology. The former approach offers the
opportunity to ascertain cases on the basis of likely mo-
lecular etiology, while the latter has proved unreliable
for classifying cases according to similar mechanisms
of clinical risk. Where cost, ethical concerns, and territo-
riality in scientific funding priorities are not important

constraints, CNV would ideally be ascertained in popu-
lation-based samples of infants at birth, and cases de-
fined by CNV status would be followed prospectively
together with demographically matched noncarrier con-
trols. Although in the short-term ascertainment of CNV
within large phenotypically identified collections, such
as the AGRE resource (Lajonchere, 2010), is the most
practical approach to studying CNV and NDD, the as-
certainment bias inherent in identifying cases by nonspe-
cific behavioral phenotypes will plague the field until
unbiased molecular ascertainment of CNV carriers
(some of whomwill have only very mild, or absent, clin-
ical phenotypes) becomes a reality in neurodevelopmen-
tal epidemiology.

Table 35.2 lists recurrent CNV associated with ASD
and SSD, as well as other NDDs (most commonly ID
or Ep). Note that most of these pathogenic recurrent
CNVs also associate with a large variety of medical
and anatomic disorders (the list of such associated disor-
ders probably remains incomplete). Although a detailed
discussion of the medical complications of CNV disor-
ders is beyond the scope of this chapter, their presence
is very important because it emphasizes the urgent need
to begin training clinicians and educators who evaluate
ASD, SSD, and other NDDs to include CNV disorders in
the differential diagnosis so that appropriate referral for
cytogenetic evaluation can be made, and medical as well
as behavioral interventions can be instituted. Recently,
Miller and colleagues (Miller et al., 2010) suggested that
testing for CNV by microarray be made standard of care
for evaluation of ASD and ID. No such suggestion has
been published for SSD, although in our view, such test-
ing should at least be considered when there is clinical
evidence suggesting CNV (e.g., the simultaneous presen-
tation of psychosis and ID). Bassett and Chow (1999)

TABLE 35.2 Recurrent CNVs Identified Across ASD and Schizophrenia

Genomic

region Position (Mb)a
Size

(Mb)a
Number

of genesb CNV References

1q21.1 chr1:144 963732–145864 377 0.9 7 del Brunetti-Pierri et al. (2008) and Consortium (2008)

3q29 chr3:197 244 288–198 830 238 1.6 21 del Mulle et al. (2010) and Willatt et al. (2005)

15q13.3 chr15:28698632–30234007 1.5 6 del Ben-Shachar et al. (2009), Consortium (2008),
and Stefansson et al. (2008) (see Chapter 32)

16p11.2 chr16:29557553–30107434 0.5 25 dup McCarthy et al. (2009) and Weiss et al. (2008)

16p13.11 chr16:15421876–16200195 0.8 7 dup Ingason et al. (2009) and Ullmann et al. (2007)

17q12 chr17:31893783–33277865 1.4 15 del Loirat et al. (2010) and Moreno-De-Luca et al. (2010)

22q11.2 chr22:17412646–19797314 2.4 41 del Antshel et al. (2007), Consortium (2008), Karayiorgou et al. (1995),
Pulver et al. (1994), and Vorstman et al. (2006)

a Size and position are calculated in the hg18 genome assembly and exclude the DNA sequence from flanking segmental duplications.
b The number of genes in each region is based on RefSeq coding genes.
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have elaborated specific clinical criteria indicating test-
ing by fluorescent in situ hybridization (FISH) for 22q11
deletion syndrome (22q11DS) in patients with SSD. Such
criteria need reevaluation and expansion as microarrays
are rapidly supplanting FISH as the primary molecular–
cytogenetic diagnostic procedure (FISH remains essen-
tial for confirmation of positive microarray results). The
need to consider genome-wide testing for recurrent and
rare CNV during the work-up of SSD is, in our view, a
critical area for future translational research.

In the following sections, we briefly review current
knowledge regarding the relationship of specific recur-
rent CNV to ASD and SSD. The discussion begins with
a review of the 22q11 deletion syndrome (22q11DS) be-
cause the molecular basis of 22q11DS has been known
for2decades,anditsassociations toNDDshavebeenmost
extensively studied. We regard 22q11DS as a prototypic
CNVdisorder, as it exhibits the phenotypic heterogeneity
(i.e., variable expressivity) and variable penetrance that
appear to be common to all SSD- and ASD-related CNV
disorders thus far described. Following discussion of
the 22q11DS, we will review the other disorders listed
in Table 35.3 in order of the chromosomes they affect,
and then will conclude with remarks on implications
and future directions for neurodevelopmental research.

35.5.1 22q11.2 Deletion Syndrome: The
Prototypic CNV Disorder

First described in an autopsy series of four infants
(Kirkpatrick and DiGeorge, 1968), DiGeorge syndrome
(DGS) referred to a constellation of severe immune defi-
ciency and findings suggestive of maldevelopment of
the third and fourth pharyngeal arches, including thy-
mic aplasia, parathyroid hypoplasia, and abnormalities

of the aortic arch. Additional syndromes, called cono-
truncal anomaly face (CTAF) syndrome in a case series
from Japan (Kinouchi et al., 1976) and velocardiofacial
syndrome (VCFS) in another series from the United
States (Shprintzen et al., 1978), consisted of velopharyn-
geal anomalies, cardiac anomalies, typical facial appear-
ance, learning disabilities, and speech and language
problems. In 1991, Scambler and colleagues reported
that microdeletions at 22q11.2 associated with sporadic
and familial DGS, and subsequent studies soon showed
the majority of cases of DGS, CTAF, and VCFS were all
associatedwith similar deletions (Burn et al., 1993; Carey
et al., 1992; Scambler et al., 1992). Although all the fore-
going syndrome designations are still in use, it is clear
that the term 22q11DS subsumes almost all of the cases
meeting the various phenotype definitions just reviewed
and is therefore themost appropriate designation for this
common CNV disorder (estimated at 1/4000 live births;
Botto et al., 2003).

Behavioral manifestations in 22q11DS vary widely
(Ousley et al., 2007) but are common in children and
adults. By the mid-1980s, behavioral difficulties in chil-
dren with VCFS had been described (Golding-Kushner
et al., 1985), and psychosis in adolescents with the disor-
der was reported in 1992 (Shprintzen et al., 1992). Pulver
and colleagues confirmed that schizophrenia was com-
mon in patients with 22q11DS (Pulver et al., 1994), and
Karayiorgou and colleagues found several previously
undiagnosed cases of 22q11DS in a series of patients with
schizophrenia diagnosed solely on the basis of clinical
presentation (Karayiorgou et al., 1995). The latter study
was a landmark because it raised the prospect that a
small but clinically and epidemiologically significant
proportion of the SSD population carried undiagnosed
22q11 deletions. It is now clear that 22q11DS occurs at
a low but nontrivial rate (�0.75%, about 30-fold more

TABLE 35.3 Candidate Genes in the 22q11 Deletion Region Plausibly Contributing to Risk for SSD or ASD

Locus Gene product and function References

COMT Catechol-O-methyltransferase catalyzes catabolism of
neurotransmitters dopamine and norepinephrine

Abdolmaleky et al. (2006), Bassett et al. (2007), Lachman
et al. (1996), Munafo et al. (2005), and Shifman et al. (2002)

PRODH Proline dehydrogenase participates in synthetic pathway for excitatory
neurotransmitter, glutamate

Gogos et al. (1999), Jacquet et al. (2002), andMeechan et al.
(2009)

ZDHHC8 Zinc finger, DHHC-type containing 8, likely a transmembrane
palmitoyl transferase, which posttranslationally modifies proteins
involved in intracellular trafficking and synaptic function. Variants
associated with abnormal smooth-pursuit eye movements (SPEM)
in SSD

Shin et al. (2010)

RANBP1 Variants associated with abnormal SPEM might be due to linkage
disequilibrium with ZDHHC8

Cheong et al. (2011)

RTN4R No Go-66 receptor, a key protein in axonal pathfinding during
development

Sinibaldi et al. (2004)
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frequently than in the population at large; Hoogendoorn
et al., 2008) in clinically diagnosed SSD patients. Selecting
specific phenotypic characteristics prior tomolecular test-
ing (e.g., facial dysmorphology, conotruncal heart defects,
high-arched palate or cleft palate, ID) can substantially
increase the diagnostic yield for the deletion in cohorts
of patients with SSD (Bassett and Chow, 1999).

The most common 22q11 deletion (�80% of cases) is
approximately 3 megabases (Mb) long, occurring be-
tween two LCRs flanking the deletion (Edelmann et al.,
1999a, 1999b). Two additional LCRs lie within the 3 Mb
deletion region and account for the majority of remaining
deletions (�10% of 1.5 Mb and the rest of varied size). The
3-Mb region encompasses 40 genes, and several of these
appear to be compelling candidates as genes contributing
to SSD risk.However, none of themhas yet been confirmed
with sufficient confidence to call them ‘schizophrenia
genes.’ Table 35.3 summarizes candidate genes residing
within the 22q11DS region for which there is some evi-
dence (usually mixed positive and negative results) sup-
porting associations to risk for SSD.

It is worth noting that even accepting only the positive
evidence supporting associations of individual loci
within the 22q11DS region as the truth, the effect sizes
of those associations are much smaller than the magni-
tude of the association of the 22q11 deletion itself with
SSD (OR <1.5 for any given locus vs. OR �20 for
22q11DS). It is thus possible that hemizygosity of multi-
ple genes within the 22q11DS region, each of small indi-
vidual effect, somehow synergizes to produce a more
substantial influence on brain development when risk
genes in the region are affected simultaneously. Alterna-
tively, it is possible that deletion of single copies of
multiple genes creates numerous opportunities for dele-
terious effects of risk loci elsewhere in the genome.While
speculative, such hypotheses are useful because they
suggest specific strategies for examining how 22q11DS
elevates risk for SSD, ASD, or other NDDs. For example,
a genome-wide analysis of variants in 22q11DS patients
affected or unaffected by ASD, SSD, or both could iden-
tify specific loci elsewhere in the genome that elevate de-
velopmental sensitivity to the effects of hemizygosity of
loci at 22q11.

The above summary shows that exciting progress
has been made in understanding potential genetic
mechanisms in SSD related to 22q11DS. Several genes
involved either in neurotransmission, neuronal func-
tion, or development may be contributing to risk for
SSD. The association of 22q11DS to ASD was de-
scribed only relatively recently (Antshel et al., 2007;
Vorstman et al., 2006), so fewer studies of ASD and in-
dividual genes within the deletion region have been
published.

However, a recent study comparing symptom pro-
files among ASD patients with 22q11DS, those with

Klinefelter syndrome (KS: karyotype 47 XXY), and
ASD patients with no specifically defined genetic syn-
drome suggested that the ranges of overall ASD symp-
toms in both 22q11DS and KS were narrower than in
the idiopathic group and differed from each other
(Bruining et al., 2010). Discriminant function analysis
of symptom scores (derived from the Autism Diagnostic
Interview, Revised) showed clear distinctions in the pro-
files of each group. While the study can be criticized for
several methodological difficulties (e.g., the patient sam-
ples were ascertained separately, thus introducing the
possibility of selection bias), it is an important step for-
ward because the results suggest that specific aspects
of the broad ASD phenotype may specifically associate
with definable genetic differences among patients. If
true, such associations could form the basis for dissec-
tion of genetically regulated developmental pathways
leading to specific ‘points’ in the ‘phenotypic space’ of
ASD and may also provide a basis for comparing path-
ways leading to ASD versus SSD.

Finally, 22q11DSmay serve as an important prototype
for demonstrating the clinical importance of diagnosing
specific CNVdisorders in patients whose clinical presen-
tation is entirely or predominantly behavioral. From the
earliest days, DGSwas known to associate with hypocal-
cemia that in its most severe form could lead to fatal
status epilepticus. Hypocalcemia in 22q11DS results
from the variable degree of parathyroid hypoplasia that
occurs in those afflicted and can vary over an individual
patient’s lifetime. The condition can usually be corrected
by dietary supplementationwith vitaminD and calcium,
but to establish the diagnosis, clinicians must test ion-
ized serum calcium levels, rather than rely on the total
calcium levels available in standard metabolic panels.
The failure to test specifically for ionized calcium in pa-
tients with 22q11DS can lead to poor clinical outcomes.
For example, SSD patients are almost always treated
with antipsychotic medications. As a class, those agents
tend to lower the seizure threshold. Clozapine is an an-
tipsychotic medication that is among theworst offenders
in terms of its effect on seizure threshold but remains a
uniquely effective treatment in some patients whose
psychotic symptoms do not respond well to other anti-
psychotic medications (Kane et al., 1988). Patients with
SSD, 22q11DS, and untreated hypocalcemia who are
given clozapine will be at extremely high risk for sei-
zures owing to the synergistic effects of low calcium
and the medication. Clinicians unaware of the patient’s
22q11DS diagnosis would almost certainly discontinue
clozapine when the patient has a seizure after starting
clozapine. In that scenario, prophylactic administration
of vitamin D and calcium, rather than discontinuation
of clozapine, would have been an unexplored therapeu-
ticalternative.Failure todiagnose22q11DSin the�0.75%of
SSDpatientswho carry such deletions can thereby deprive
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them of potentially effective treatments. Such cases have
been documented, so thismatter is ofmore than theoretical
interest (Caluseriu et al., 2007). Aswe learnmore about the
large variety of clinicalmanagement issues associatedwith
each CNVdisorder, moving fromphenomenological diag-
nosis to molecular diagnosis of NDD promises to become
increasingly valuable for patient care.

35.5.2 1q21 Deletions

With the advent of cytogenomic array testing, recurrent
deletions of 1q21, as well as several other genomic disor-
ders thatwentpreviouslyundetected,havebeenidentified
in the last few years. This CNV spans 1.35 Mb and was
originally identified in a large cohort of patients with
schizophrenia (Stefansson et al., 2008). The 1q21 deletion
was detected in 11 out of 4718 cases with schizophrenia
(0.23%), compared to 8 of 41199 controls (0.02%), provid-
ingcompellingevidenceof theassociationof thisCNVand
schizophrenia. Almost simultaneously, the identical CNV
was identified inpatients referred for clinical testingwitha
wide array of phenotypic features, which include isolated
heart defects, cataracts,Müllerian aplasia, andmicroceph-
aly (Meffordet al., 2008). It isnoteworthy thatpatientswith
the reciprocal 1q21duplication havemacrocephaly, point-
ing toward a dosage-sensitive gene involved in head
growth. Additionally, several of these patients had a be-
havioral phenotype manifesting as ASD (Brunetti-Pierri
et al., 2008; Mefford et al., 2008). Differing from other
well-knownmicrodeletion syndromes, such asAngelman
and Prader-Willi (15q11.q13 deletions), but similar to
22q11DS, deletions in 1q21 lead to wide phenotypic vari-
ability and are sometimes found in apparently unaffected
parents of affected individuals.However, a thoroughphe-
notypic assessment in these apparentlyunaffectedparents
frequently reveals a subclinical neurocognitive or behav-
ioral phenotype (Girirajan and Eichler, 2010).

There are at least seven genes in the 1q21 deleted in-
terval, although the one responsible for the behavioral
phenotype of patients with this CNV has not been iden-
tified. GJA5 and GJA8 are both part of the connexin fam-
ily of genes and play an important role in membrane
junctions. Mutations in GJA5 are known to cause atrial
fibrillation, whereas mutations in GJA8 give rise to cata-
racts. Interestingly, GJA8 has been previously associated
with schizophrenia (Ni et al., 2007). However, the gene
responsible for the neurobehavioral phenotype of these
patients remains unknown.

35.5.3 3q29 Deletions

Causing another novel genomic disorder, microdele-
tions of 3q29 have been associated with a variable array
of phenotypes, including mild-to-moderate mental re-
tardation, slightly dysmorphic facial features, gate
ataxia, and long tapering fingers (Willatt et al., 2005).

Also mediated by segmental duplications, this recurrent
deletion is 1.6 Mb in size and contains 21 genes, several
of which are interesting candidates for NDD. DLG1 and
PAK2 are interesting candidates, as they are both autoso-
mal homologs of well-described X-linked ID genesDLG3
and PAK3.DLG1, also known as synapse-associated pro-
tein 97, also interacts directly with PTEN to inhibit axo-
nal stimulation of myelination. This molecular brake is
important in maintaining proper myelin thickness and,
when removed, producesmyelin outfoldings and demy-
elination. In fact, this brake ceases to function in periph-
eral neuropathies such as Charcot–Marie–Tooth (Cotter
et al., 2010). Additionally, and perhaps most impor-
tantly, DLG1 interacts directly with AMPA and NMDA
receptors, both key components of the glutamatergic
synapse (Howard et al., 2010), in line with recent re-
search showing the role of glutamatergic dysfunction
in schizophrenia (Gaspar et al., 2009). PAK2 also appears
as an interesting candidate, as it regulates cytoskeleton
dynamics, consequently regulating the morphology of
the synapse and glutamate receptor complexes in the
process (Kreis and Barnier, 2009).

35.5.4 15q13.2–13.3 Deletions

The proximal region of the long arm of chromosome
15 contains a series of five highly similar LCRs, which
predispose this region of the genome to a variety of rear-
rangements (Mignon-Ravix et al., 2007: see Chapter 32).
The most well known of such rearrangements consist of
deletions between the two most proximal LCRs, giving
rise to the imprinted disorders Prader-Willi syndrome
or Angelman syndrome, depending on whether the de-
letion is paternally or maternally inherited, respectively.
More distal deletions on chromosome 15, involving loss
of DNA between the third and fifth or fourth and fifth
LCRs, give rise to 15q13.2–13.3 deletion syndrome
(15q13DS). Such deletions have consistently been identi-
fied in genome-wide association study (GWAS) of ASD
(Miller et al., 2009; Pagnamenta et al., 2009) and SSD
(Consortium, 2008; Stefansson et al., 2008). ID is common
in 15q13.2–13.3 DS, as are difficulties with aggressive
behavior and rage outbursts (Ben-Shachar et al., 2009;
Miller et al., 2009; Sharp et al., 2008). Ep is also common
in 15q13DS, with one study estimating this single set of
CNVs to account for �1% of idiopathic cases of Ep
(Dibbens et al., 2009).

Among the loci deleted in 15q13DS is CHRNA7,
encoding the a7 nicotinic acetylcholine receptor
(a7nAChR). This observation is of great interest for at
least two reasons. First, linkage and association studies
have implicated CHRNA7 as an important genetic mod-
ifier of an SSD-related physiological phenotype known
as gating of the P50 auditory-evoked potential (P50-
AEP). The P50-AEP is a positive deflection on EEG that
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occurs �50 ms after a brief auditory stimulus. Gating of
the P50-AEP refers to the phenomenon in which an au-
ditory stimulus shortly before the index stimulus atten-
uates the P50-AEP. Such gating is often impaired in
persons with SSD, as well as in their unaffected relatives.
Freedman and colleagues reported linkage between
markers on 15q13 and P50-AEP gating in families segre-
gating SSD (Freedman et al., 1997), and subsequent asso-
ciation studies suggested that variation at CHRNA7
accounts for this linkage (Leonard et al., 1998). Together
with the foregoing results, the association of 15q13DS
with ASD and SSD suggests CHRNA7 as a prime candi-
date gene relevant to altered development and function
of the brain in ASD and SSD.

The second reason for specific interest in CHRNA7 is
that the pharmacology of the a7nAChR is well devel-
oped, with many compounds available for use in animal
models and in some cases humans, which could be used
as probes with which to examine the role of the receptor
in development and possibly even for therapeutics. We
recently described an adult male patient with 15q13DS,
SSD, rage outbursts, and Ep, whose aggressive behavior
was substantially attenuated by treatment with an ace-
tylcholinesterase-inhibiting positive allosteric regulator
of the a7nAChR, galantamine. The case provides at least
a single example in which diagnosis of a CNV disorder
led directly to altered pharmacotherapy in a clinical
situation (Cubells et al., 2011).

35.5.5 16p11.2 Duplications

Weiss and colleagues (Weiss et al., 2008) performed
a genome-wide search for recurrent CNV associated
with ASD, using data from SNP-genotyping arrays
from several large GWAS of ASD. They noted signifi-
cant associations of both deletions and duplications in
a �590-kb region flanked by LCRs, located on chromo-
some 16p11.2. The finding was even more noteworthy
because macrocephaly (enlarged head circumference),
an endophenotype observed in a substantial minority
of children with ASD, was also associated with the
deletion at 16p11.2.

Simultaneously with the report of the Weiss et al.
group, two other research teams reported associations
between ASD and CNV at 16p11.2 (Kumar et al., 2008;
Marshall et al., 2008). Importantly, one of those studies
(Kumar et al., 2008) confirmed an association between
16p11.2 deletions and ASD using an independent mol-
ecular approach: array comparative hybridization. Al-
though those investigators also found a single case of
16p11.2 duplication in their sample, they observed the
duplication in two of their control subjects and therefore
did not conclude the duplication associated with ASD.
However, other studies have confirmed both the dele-
tion and duplication as clearly associated with ASD

(Fernandez et al., 2010; Marshall et al., 2008), despite
the variable expressivity highlighted by observations
of apparently unaffected individuals occasionally car-
rying the duplication. Detailed examination of ASD
probands carrying CNV at 16p11.2 revealed that the
heterogeneous phenotypic spectra associated with these
genomic variants include ID and variable facial dysmor-
phology (Fernandez et al., 2010). That study also found
evidence suggesting that 16p11.2 deletions may be more
penetrant with regard to ASD than are duplications. An-
other study confirmed the phenotypic heterogeneity
associated with CNV at 16p11.2, adding Ep and motor
delay to the manifestations associated with either the
deletion or duplication, and attention deficit hyperactiv-
ity disorder to those associated with the duplication
(Shinawi et al., 2010). Interestingly, that same study
found macrocephaly to associate with the deletion and
microcephaly (diminished head circumference) with
the duplication.

McCarthy and colleagues reported that SSD are also
associated with duplications (but not deletions) at
16p11.2 (McCarthy et al., 2009). Interestingly, consistent
with earlier results in ASD, this group also observed an
association of the 16p11.2 duplication with head circum-
ference in the SSD sample, suggesting this endopheno-
type may not be specific to ASD but rather associated
with the duplication and a broader risk for NDDs. If
the ‘specificity’ of the association between SSD and only
the duplication at 16p11.2 withstands more extensive
study in additional cohorts of patients, such an observa-
tion could help distinguish genes within the CNV region
that might more specifically predispose to ASD (when
haploinsufficient) rather than SSD (when present in ex-
cess). However, more data are necessary before it is clear
that only the duplication associates with SSD.

35.5.6 16p13.11 Deletions and Duplications

The short arm of chromosome 16 is particularly rich in
LCRs (Martin et al., 2004), with the result that nonhomo-
logous recombination events in the region are common.
Thus, another set of recurrent CNVs distal to the 16p11.2
region just discussed occurs on 16p13.11. These CNVs
vary somewhat in length, due to the complexity of the
region, but most are �1.4–1.65 Mb in length. Both dupli-
cations and deletions were originally described as asso-
ciatedwith ASD and ID (Pinto et al., 2010; Ullmann et al.,
2007), although apparently unaffected carriers of the
duplications were identified in several families with af-
fected members. However, a study that screened a large
cohort of patients with ID or multiple congenital anom-
alies (MCA), aswell as two cohorts of European-ancestry
adults with no known evidence of NDD (but who were
not specifically evaluated) found only the deletions to
occur significantly more frequently in patients than in
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the control individuals. Those observations led the
authors of that study to suggest that duplications at
16p13.1–13.2 might be nonpathogenic variants. A more
recent study, of >4300 patients with SSD and >35000
controls ascertained in several European countries and
evaluated using SNP-genotyping arrays, found an over-
all association between duplications at 16p13.1 and SSD,
with approximately a threefold excess observed in the
patient group. When the investigators classified the du-
plications according to their positions across three subre-
gions of 16p13.1, they found a stronger association with
duplications residing in the proximal two subregions
(with respective odds ratios increasing from 3.27 to
7.27). The authors of the latter study, while acknowledg-
ing the difficulty of declaring duplications at 16p13.1 to
be pathogenic, given heterogeneity in duplication size
and the prior inconclusive results with regard to ID
and MCA, argue that additional factors add to evidence
that such duplications are pathogenic. They point out
that the subregion analysis just summarized, in addition
to strengthening the statistical association also identifies
a strong candidate locus, NDE1. That gene encodes a
protein that interacts with DISC1, which itself is the
product of a strongly supported ‘schizophrenia gene.’
Another binding partner of NDE1 is the gene product
of LIS1, which is strongly associated with the severe
NDD, lissencephaly.

35.5.7 17q12 Deletions

Deletions in 17q12 were until recently believed to be
one of the few recurrent genomic disorders that spared
the central nervous system. This 1.4-Mb recurrent dele-
tion harbors the HNF1B gene, which is responsible for
the renal cysts and diabetes (RCAD, MIM ID #137920)
syndrome. Generally, affected patients have various de-
grees of renal compromise, including renal cysts and
hyperechogenic kidneys that might progress to renal
failure (Sovik et al., 2002). Additionally, maturity-onset
diabetes of the young type 5 is usually seen by early
adulthood. Affected females may have uterine malfor-
mations such as bicornuate uterus andMüllerian aplasia
(Bellanne-Chantelot et al., 2004). This clinical presenta-
tion is often accompanied by a characteristic facial
gestalt that includes macrocephaly and prominent fore-
head, downslanting palpebral fissures, depressed nasal
bridge, and protruding maxilla in adulthood (Moreno-
De-Luca et al., 2010). However, patients with a milder
phenotype, even without these core clinical features
and hence without a diagnosis of RCAD, are not infre-
quent (Moreno-De-Luca et al., 2010).

As alluded to previously, until recently, there was no
evidence that a central nervous system phenotype is as-
sociatedwith 17q12 deletion syndrome.However, recent
studies have shown that ID, ranging from mild to

moderate, is common in patients with 17q12DS.More in-
terestingly, behavioral anomalies have been identified in
small cohorts of these patients, particularly involving
problems in social interactions reminiscent of ASD. A re-
cent report (Moreno-De-Luca et al., 2010) found that six
of nine patients with 17q12DS met DSM-IV TR criteria
for ASD. This finding was then confirmed in larger co-
horts of patients with ASD (Moreno-De-Luca et al.,
2010). Additionally, given the clinical and genetic over-
lap between ASD and SSD, large cohorts of patients with
schizophrenia were investigated to assess the frequency
of the deletion. A strong association was identified be-
tween 17q12DS and SSD. This CNV was absent from a
very large sample of control individuals (52448), which
could be interpreted as a strong impact of this CNV over
the phenotype of affected individuals, albeit with vari-
able expressivity (Moreno-De-Luca et al., 2010).

Interestingly, the 17q12 region overlaps with a repli-
cated linkage and association peak found in families
with ASD (IMGSAC, 2001; McCauley et al., 2005; Stone
et al., 2004, 2007; Yonan et al., 2003). It is tempting to
hypothesize that one of the genes within this region is
responsible for that linkage signal. However, the fre-
quency of the deletion across different populations is
1 in900onaverage, and the frequencyofyet-undiscovered
mutations in one of the genes, which would ac-
count for a similar phenotype, is very likely rare as
well and might not fully explain the linkage signal.

The 17q12DS region harbors 15 genes, and haplo-
insufficiency in one or more of these likely accounts
for the neurocognitive phenotypes observed in these
patients. HNF1B is responsible for the core features
of RCAD (Bellanne-Chantelot et al., 2004); however, pa-
tients with point mutations or single-gene deletions do
not appear to have a behavioral phenotype, which
wouldmean that one of the other geneswithin the region
might be responsible for the central nervous system find-
ings. LHX1 is a transcription factor involved in brain de-
velopment and axonal guidance (Avraham et al., 2009)
and appears as an interesting candidate. Knockout mice
lack proper patterning of the midbrain–hindbrain bar-
rier (Shawlot and Behringer, 1995). Nevertheless, nomu-
tations in humans have been documented, so the
pathogenic role of haploinsufficiency cannot be clearly
established. More studies are needed to clarify this issue.

35.6 CONCLUSIONS AND FUTURE
DIRECTIONS

The information just summarized illustrates exciting
progress in understanding genomic mechanisms con-
tributing to ASD, SSD, and other NDDs. While our cur-
rent, very incomplete, knowledge of the roles of CNV in
ASD and SSD suggests common pathways of risk for
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these two sets of disorders, amajor challenge is to under-
stand how similar or identical CNV results in widely
different clinical outcomes in different individuals. In
Figure 35.1, we summarize a heuristic model for gener-
ating testable hypotheses regarding the developmental
impact of CNV on risk for ASD, SSD, and other NDDs
(although for simplicity, we include only ASD and
SSD in the diagram). The model incorporates the follow-
ing three hypotheses:

1. CNV predisposing to ASD, SSD, and other NDDs
do so by altering the function of gene-regulatory
networks in which loci at or near the particular
CNV participate. Note that a variety of mechanisms
could alter such networks, including under- or
overexpression of the products of dosage-sensitive
genes within a CNV region; unmasking (in the case of
deletion) or enhancement (in duplications) of
expression of recessive deleterious alleles within the
CNV region; effects of CNV on chromatin structure,
leading to ‘spreading’ effects on regulation of genes in
cis near the CNV or altered trans regulation via
mechanisms such as chromatin looping (Miele and
Dekker, 2009); or the presence of risk alleles at loci

elsewhere in the genome but involved in the same
regulatory networks as those within the CNV.

2. Specific environmental factors might interact with
CNV-associated gene-regulatory networks to alter
developmental trajectories. A well-known (and
therapeutically modifiable) environmental factor
affecting neural development, for example, is maternal
intake of folic acid during pregnancy, which strongly
impacts the risk of openneural tubedefects in offspring
(Berry and Li, 2002; see Chapter 27). Understanding
how such factors interact with genetic networks at the
cellular level during development of the brain could
lead to effective preventive or ameliorative strategies in
patients with CNV disorders.

3. Variability in the timing or magnitude of specific
environmental exposures in the context of specific
CNVs might alter developmental trajectories. As
noted above, ASD and SSD differ in their typical
timing of clinical presentation. However, the typical
epochs of presentation (early childhood for ASD, or
during or just after puberty for SSD) are periods of
profound developmental changes in brain structure
or function. It is possible that specific CNVs set up
carriers for vulnerability to specific risk factors
occurring during these critical periods.

Future research is needed at all levels on CNVs and
their association to risk for NDD. To date, patients with
CNV have been ascertained almost entirely within clin-
ical contexts or in case–control studies where cases have
been selected based on phenomenology. ‘Unaffected’ (or
more likely, mildly enough affected to escape clinical
notice) carriers have generally been discovered upon
family testing once a proband has been identified, or
in the context of case–control studies where ‘controls’
may not represent the general population, but rather
are ascertained for absence of a particular set of syn-
dromes. Current literature, while extremely valuable,
is therefore almost certainly laden with biased ascertain-
ment and other difficulties that preclude rigorous epide-
miological delineation of the role of CNV in public
health. The availability of relatively low-cost methods
for scanning the genome for CNV (e.g., aCGH) should
support the development of sampling strategies in
which molecular rather than phenomenological criteria
drive case and control ascertainment. Such studies
would be particularly valuable for clarifying factors that
distinguish clinical subtypes of specific CNV disorders
from each other. As alluded to in examples from
22q11DS and 15q13.3 DS, the clear fact that subsets of
patients diagnosed according to phenomenological
schema such as the DSM-IVTR are at elevated risk
for carrying specific CNV has potentially profound im-
plications for diagnosis and treatment of behavioral
disorders.

CNV or other genetic lesion

Early neural maldevelopment

Cognitive disability

?

Environment Genetic
background

ASD SSD

?

FIGURE 35.1 A heuristic model relating CNV to risk for ASD and
SSD. The model is based on the premises that (i) genes within CNV
participate in gene networks regulating neural development; (ii) spe-
cific factors, including environmental events, epigenetic factors, and
stochastic processes can alter developmental trajectories, thereby
influencing phenotypic outcomes; and (iii) timing of such events
may be critical, especially relative to key developmental epochs such
as the prenatal, early childhood, and adolescent periods. Note that
themodel posits ID as an outcome that precedesASD or SSD. That com-
ponent of the model reflects the virtual universal association of some
form or degree of ID (or at least learning disorders) with CNV. Thus,
we hypothesize that impaired abilities to engage in social learning,
probably beginning at birth or possibly earlier, contribute cumulatively
to the development of ASD and SSD. Fundamentally, however, such
learning difficulties arise from suboptimal function at the cellular
and molecular levels.
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Another exciting direction enabled by expanding
knowledge of CNV-associated behavioral disorders is
that credible animal models for fundamentally human
disorders become possible. Thus, while nobodywill ever
be able to guess what constitutes psychosis or autism in a
mouse, experiments on rodents carrying engineered
syntenic CNVs are shedding light on specific neural
and developmental mechanisms likely to be relevant
to behavioral deficits in SSD and ASD (Meechan et al.,
2009; Sigurdsson et al., 2010). Animal models of neuro-
developmentally important CNV promise to introduce
novel strategies for understanding pathological neural
development as well as new platforms for testing thera-
peutic drugs.

While political and economic barriers, such as insur-
ance discrimination against behavioral disorders and
(at least in the United States) inadequate or absent health
coverage for large proportions of the population, will
continue to impede progress in the diagnosis and treat-
ment of behavioral disorders, the emerging literature on
CNV as causative factors in mental illness adds to over-
whelming evidence that NDDs are every bit as ‘biologi-
cal’ and therefore medically ‘real’ as other complex
disorders. Hopefully, the mountain of evidence support-
ing such a proposition will eventually get large enough
that even the American Congress will be unable to
continue ignoring it, thus leading to the elimination of
barriers to healthcare access that currently severely im-
pact patients with ASD and SSD. In this regard, the on-
going explosion of knowledge on CNV disorders will
benefit patients with NDD whether or not they carry
associated CNV.
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36.1 INTRODUCTION

Epilepsy affects more than 50 million people across
the world, making it the secondmost common neurolog-
ical disorder (Hauser et al., 1993). Children in particular
are at high risk for seizures, and 5 out of every 1000 chil-
dren will develop epilepsy in any given year. Known
risk factors can account for only 25–45% of cases of

early-life epilepsy, including congenital malformations
of the central nervous system (CNS), moderate to severe
head trauma, CNS infections, hypoxic–ischemic enceph-
alopathy, inherited metabolic conditions, and genetic
predisposition (Cowan, 2002).

Tobegin thediscussionof epilepsy research, it is impor-
tant todefine the terms epilepsyand epileptogenesis. Epilepsy
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is a neurological disorder that is characterized by re-
current spontaneous seizures. Epileptogenesis is defined
as the process duringwhich changes occur in the brain af-
ter a precipitating injuryor insult that results in thedevel-
opment of spontaneous recurrent seizure activity or
epilepsy. The time period between the initial insult and
the onset of epilepsy is referred to as the latent period.
Much of the research in epilepsy is geared toward under-
standing the underlying molecular mechanisms
associated with epileptogenesis. It is important to eluci-
date the underlying mechanisms of epileptogenesis both
to identify better treatments for existing epilepsy and to
develop new therapies to prevent epilepsy, as well as
the associated neurocognitive disorders that afflict many
individuals with epilepsy (LaFrance et al., 2008).

Although epilepsy is defined by the presence of recur-
rent seizures, it is often associatedwith cognitiveorbehav-
ioral dysfunction, particularly in children, among whom
30%of epilepsy patientswill have comorbid autism, intel-
lectual or developmental disabilities, or both (Nolan et al.,
2003; Tuchman et al., 2009). Children with epilepsy also
showhigher rates of attention deficit/hyperactivity disor-
der, learning disorders, and behavioral problems, as
well as depression and anxiety (Beghi et al., 2006; Dunn
et al., 2002; Gonzalez-Heydrich et al., 2007; Jones et al.,
2007; Laurent and Arzimanoglou, 2006). A number of
well-known genetic disorders share epilepsy, intellectual
disability, and autism as prominent phenotypic features,
including tuberous sclerosis, Rett syndrome, fragile X,
Angelman syndrome, and genetic disorders of cortical
development/migration with mutations such as aristaless-
related homeobox (ARX), DCX, and Lis1 (reviewed in
Brooks-Kayal, 2011; Deonna and Roulet, 2006; Guzzetta,
2006; Wolff et al., 2006). Seizures themselves, particularly
whenoccurringduringearly life,mayalsoproduceavariety
of cellular and molecular changes in the hippocampus
that may contribute to an enhanced risk of cognitive or
behavioral dysfunction (reviewed in Brooks-Kayal, 2011).
Comorbid changes can be progressive, both over periods
ofyearsandover thecourseof thelifespan,andtheirseverity
has been correlated with age of onset, seizure frequency,
total number of seizures, and increasing age (Dam, 1990;
Hermann et al., 2002, 2003).

36.2 DIFFERENCES BETWEEN THE
DEVELOPING AND MATURE BRAIN

To understand the complex effects of seizures on the
developing brain, it is imperative to understand the dif-
ferences between the developing and the adult brain.
The functional development of inhibitory and excitatory
neurons is an important part of the physiology of the
normal developing neonatal brain. Three different types
of pyramidal neuronal populations have been identified

in the newborn rat hippocampus (Tyzio et al., 1999).
These early neurons are described by their responsive-
ness to the neurotransmitters GABA and glutamate,
and the populations consist of silent neurons, neurons
that respond to only GABA, and neurons that respond
to GABA and glutamate. The silent neurons lack sponta-
neous or evoked postsynaptic currents (PSCs), even in
the presence of toxins that would normally stimulate
transmitter release. These neurons have functional
GABAA and glutamate receptors. The neurons that re-
spond to only GABA demonstrate GABA-mediated but
not glutamate-mediated PSCs. The neurons that respond
to GABA and glutamate demonstrate both GABA-
mediated and glutamate-mediated PSCs. These three
populationsofpyramidalneuronsalsodiffermorpholog-
ically. The silent neurons have a small soma and an axon
with no apical dendrites. The neurons that respond to
only GABA are more differentiated and have a larger
soma and a small apical dendrite with no basal dendrite.
The neurons that respond to GABA and glutamate are
even more differentiated and have a basal dendrite and
an apical dendrite that reaches the distal part of the stra-
tum lacunosum moleculare (Tyzio et al., 1999).

Evenmorepertinent tohumandevelopment is a similar
observation made with respect to macaque monkey em-
bryos in utero (Khazipov et al., 2001). In macaque mon-
keys, neurogenesis is complete in the hippocampus at
E165 and morphological differentiation of the hippocam-
pal pyramidal neurons occurs during the second half of
gestation. The neurons are highly mature at the time of
birth. Embryonic recordings conducted in the second half
of gestation from embryonic day (E) 85 to E154 demon-
strated that at E85 theCA1pyramidal neuronswere silent,
with some neurons that respond to only GABA starting to
form. At E105, the proportion of these neurons that re-
spond toonlyGABAhad increasedandpenetrateddeeper
into the stratum radiatumwith a small proportion of neu-
rons that respond toGABAandglutamate. FromE119 and
onward, the recorded pyramidal neurons exhibited both
GABAergicandglutamatergicPSCs.TheabilityofGABAA

receptor antagonist bicuculline to initiate epileptiform ac-
tivityduringvarious stagesofdevelopment alsowas stud-
ied. At mid-gestation, epileptiform activity was not seen
after the administration of the GABAA antagonists bicu-
culline but was observed at E105–109, which coincides
with the appearance of neurons that respond to only
GABAwithaxonalcollateralsandtheappearanceofspines
and glutamatergic PSCs. The occurrence and severity of
the epileptiform events coincided with the development
of the pyramidal neurons and the increase in the number
of spines. Therefore, in primates, maturation of GABAer-
gic and glutamatergic neurotransmission emerges early
in utero. The CA1 pyramidal neurons are initially silent
and then mature and differentiate to acquire morpho-
logical and physiological properties needed to generate
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network-driven epileptiform activities well before birth.
Early hippocampaldevelopment is conserved throughout
mammalian development. The steps in hippocampal
development seem to be similar in rodents and primates
butoccur at a faster rate inprimates (Khazipovet al., 2001).

The first synapses of the principal neurons in the hip-
pocampus are formed on the apical dendrites (Dupuy
and Houser, 1997; Rozenberg et al., 1989). Glutamatergic
synapses are formed after the maturity of their postsyn-
aptic target, whereas GABAergic synapses are formed
between the axons of GABA neurons and the dendrites
of pyramidal neurons. Inhibitory neurons play an im-
portant role in normal development of the neocortex
and in regulating the critical period. The critical period
is defined as a window of time during which experience
provides input that is essential for normal development
and permanently alters function (Hensch, 2005). During
the critical period of rodent visual cortex develop-
ment, GABA release is important for ocular dominance
plasticity (Fagiolini and Hensch, 2000; Hensch et al.,
1998). Enhanced inhibition with administration of ben-
zodiazepines just after eye opening is able to accelerate
the onset of the critical period (Fagiolini and Hensch,
2000; Fagiolini et al., 2004; Iwai et al., 2003). Tonic GABA

release is sufficient to trigger the completion of the
critical period even with the complete absence of visual
input (Hensch, 2005).

36.2.1 GABAergic Neurotransmission

GABA and glutamate receptors undergo dramatic
changes over the course of postnatal development
(Figure 36.1). GABAergic neurotransmission provides
very important functions in the brain that differ between
immature and mature neurons (Ben-Ari, 2002). GABA is
a neurotransmitter that acts in an excitatory manner in
the immature brain, while acting in an inhibitorymanner
in themature brain (Ben-Ari et al., 1989) and is tied to the
temporally regulated expression of Kþ–Cl�-coupled
cotransporter (KCC2) (Rivera et al., 1999). There is also
a developmentally regulated shift in the expression of
GABA receptor subunits (Brooks-Kayal and Pritchett,
1993; Brooks-Kayal et al., 2001; Fritschy et al., 1999;
Wisden et al., 1992).

Ben-Ari et al. first reported that GABA functioned as a
depolarizing, or excitatory, neurotransmitter in young
neurons from neonatal hippocampal slices, unlike those
of adults (Ben-Ari et al., 1989). In disassociated
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embryonic spinal cord neurons, the opening of a single
GABA channel is enough to trigger a sodium action po-
tential (Serafini et al., 1995). The activation of GABA re-
ceptors also has the ability to generate calcium currents
by directly activating voltage-dependent calcium chan-
nels (Fukuda et al., 1998; Leinekugel et al., 1995, 1997).
The developmental shift in GABA function has been ob-
served in a wide range of species and has been accepted
as a general rule that has been conserved throughout
vertebrate evolution. Glutamatergic neurons, which
are the main excitatory neurons in the adult brain, are
formed after GABAergic neurons (Ben-Ari et al., 1989).
Thus, in the immature brain, GABA release and activa-
tion of GABAA receptors initiate depolarization and
increased concentration of calcium, whereas glutamate
serves this function in the adult brain (Ben-Ari, 2002).

GABAA receptor activity is sufficient to drive syn-
chronous neuronal activity and can be inhibited by
GABAA receptor blockade (Ben-Ari et al., 1989). In cul-
tured hippocampal slices from young rats, elevated ex-
tracellular potassium-induced ictal-like epileptiform
activity was blocked by GABAA receptor antagonists,
bicuculline and gabazine, and increased in frequency
and duration by GABAA receptor agonists, isoguvacine
and muscimol (Dzhala and Staley, 2003). This exacerba-
tion of epileptiform activity with GABAA receptor ago-
nists and blockade with GABAA receptor antagonists
is opposite to that seen in adult rats.

36.2.1.1 Chloride Gradient

To understand the implications of the chloride gradi-
ent on GABAergic transmission, it is important to
compare the influx and efflux of chloride ions in neona-
tal and mature neurons. In neonatal hippocampal slices,

Ben-Ari et al. used electrochemical methods to observe
an increase in chloride ions in neonatal hippocampal
neurons as compared to the adult (Ben-Ari et al.,
1989). The increase in chloride concentration by 20–
40 mM is sufficient to shift the function of GABA from
inhibition in the adult to excitation in the neonate
(Ben-Ari, 2002). There are two main families of chloride
transporters responsible for influx and efflux of chloride
ions in neurons. The chloride gradient is driven by
the Naþ–Kþ–2Cl� cotransporter (NKCC1), which im-
ports two ions of chloride for every ion of sodium and
potassium exported, and KCC2, which exports one ion
of potassium and chloride. Therefore, the activation of
NKCC1 allows for the accumulation of intracellular
chloride and the activation of KCC2 decreases the con-
centration of intracellular chloride. NKCC1 is expressed
at early developmental stages and is responsible for the
high intracellular chloride concentration inside imma-
ture neurons (Fukuda et al., 1998). Expression of KCC2
mRNA levels slowly increases to adult levels at 2 weeks
postnatally in various brain regions, which coincides
with the functional maturation of these areas. The trans-
fection of immature hippocampal neurons with KCC2
caused an early switch of GABA function from excit-
atory to inhibitory. GABA also remains excitatory in
mice that lack KCC2 expression (Rivera et al., 1999).
Thus, the key transporter implicated in the developmen-
tally regulated switch from the excitatory to the inhibi-
tory effects of GABA is KCC2 (Figure 36.2).

The developmental shift from excitatory to inhibitory
GABAergic currents is regulated by GABA itself
(Ganguly et al., 2001). Blocking GABAA receptors with
bicuculline and picrotoxin prevented KCC2 increases
and GABA remained excitatory. The developmental
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shift is independent of action potentials, since tetrodo-
toxin, a sodium channel blocker, had no effect on the
shift from excitation to inhibition. Therefore, an action
potential-independent quantal release of GABA result-
ing in miniature PSCs is sufficient to cause the expres-
sion of KCC2 and reduce [Ca2þ]i and appears to be
required. Blocking glutamate activity had no effect on
the developmental shift of GABA (Ganguly et al.,
2001). Taken together, the studies demonstrate that the
shift in GABA function from excitatory to inhibitory is
primarily caused by the temporally regulated expression
of KCC2 which is downstream of GABAA receptor
activation.

36.2.1.2 GABA Receptor Subunit Changes

There are three main GABA subtypes: GABAA,
GABAB, andGABAC.GABAA receptors are ligand-gated
ion channels composed of heterogeneous pentameric
protein complexes. The pentameric receptors are formed
by various combinations of different subunits: a, b, g, d, e,
p, and y. The various combinations of GABA subunits
bestow certain physiological characteristics as well as
pharmacological properties. GABAA receptors are typi-
cally located postsynaptically and mediate fast synaptic
inhibition in the adult brain andexcitation in thedevelop-
ing brain. The GABAA receptors are primarily anion
selective, and typically gate chloride ions but, in certain
conditions, gate bicarbonate ions as well. GABAA recep-
tors are typically composed of two a subunits, two b sub-
units, and one g subunit. The g subunit can be replaced by
a d, an e, a y, or a p subunit, depending on the neuronal
subtype and subcellular localization of the receptor
(McKernan and Whiting, 1996; Rudolph and Möhler,
2004). GABAB receptors are G-protein-coupled metabo-
tropic receptors that are located both presynaptically
and postsynaptically and exhibit longer-duration slow
inhibitory currents through Kþ and Ca2þ channels.
GABAB receptors are composed of a heterodimer consist-
ing of GABAB1 and GABAB2. The molecular diversity
seen in the GABAB receptors arises from the splice vari-
ants of the GABAB1a and GABAB1b subunit isoforms
(Bettler and Tiao, 2006; Couve et al., 2000). GABAA and
GABAB receptors are distributed across the CNS
(Bowery et al., 1987).

There are significant spatiotemporal differences in the
subunit expression of GABAA receptors. Alpha2, a3, and
a5 subunits peak early in development and stabilize or
decline, whereas the expression of a1 and g2 is at low
levels early in development and increases to adult levels
(Fritschy et al., 1994; Wisden et al., 1992). In rats, there
is a greater than twofold increase in mRNA expression
of a1, a4, and g2 from postnatal day (P)7 to adulthood
and a tenfold decrease in the expression of a5 mRNA
during the same period (Brooks-Kayal et al., 2001).
Developmentally regulated changes in GABAA receptor

subunit composition have also been observed in
humans. Between the 36th week of gestation and adult-
hood, there is a threefold increase in the expression of
a1 mRNA levels in the cortex and cerebellum (Brooks-
Kayal and Pritchett, 1993). There are also spatiotemporal
differences in the subunit expression of GABAB recep-
tors. In rodents, the presynaptic subunit of GABAB,
GABAB1a, is high at birth and progressively declines to
adult levels by P14 (Fritschy et al., 1999). However,
the postsynaptic GABAB subunit, GABAB1b, is low at
birth, progressively increases in the first two postnatal
weeks, and then declines to adult levels (McLean et al.,
1996). There is some presynaptic GABAB receptor activ-
ity at birth, but no postsynaptic activity until the second
or third postnatal week (Fukuda et al., 1993; Gaiarsa
et al., 1995).

36.2.2 Glutamatergic Neurotransmission

Excitation outweighs inhibition during the first few
years of life in the cerebral cortex and limbic structures
in humans and rodents (Fox et al., 1996; Huttenlocher
et al., 1982). Glutamate receptors are the main excitatory
receptors in the adult brain and are divided into two
main classes: ionotropic and metabotropic. Most perti-
nent to the discussion on developmental epilepsies
is the ionotropic class of glutamate receptors. These
ionotropic glutamate receptors activate cation-selective
ion channels permeable to Naþ, Kþ, and Ca2þ posses-
sing varying degrees of permeability and blockade
by the divalent cation Mg2þ (Mayer and Westbrook,
1987). There are threemain types of ionotropic glutamate
receptors: a-amino-3-hydroxyl-5-methyl-4-isoxazole-
propionate (AMPA), kainate, and N-methyl-D-aspartic
acid (NMDA) (Mayer, 2005).NMDAreceptorsaremainly
located postsynaptically, require glycine as a coagonist,
and have a voltage-dependentmagnesium blockade that
must be released before agonist binding can open the
channel to allow gating of calcium and sodium. NMDA
receptors are composed of an obligatory NR1 subunit
with a combination of NR2A, NR2B, NR2C, and/or
NR3A subunits (Lau and Zukin, 2007). AMPA receptors
are typically located on the postsynaptic membrane and
are composed of various combinations of GluR1, GluR2,
GluR3, and/or GluR4 (Shepherd and Huganir, 2007).
Kainate receptors are located presynaptically and post-
synaptically on both neurons and glia. Kainate receptors
are almost exclusively composed of various combina-
tions ofGluR5,GluR6,GluR7,KA1, and/orKA2andgate
sodium (Pinheiro andMulle, 2006). NMDA receptors are
always permeable to calcium ions, whereas AMPA and
kainate receptors are selectively permeable to divalent
cations depending on their subunit compositions. When
AMPA receptors contain low levels of GluR2 or lack it
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entirely, the receptors are calcium-permeable (Shepherd
and Huganir, 2007). When kainate receptors have low
levelsofGluR5orGluR6or lack these subunits altogether,
they allow increased gating of calcium ions (Pinheiro and
Mulle, 2006).

The expression of glutamate receptor subunits is spa-
tially and developmentally regulated and has important
functional implications. In the mature brain, NR2A is
present in almost all areas of the brain, while NR2B is lo-
cated in the forebrain, NR2C is limited to the cerebellum,
andNR2D is restricted to the thalamus and subthalamus
(Monyer et al., 1994). In the immature brain, NMDA
receptors have high levels of NR2B, NR2D, and NR3A
subunits. Elevated levels of NR2B subunits extend
current decay times, and the high levels of NR2D and
NR3A reduce NMDA receptor sensitivity to magnesium
ions (Lau and Zukin, 2007). The increased expression
of the NR2B, NR2D, and NR3A subunits is implicated
in increased NMDA receptor-mediated calcium influx,
lower threshold for seizures, and excitotoxic hypoxic–
ischemic injury during development (Rakhade and
Jensen, 2009). AMPA receptor subunit composition is
also developmentally regulated. The immature rat
brain has lower GluR2 expression and a higher preva-
lence of GluR2 subunit-deficient receptors, which
causes an increased calcium and sodium influx. When
GluR2 is present in the receptor, AMPA receptors pri-
marily gate sodium (Kumar et al., 2002; Sanchez and
Jensen, 2001). In the developing human brain, there is
a relative deficiency in GluR2 subunit-expressingAMPA
receptors in cortical neurons during term and the early
postnatal period. There is a direct correlation between
the expression of GluR2-deficient AMPA receptors and
vulnerability to hypoxic/ischemic injury (Talos et al.,
2006a,b).

36.2.2.1 GABA, NMDA, and AMPA

In the developing brain, GABAergic and glutamater-
gic synapses work in conjunction with each other. Early
glutamatergic neurotransmission is solely NMDA-
receptor mediated, without any significant contribution
of AMPA receptors (Durand et al., 1996; Isaac et al.,
1997;Wu et al., 1996). Voltage-dependentMg2þ blockade
of NMDA receptors takes place in both neonates and
adults (Khazipovetal., 1995; Swannetal., 1999);however,
the degree varies across development, since NMDA re-
ceptors containingNR2DandNR3A are expressed in im-
mature neurons and are less sensitive to Mg2þ blockade
(Lau and Zukin, 2007). In the CA1 region of the hippo-
campus, the first glutamatergic synapses formed at P2
are silent at resting potential; however, the proportion
of silent synapses progressively decreases from P2 to P5
(Durand et al., 1996; Liao andMalinow, 1996). Typically,
the activation of AMPA receptors is sufficient to remove
the Mg2þ blockade of NMDA channels in adult neurons,

resulting in their activation.However, in neonatal hippo-
campal slices, AMPA activation is not sufficient to re-
move Mg2þ blockade of NMDA channels (Liao and
Malinow, 1996); instead, GABAA receptor activation
serves this role (Leinekugel et al., 1995). The opposite is
true in the adult brain, where GABAA receptor activation
prevents the activation ofNMDAreceptors, thereby inhi-
biting NMDA-dependent forms of synaptic plasticity
(Artola and Singer, 1987; Wigström and Gustafsson,
1983). GABA-dependent activation of P2–P5 CA3 pyra-
midal neurons by the GABAA receptor agonist, isoguva-
cine, is sufficient to remove the voltage-dependent Mg2þ

blockade of NMDA receptors, thereby increasing the af-
finity of NMDA channels for magnesium and increasing
calcium ion influx (Leinekugel et al., 1995). Therefore, in
the developing brain, GABAA receptor activation acts
synergistically with NMDA receptor activation, provid-
ing the same function that AMPA receptors offer in the
adult brain.

36.3 EXPERIMENTAL MODELS OF
DEVELOPMENTAL EPILEPSY

Epilepsy is a very complex disease with many differ-
ent causes and pathologies; therefore, it is important to
develop research models that try to mimic the various
types of human epilepsies. Many of the research models
of seizures and epilepsy have been thoroughly reviewed
(Pitkänen et al., 2005; Table 36.1).

36.3.1 Environmental/Perfusion

36.3.1.1 Hypoxia

The most common cause of neonatal seizures is hyp-
oxic encephalopathy (Aicardi and Chevrie, 1970; Hauser
et al., 1993). The neonatal rodent hypoxia model has
beenutilized to elucidate howglobal hypoxia in neonates
leads to increased susceptibility to seizures later in life.
Humans and rodents have a similar age-dependent sus-
ceptibility to hypoxia-induced seizures early in life,
which can cause long-term susceptibility to seizure and
neuronal death. P9–P12 Long–Evans rats demonstrate
a high susceptibility to hypoxia-induced seizures, with
a peak in P10 pups. Sprague–Dawley rats exhibit
peak seizures at P8–P9 (Owens et al., 1997). Similar win-
dows of susceptibility are also seen in mice. The hypoxia
model uses a brief 15-min exposure to a graded global
hypoxia (7–4% O2) by altering the levels of O2 and N2

in an airtight chamber. The acute hypoxia-induced sei-
zures lead to a long-term increase in the susceptibility
to seizures, which is usually ascertained through the
use of threshold doses of various chemoconvulsants,
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including pentylenetetrazol (PTZ), flurothyl, and kainate
(Jensen et al., 1992; Rakhade et al., 2008b), as well as to
spontaneous epileptiform/ictal EEG discharges in a sub-
set of exposed animals (Rakhade et al., 2008a).

36.3.1.2 Hypoxic Ischemia

Neonatal seizures also occur after hypoxic–ischemic
encephalopathy and perinatal stroke modeled by the
hypoxic–ischemic rodent model of neonatal seizures.
Typically, this method is used with P3–P14 rodents by
ligating a cerebral artery, usually a unilateral carotid or
middle cerebral artery. After ligation, the rodents are
allowed to recover and are then subjected to 15–30 min
of hypoxia (8% O2) (Jensen et al., 1994; Rice et al., 1981;
Vannucci et al., 1999). Similar to the hypoxia model, the
hypoxic–ischemic model results in long-term increases
in seizure susceptibility as assessed by injections of
chemoconvulsants, aswell as emergence of epilepsy later
in life (Wirrell et al., 2001; Yager et al., 2002).

36.3.1.3 Hyperthermia

Themost common type of seizure in infants and young
children is febrile seizures, with a prevalence of 2.3–4%.
Simple febrileseizuresareshortandgeneralizedandoccur
with high fevers in infants and young children from �3
months to 5 years of age, peaking between 6 months and
2 years of age. Complex febrile seizures are prolonged or
focal seizures or seizures that recur within a single febrile
episode. Although the majority of simple febrile seizures
are benign, complex prolonged febrile seizures have been
associatedwithan increasedriskof later epilepsydevelop-
ment (Cowan, 2002; Hauser, 1994). The model for pro-
longed febrile seizures was first developed in the
immature rat (Baramet al., 1997; Toth et al., 1998) and then
adapted for mice (Dubé et al., 2005). The febrile seizure
model induces hyperthermia to produce prolonged sei-
zures. The core temperature of P10–11 rats or P14–15mice
is increased gradually and maintained at hyperthermia
(40–42 �C) for 30 min, with the animal’s core temperature
being tightly regulated. The rodents are then allowed to
recover for 1 h. In this model, approximately 24% of rats
go on to develop spontaneous temporal lobe seizures in
adulthood. If the duration of hyperthermia is increased
to 64 min, then 45% of rats develop spontaneous seizures
in adulthood (Dubé et al., 2010).

36.3.2 Toxin

36.3.2.1 Tetanus Toxin

The ability of tetanus toxin to induce chronic epilepsy
was first described by Roux and Borrel (1898). The mod-
ern form of the tetanus toxin model of epilepsy involves
stereotaxic injection of minute amounts of tetanus toxin
into the brain to create an epileptic focus that spontane-
ously discharges. After interhippocampal infusion of
tetanus toxin in P10 rats, anywhere from one to seven sei-
zures are typically observed during the first week, with
each seizure lasting from a few seconds to several mi-
nutes. The seizure frequency usually peaks on day two
and declines over the week following infusion (Benke
and Swann, 2004). When the immature rats become
adults, they can exhibit unprovoked seizures, typically
with a low prevalence (Lee et al., 1995).

36.3.3 Chemoconvulsant

36.3.3.1 Lithium–Pilocarpine

The lithium–pilocarpine model is a variation of the
pilocarpine model used in adults. Honchar et al. deter-
mined that systemic activation of the cholinergic system
in lithium-treated rats induced seizures (Honchar et al.,
1983). Typically, lithium is administered 24 h before ad-
ministrationofpilocarpine.Thepretreatmentwith lithium
greatly decreases the amount of pilocarpine needed to

TABLE 36.1 Animal Models of Neonatal Seizures and Epilepsy

Age

Experimental

model

Human condition

Acute model Recurrent

spontaneous

seizures

(epilepsy)

Neonatal

P0–P5 Flurothyl Neonatal seizures No

P3–P7 Hypoxic
ischemia

Hypoxic–ischemic
encephalopathy and
perinatal stroke

Yes

Adolescent

P8–12 Hypoxia Hypoxic
encephalopathy

Yes

P7–P14 Hypoxic
ischemia

Hypoxic–ischemic
encephalopathy and
perinatal stroke

Yes

P10–P11 Hyperthermia Febrile seizures Yes

P10 Tetanus toxin
single dose

Complex partial
seizures

Yes

P10–P12 Tetanus toxin
continuous
infusion

Infantile spasms Yes

P7–P10 Lithium–
pilocarpine

Neonatal seizures No

P12–P20 Lithium–
pilocarpine

Neonatal seizures Yes*

P7–P10 Kainate Neonatal seizures No

P20–Adult Kainate Neonatal seizures Yesa

aThe increase in rate of epilepsy development directly correlates with the age.
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induce status epilepticus (SE). There are two dosing
regimens, the first with a high dose of pilocarpine
(25–60 mg kg�1) 24 h after lithium treatment and the other
with divided doses (10 mg kg�1) administered 24 h after
lithium treatment every 30 min until SE is induced
(Glien et al., 2001). In P12 rats, 25% of the rats experience
spontaneous electrographic seizures of limbic onset
(i.e., temporal lobe epilepsy (TLE)) 3 months after SE
(Kubová et al., 2004). By P20, this percentage increases to
67% (Raol et al., 2003).

36.3.3.2 Kainate

The seizure-inducing properties of kainate were first
reported by Nadler et al. (1978). The kainate model is an-
other useful model of TLE, because the rats experience
an episode of SE on the order of hours after injectionwith
kainate, followed by days to weeks of a seizure-free la-
tent period, finally ending with progressive recurrent
spontaneous seizures, typically when SE occurs in ro-
dents �P20. Spontaneous recurrent seizures do not
develop in P0 and P5 kainate-induced rats (Stafstrom
et al., 1992). There are two main dosing regimens for
kainate-induced SE, one using a single high dose (Meier
et al., 1992) and the other using repetitive low doses
(Meier and Dudek, 1996).

36.3.3.3 Flurothyl

Flurothyl is an inhaled GABAergic antagonist that in-
duces seizures within minutes (Truitt et al., 1960). This
method can be used to induce seizures up to five times
per day (Cha et al., 2002; Holmes et al., 1998). Seizures
are arrested within 30 s of returning the rats to room
air; therefore, it is a useful model to study the effect of
recurrent seizures. Continuous exposure to flurothyl is
able to produce SE (Sperber et al., 1999). Immature rats
(P0–P5) that receive recurrent flurothyl seizures do not
go on to develop spontaneous recurrent seizures; how-
ever, the rats do have a reduced seizure threshold later
in life (Holmes et al., 1998; Sogawa et al., 2001).

36.3.4 Kindling

The phenomenon of kindling was first described by
Graham Goddard (1967). Goddard studied the effect of
repeated hippocampal electrical stimulation on learning
in rats. The small electrical insults led progressively to
greater severity of seizures and resulted in a permanent
increase in seizure susceptibility (Goddard et al., 1969).
Kindling is initiated by periodic insults that result
in network synchronization that are accompanied by
behavioral seizures. There are two main methods of
kindling, electrical and chemical. The electrical model
of kindling uses repetitive electrical stimulation to vari-
ous brain centers including the amygdala, perforant

pathway, dorsal hippocampus, olfactory bulb, and
perirhinal cortex. Chemical kindling utilizes repetitive
administration of chemical agents that evoke repetitive
epileptic spiking such as carbacol, acetylcholine, bicucul-
line, lidocaine, cocaine, and PTZ.

36.3.5 Infantile Spasms Models

Infantile spasms are a severe form of developmental
epilepsy that begins between 3 and 12 months of age
and has numerous etiologies, including a wide range of
acquired and congenital causes (Frost and Hrachovy,
2005). Infantile spasms are associated with specific and
unique electroencephalogram (EEG) findings, consisting
of chaotic, high-voltage slow background activity inter-
mixed with multifocal spikes and generalized slow
waves (hypsarrhythmia), followed by generalized volt-
age attenuation during the spasm seizures. Only a few
medications are effective for infantile spasms (glucocorti-
coids, adrenocorticotropichormone, andvigabatrin), and
the outcome of infantile spasms is usually poor, with
other seizure types occurring after the first year of life
and severely abnormal neurological development. The
prognosis is especially poor in caseswhere delay is noted
prior to the onset of spasms and the spasms do not disap-
pearwith therapy (Stafstrom, 2009). Recently, several an-
imalmodels have been developed that recapitulatemany
of the features of infantile spasms, including the NMDA
model (Kábová et al., 1999), the tetrodotoxin infusion
model (Lee et al., 2008), and the multiple injury model
(Scantlebury and Moshé, 2006). In addition, two genetic
models of infantile spasms have been developed, the
ARX model and the Ts65Dn Down syndrome model,
which are discussed later. These newmodels should pro-
vide insights that will improve the understanding, treat-
ment, andprevention of this devastating early-childhood
epilepsy syndrome.

36.3.6 Genetic

In humans, mutations in the X-linked ARX gene
are linked to structural brain abnormalities, including lis-
sencephaly and abnormal migration of inhibitory inter-
neurons, and neurological deficits, including severe
intellectual disability and early-life epilepsy (known as
an infantile epileptic encephalopathy). Conditional ARX
knockouts exhibit behavioral and electrographic early-life
seizures resembling infantile spasms (Marsh et al., 2009;
Price et al., 2009). The administration of GABAB agonists
to a mouse model of Down syndrome Ts65Dn mice be-
tween 1 week and 2 months old causes them to develop
clusters of extensor spasms, which resemble infantile
spasms, accompanied by polyspike-wave bursts and elec-
trodecremental responses on EEG (Cortez et al., 2009).
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Transgenic mice with mutations in KCNQ3 are known to
develop seizureswithin the first 2weeks of life.Mutations
of KCNQ2 and KCNQ3 are linked to benign familial neo-
natal convulsions in humans (Castaldo et al., 2002). Kv1.1
knockouts exhibit a seizure-sensitive predisposition at
P10, demonstrating an increase in early-life seizure sus-
ceptibility. Mutations in KCNA1, the human homolog of
Kv1.1, can lead to episodic ataxia and seizures in humans
(Rho et al., 1999). There are many other genetic mouse
modelswith genes that are implicated in human early-life
seizures, including SCN2A, SCN1B, andKCNQ2, to name
a few. However, these mouse models do not demonstrate
early-life seizures but rather develop seizures later in life
(Chen et al., 2004; Kearney et al., 2001; Peters et al., 2005).

36.4 SEIZURE-INDUCED CHANGES
IN THE BRAIN

The changes in the brain due to seizures can be di-
vided into three overlapping temporal groups: acute,
subacute, and chronic. Acute changes are those changes
that occur in the brain within the first few minutes to
days after a seizure. The subacute changes take place
from hours to weeks with the chronic changes taking
place over weeks to months. The acute changes that oc-
cur are activation of immediate early genes (IEGs), post-
translational protein modifications, and changes to ion
channel activity. The subacute changes in the brain in-
clude neuronal death, activation of neurotrophic factors,
inflammation, neurogenesis, and alterations in tran-
scription factors. The chronic changes include mossy fi-
ber sprouting, dendritic plasticity, and increased
susceptibility to recurrent seizures (Rakhade and
Jensen, 2009).

36.4.1 Acute

36.4.1.1 Immediate Early Genes

IEGs are genes that are rapidly transcribed in response
to cellular stimuli, such as neuronal activity, and are im-
plicated in synaptic plasticity and synaptogenesis. Many
IEGs are transcription factors andDNA-binding proteins
and have the ability to activate specialized signaling
cascades. Repeated synaptic activity induces IEG acti-
vation which leads to depolarization and opening of
NMDA receptor channels. The calcium influx following
NMDA receptor activation can cause activation of kinase
cascades that result in phosphorylation of specific tran-
scription factors such as cyclic-AMP response element-
binding protein (CREB) and CREB-binding protein
(CBP) (Greer and Greenberg, 2008). CREB is a bZIP tran-
scription factor that is activated when phosphorylated at
its Ser133 site. The phosphorylated CREB (pCREB) then

translocates into the nucleus and dimerizes and binds
to the promoter consensus sequence TGACGTCA,which
is known as the cAMP response element (CRE) motif.
pCREB along with CBP, a chromatin regulator, has the
ability to upregulate transcription of target genes
(Lonze and Ginty, 2002). The upregulated IEGs can
activate secondary response genes that have the ability
to modulate synaptic activity (Greer and Greenberg,
2008). IEGs, including Fos, Jun, EGr1, Egr4, Homer1,
Nurr77,Arc, and CREB, have been identified as activated
in adult animal models of epilepsy (Herdegen and Leah,
1998), some as early as 30 min after seizure induction
(Honkaniemi and Sharp, 1999). IEG activation has also
been seen in the developing brain, but to a lesser degree.
Fos and Jun activation has been seen in hypoxia-induced
seizures and lithium–pilocarpine SEmodels (Dubé et al.,
1998; Jensen et al., 1993).ActivationofFosdiffers basedon
age and mode of seizure induction. PTZ- and flurothyl-
induced seizures show similar patterns of Fos activation
in the amygdala, piriform cortex, and hypothalamus,
but patterns in the cortex vary based on the age of the
rat. Fos activation in adults is seen in the superficial layers
of the cortex, whereas in P10 rats the activation is seen in
the deep layers of the neocortex. Hypoxia-induced sei-
zures demonstrated that Fos activation is confined to
layer VI of the neocortex and is rarely involved in the lim-
bic structures as seen with chemoconvulsant models
(Jensen et al., 1993).

36.4.1.2 Ion Channel and Receptor
Posttranscriptional Regulation

The calcium influx after a seizure has the ability to ac-
tivate phosphatases and kinases that alter ion channel
and neurotransmitter receptor function. The calcium-
calmodulin-activated phosphatase, calcineurin, can lead
to GABAA receptor endocytosis, decreased inhibitory
postsynaptic potential frequency, and reduced network
inhibition after early-life hypoxia-induced seizures
(Sanchez et al., 2005) and adult pilocarpine-induced SE
in vivo (Kurz et al., 2001). The same observation of
calcineurin-regulatedGABAA receptor-mediated synap-
tic inhibition has also been seen in neuronal culture and
whole hippocampal slices (Khalilov et al., 2003). Seizure-
induced calcineurin activation causes dephosphoryla-
tion and endocytosis of GABAA receptors (Blair et al.,
2004; Sanchez et al., 2005) and Kv2.1 channels (Bernard
et al., 2004). Pretreatment with FK506, a calcineurin in-
hibitor, reversed SE-induced dephosphorylation of
GABAA receptor 2/3 subunits. Calcineurin-mediated
dephosphorylation and endocytosis of GABAA recep-
tors reduce their inhibitory function and may contribute
to neuronal excitability in the hippocampus after sei-
zures and epileptogenesis (Wang et al., 2009).

Glutamate receptors contain kinase phosphorylation
sites that can be activated by seizures in the developing
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brain. Within minutes after a seizure in juvenile rats,
protein kinase C activity and calcium–calmodulin-
dependent kinase II activity cause an increase in phos-
phorylation of Ser831 on GluR1 and Ser880 on GluR2
subunits of the AMPA receptor. Protein kinaseA activity
and phosphorylation of Ser845 on GluR1 are also ob-
served (Rakhade et al., 2008a,b). The phosphorylation
of Ser831 onGluR1 is known to increase channel conduc-
tance and phosphorylation of Ser845 on GluR1 increases
open-channel probability (Shepherd andHuganir, 2007),
which can lead toAMPA receptor-mediated potentiation
(Rakhade et al., 2008a,b). The administration of AMPA
receptor antagonists 48 h after a seizure is sufficient to
prevent kinase activation, phosphorylation of Ser831
and Ser845 on GluR1, altered AMPA receptor activ-
ity, and increased seizure susceptibility later in life
(Rakhade et al., 2008a,b). Increased phosphorylation of
Ser880 on GluR2 is known to cause endocytosis of GluR2
subunit and increased Ca2þ permeability (Shepherd and
Huganir, 2007). Activation of cellular sarcoma kinases
can induce phosphorylation ofNR2A andNR2B receptor
subunits in NMDA receptors in the hypoxic–ischemic
model of developmental epilepsy (Jiang et al., 2008).

36.4.2 Subacute

36.4.2.1 Neuronal Death

Adult models of epilepsy have shown progressive loss
ofCA3 andCA1neurons via necrosis and apoptosis in the
hippocampus in response to electrical or chemoconvul-
sant stimulation (Henshall and Murphy, 2008; Henshall
and Simon, 2005).Models of early-life seizures have failed
to demonstrate neuronal loss in the amygdala, hippocam-
pus, or temporal cortical regions of animals younger than
2 weeks of age (Holopainen, 2008). There is limited neu-
ronal death seen in the hippocampal neurons of immature
brains in the flurothyl-induced seizuremodel (Wasterlain
et al., 2002) and in the febrile seizure model (Toth et al.,
1998). In the lithium–pilocarpine model, regional and
age-related differences in neuronal cell loss have been
demonstrated. In P14 and P21 rats exposed to lithium–pi-
locarpine-induced seizures, few damaged neurons were
seen in the CA1 region of the hippocampus, whereas
some neuronal damage was observed in the hilar and
CA3 regions at P14, with extensive damage at P21 in
some, but not all, animals (Raol et al., 2003; Sankar
et al., 1998). The damage is thought to bemediated via ne-
crosis, as demonstrated by eosinophilic cell infiltration,
and apoptosis, as demonstrated by terminal deoxynucleo-
tidyl transferase-mediated biotinylated UTP nick end la-
beling (TUNEL) stain. A direct relationship between age
and vulnerability of neurons in the amygdala and dentate
gyrus was also observed (Sankar et al., 1998). Interest-
ingly, the degree of cell loss did not correlate with the risk

of later development of epilepsy (Raol et al., 2003). Some
variability in neuronal death in chemoconvulsant models
has been seen with different routes of administration.
Intracerebroventricular (i.c.v.) delivery of kainic acid
causes more severe acute and progressive damage than
an intraperitoneal (i.p.) route of delivery. Administration
of kainic acid in P7 rats i.c.v. causes a dose-dependent
acute neuronal loss in the CA3 region of the hippocampus
with apoptosis seen in CA3 and CA1 as demonstrated by
electron microscopy and TUNEL staining (Humphrey
et al., 2002). However, kainic-acid-induced SE in P9 rats
delivered by i.p. did not produce neuronal damage
(Rizzi et al., 2003).

There is another population of neurons, the subplate
neurons, that is susceptible to neuronal loss in the
hypoxic–ischemic model of developmental epilepsies
(McQuillen et al., 2003). The subplate neurons are located
in the deep gray matter proper of the neocortex and be-
come interstitial neurons of the subcortical white matter
during the prenatal and neonatal periods. They are im-
portant for normal maturation of cortical networks, such
as the visual cortex (Kanold et al., 2003; Kostovic and
Rakic, 1980; Rakic, 1977). Subplate neurons also possess
high levels of NMDA and AMPA receptors (Talos et al.,
2006a,b) but lack oxidative stress defense mechanisms,
making them especially susceptible to hypoxic–ischemic
insults (McQuillen et al., 2003). Administration of
antioxidants, such as erythropoietin, after acute hyp-
oxia increased the latency of seizures, reduced the
duration of seizures, protected against hippocampal
cell loss, and decreased apoptosis in P10 rats (Mikati
et al., 2007).

36.4.2.2 Neurotrophic Factors

Neurotrophic factors are important mediators of
normal synaptogenesis and are expressed at higher
amounts during postnatal development than in the adult
(Greer and Greenberg, 2008). Early-life seizures in ani-
mal models have been shown to increase neurotrophic
factor expression (Tandon et al., 1999). Chronic intrahip-
pocampal injection of brain-derived neurotrophic factor
(BDNF) results in spontaneous limbic seizures through
TrkB signaling in adult animals, suggesting that BDNF
is sufficient to produce epileptogenesis (Scharfman
et al., 2002). Mice with a conditional knockout of TrkB
in neurons have been shown to be protected from epilep-
togenesis (McNamara et al., 2006). In the adult rat kin-
dling model, BDNF/TrkB activation suppresses the
surface expression of KCC2, thereby suppressing
chloride-dependent fast GABAergic inhibition (Rivera
et al., 2002). However, BDNF has also been demon-
strated to play a neuroprotective role during seizures
in immature brains. During kainate-induced seizures
in P19 rats, BDNF concentrations increase twofold and
the administration of antisense oligodeoxynucleotides
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specific to BNDF increased seizure duration and loss of
CA1 and CA3 pyramidal cells and hilar interneurons.
The neuronal loss was determined not to be dependent
on seizure duration (Tandon et al., 1999).

36.4.2.3 Inflammation

The inflammatory processes that occur after seizures
in the adult brain are important contributors to neuronal
cell death (Kunz and Oliw, 2001); however, the role of
inflammatory processes in the developing brain is less
well understood. SE-induced glial activation and cyto-
kine transcription are age-dependent. At P9, there is
very little increase in the activation of glia and cytokine
induction after kainate-induced seizures. At P15, immu-
nostaining of microglia and astrocytes increased, as did
IL-1b mRNA expression and CA3 neuronal injury. At
P21, the immunostaining of microglia and astrocytes
was significantly increased, as were IL-1b, TNF-a, IL-6,
and Ra (endogenous IL-1 receptor antagonist). The neu-
ronal injury in CA1 and CA3 was also significantly in-
creased (Rizzi et al., 2003). The precise mechanism of
neuronal death is poorly understood; however, increase
in cytokine expression may play a role. One possible
mechanism may involve IL-1b, as IL-1b is known to ini-
tiate phosphorylation of NMDA receptors (Viviani et al.,
2003), thereby altering the receptor channel-gating prop-
erties to favor Ca2þ influx (Ali and Salter, 2001). In the
rodent model of prolonged febrile seizure, hippocampal
levels of IL-1b were significantly elevated after pro-
longed febrile seizures for a period of over 24 h. Chron-
ically, IL-1b levels were elevated only in the subset of
rats that developed spontaneous limbic seizures after fe-
brile SE, consistent with a role for this inflammatory me-
diator in epileptogenesis (Dubé et al., 2010).

Microglia are a glial cell type that reside in the brain
and spinal cord and function, in a manner similar to
macrophages, as active immune defense for the CNS.
Microglia reach maximal density in the brain during
early development in humans (Billiards et al., 2006)
and rodents (Dalmau et al., 2003). In addition to the
phagocytic role of microglia, they are able to produce
neurotrophic molecules, cytokines, and chemokines
(Kim and de Vellis, 2005). Microglia are also involved
in classical complement cascade-mediated CNS synapse
elimination in the developing brain (Stevens et al., 2007).
Seizures can directly activate microglia that trigger a
cytokine-mediated inflammatory response, as well as
complement factors and major histocompatibility class
factors (Vezzani et al., 2008). In adult rats, the administra-
tion of the microglial inactivators minocyclin and doxy-
cycline has been shown to protect against neuronal
death in the kainate-induced SE model (Heo et al.,
2006). This observation could not be reproduced in juve-
nile rat kainate-induced seizures because of the lack of

neuronal cell loss during the second postnatal week in
this model (Holopainen, 2008).

Cytokine activation can induce two main develop-
mentally regulated inflammatory pathways: inducible
nitric oxide synthesis (iNOS) (Romero et al., 1996)
and/or the cyclooxygenase (COX) pathway (Tocco
et al., 1997). COX-2 is the rate-limiting enzyme for con-
version of arachidonic acid to prostaglandins. The en-
zyme is upregulated in response to seizures and may
contribute to SE-induced CA3 hippocampal neuron
damage in adult rats (Kawaguchi et al., 2005; Tu and
Bazan, 2003). The expression of COX-2 markedly in-
creases between P7 and P14 and reaches adult levels at
P21 (Tocco et al., 1997). The developmentally regulated
nature of COX-2 expression may in part explain the
age-dependent effect of inflammation and neuronal
death. In P9 rats, iNOS and COX-2 were upregulated af-
ter NMDA injection-induced excitotoxic shock. iNOS
was observed in infiltrated neutrophils and in ramified
protoplasmic astrocytes closely associated with blood
vessels, whereas COX-2 was observed in active micro-
glial and neuronal cells (Acarin et al., 2002). In P21
KA-induced rats, two phases were seen after seizure in-
duction. The first phase occurs within 30 min, is local-
ized to the hippocampus, and is caused by kainic acid
receptor activation. Pretreatment with a selective COX-2
inhibitor, NS398, is able to inhibit the inflammatory pro-
cess almost entirely. The late phase of the inflammatory
process seems to be due to prolonged COX-2 expression
localized to the hippocampus (Yoshikawa et al., 2006).
Pretreatment with celecoxib, a selective COX-2 inhibitor,
in flurothyl-induced P7 rats is able to delay signs of
seizure and attenuate COX-2 expression (Kim and
Jang, 2006). Interestingly, inflammatory mediators can
affect neuronal function by altering activity-dependent
long-term synaptic plasticity, neuronal excitability,
and synaptic transmission in CA1 pyramidal neurons
(Chen and Bazan, 2005).

36.4.2.4 Alteration in Transcription of Receptors

In addition to acute changes in posttranslational reg-
ulation of ion channels and neurotransmitter receptors,
seizures can induce transcriptional changes in GABA
and glutamate receptors (Holopainen, 2008). Kainate-
induced seizures in P9 rats are sufficient to alter the
normal maturation of GABAA receptor expression by
altering region-selective expression of a1, a2 b3, and g2
subunit mRNAs in the hippocampus that can last up
to a week (Laurén et al., 2005). In addition to acute
and subacute changes in GABAA receptor composition
in young rats, long-term alterations in GABAA receptor
a1 subunit mRNA and protein expression persisted up
to 3 months in the dentate gyrus of the hippocampus
in SE-induced P10 and P20 rats (Raol et al., 2006;
Zhang et al., 2004). The shifting role of GABAA receptors
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from excitatory to inhibitory in the developing brain is
demonstratedwhen seizures generated by functional ex-
citatory GABAergic synapses cause fast oscillations that
are necessary to transform normal network activity to an
epileptic network (Khazipov et al., 2004). Interestingly,
in the immature brain, inhibition of GABAA receptors
can prevent long-lasting sequelae of seizures, whereas
in the adult brain GABAA receptor inhibition leads to
high-frequency seizures (Khalilov et al., 2005).

Seizures also affect the expression of both ionotropic
and metabotropic glutamate receptor subunits. Down-
regulation of kainate receptors in the CA3 and dentate
gyrus was observed in recurrent kainate-induced sei-
zures in P12 rats (Tandon et al., 2002). In addition, eleva-
tion of mGluR1a protein expression was seen in the
inhibitory interneurons of the CA1 stratum oriens–
alveus, amygdala, and piriform cortex of the same
kainate-inducedmodel. This change inmGluR1a expres-
sion may induce synchrony of the limbic network sup-
pression that can prevent further seizure propagation
(Avallone et al., 2006). There is a decrease in GluR2 pro-
tein levels at P10 after lithium–pilocarpine (Zhang et al.,
2004) and hypoxia-induced seizures (Sanchez et al.,
2001). The decrease in GluR2 levels could be explained
by excitotoxicity, which activates the repressor element
1-silencing transcription factor that suppresses GluR2
promoter activity, leading to AMPA receptor-mediated
neuronal death (Calderone et al., 2003). Ionotropic gluta-
mate receptors such as NMDA receptors are responsible
for the excitotoxicity seen with prolonged receptor acti-
vation and Ca2þ influx in seizure-related neuronal death
in adult rats (Furukawa et al., 1997).

Pilocarpine-induced SE in P14 rats showed increased
AMPA GluR2 and kainate KA2 subunit mRNAs with
decreases in AMPA GluR3 and kainate GluR6 mRNAs,
but only in mature dentate granule cell neurons. In
the study, immature dentate granule cells showed a de-
crease only in kainate GluR6 mRNA levels (Porter et al.,
2006). These changes to kainate receptor subunits may
play a role in the altered kainate receptor conductance
and dentate granule cell excitability seen in chronic
epilepsy (Epsztein et al., 2005). At P7, a single kainate-
induced seizure has the ability to cause a long-term de-
crease in expression of GluR1 andNR2A subunits and an
increase in PSD-95, a primary subsynaptic scaffold, in
CA1 (Cornejo et al., 2007).

36.4.2.5 Neurogenesis

Increased neurogenesis has been seen in autopsy
specimens and tissue biopsies from pediatric epilepsy
surgery patients (Takei et al., 2007). Timing of the seizure
insult plays a very important role in seizure-induced
neurogenesis. There is a significant decrease in the neu-
rogenesis observed in the granule cell layer of the den-
tate gyrus following a series of 25 flurothyl-induced

seizures at P0–P4 as determined via 5-bromo-20-
deoxyuridine-50-monophosphate (BrdU) and NeuN
co-labeling (McCabe et al., 2001; Schmid et al., 1999).
The decrease in BrdU labeling continued for 6 days after
the last seizure. A single flurothyl-induced seizure
showed no difference in BrdU-labeled cells when com-
pared to controls. Adult rats that were subjected to a se-
ries of 25 flurothyl-induced seizures showed a marked
increase in dentate gyrus neurogenesis when compared
to controls (McCabeet al., 2001).Between1and4weeksof
age, chemoconvulsant-induced seizures cause long-term
increases in dentate granule cells after flurothyl-induced
seizures (Holmes et al., 1998) and lithium–pilocarpine-
induced seizures (Porter et al., 2004; Sankar et al., 2000).
Lithium- and pilocarpine-induced SE rats at P20 showed
a sixfold increase in BrdU labeling 8 days after SE induc-
tion in the dentate gyrus, which decreased to a threefold
increase 3weeks after induction. In addition to increased
neurogenesis, an increase in apoptosis was observed in
the same samples as determined by a threefold increase
in TUNEL staining 8 days after induction as compared
to controls. Only a subset of the newborn cells actually
went on to become mature neurons as demonstrated
by NeuN staining (Porter et al., 2004). The number of
episodes of SE and type of chemoconvulsant also have
important implications for neurogenesis. One or two
episodes of kainate-induced seizures showed no differ-
ence at P6 and P9 in BrdU labeling in the dentate gyrus
when compared to controls. However, three episodes of
kainate-induced seizures demonstrated a decrease in
BrdU labeling in the dentate gyrus at P6, P9, and P13 at
48 h after seizure. Nodifference in cell death or apoptosis
was observed in the kainate-induced SE rats when com-
pared to controls; however, the newly born cells demon-
strate irregular morphology (Liu, 2003). Alterations in
neurogenesis may have a significant functional impact
on normal brain development since 80% of granule
cells develop after birth, and about half develop after
P5 in normal rat brain development (Bayer, 1980).

36.4.3 Chronic

36.4.3.1 Sprouting

In adult rodentmodels of epilepsy and chronic epilep-
tic foci removed from adult and older pediatric patients,
hippocampal granule cell mossy fibers ‘sprout’ aberrant
collaterals to the inner molecular layer of the dentate gy-
rus, forming monosynaptic connections and a positive
feedback loop that may contribute to the seizure focus
(Williams et al., 2007). The degree and localization of
mossy fiber sprouting differ greatly with age (Holmes
et al., 1998, 1999; Liu et al., 1999). In neonatal seizures,
much of the sprouting is minimal and located in the
CA3 (Holmes et al., 1998, 1999). The adult has a greater
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amount of sprouting, which is localized to the supragra-
nular region and results from cell loss in the hilus and
CA3 (Liu et al., 1999). The pattern of mossy fiber sprout-
ing in early-life seizures is distinct from adult patterns in
that themossy fiber synapses terminate on the basal den-
drites in the CA3 region and the stratum oriens (Holmes
et al., 1999). There is some controversy regarding the
effect of sprouting on epileptogenesis. Early studies
have demonstrated that direct infusion of the protein
inhibitor cyclohexamide was able to block pilocarpine-
and kainate-induced mossy fiber sprouting in adult rats
but not epileptogenesis (Longo and Mello, 1997). How-
ever, more recent studies have demonstrated that direct
infusion of cyclohexamide to the dentate gyrus of adult
rats spanning the period of pilocarpine treatment was
unable to block mossy fiber sprouting or epileptogenesis
(Toyoda and Buckmaster, 2005; Williams et al., 2002).
The mechanism of mossy fiber sprouting is still unclear.
Some hypothesize that the sprouting is caused by hyper-
excitability; however, recent studies do not support
this hypothesis. In adults, blocking L-type calcium
channels and sodium channels is unable to stop mossy
fiber sprouting in the pilocarpine model (Buckmaster,
2004; Ingram et al., 2009). However, in P14 mice,
pilocarpine-induced L-type calcium channel blockade
was able to inhibit mossy fiber sprouting (Ikegaya
et al., 2000). Early treatmentwith rapamycin, an inhibitor
of the mammalian target of rapamycin, was able to
decrease seizure susceptibility in a transgenic mouse
model of tuberous sclerosis (Meikle et al., 2008) and
block mossy fiber sprouting in the pilocarpine model
only with constant infusion, as the sprouting devel-
oped again after the cessation of infusion (Buckmaster
et al., 2009).

36.5 TREATMENTS

The most challenging aspect of pediatric epilepsy
treatment is to identify drugs that can protect against
seizures while allowing normal functioning and devel-
opment of the nervous system. Bromide was the first
effective epilepsy treatment. Bromides act by augment-
ing GABAA receptor-mediated inhibition by increasing
GABAA-mediated currents due to a threefold increase
in receptor permeability to Br� over Cl� (Bormann
et al., 1987; Gallagher et al., 1978). Bromide has been
replaced with less toxic antiepileptic drugs (AEDs),
some of which target the same GABAergic pathway.
Many newer AEDs work through non-GABAergic path-
ways or possess mixed mechanisms of action. The three
main mechanisms of AEDs include enhancement of
synaptic inhibition, reduction of synaptic excitation, or
modulation of voltage-gated ion channels. Molecular
targets of AEDs include voltage-gated sodium channels,

voltage-gated calcium channels, GABAergic neuro-
transmission, and glutamatergic neurotransmission
(Rogawski and Löscher, 2004; Table 36.2).

Methods of AED discovery have been recently
reviewed by Bialer and White (2010). It is important to
note that AED drug testing is typically studied in the
adult rat brain. Drugs that pass this first level of screening
are then studied in models of epilepsy, typically first in
adult models and only later (if at all) in developmental
epilepsies. There are threemain types of drug-testingmo-
dalities used currently: maximal electroshock, subcutane-
ous PTZ injection, and electric kindling. The maximal
electroshock modality utilizes electrical pulses delivered
via ear clips or corneal electrodes to cause tonic extension
of the hind limbs. If the administration of the drug inhibits
the extension of the hind limbs, then the potential AED is
thought to prevent the spread of seizure activity through
neural tissue and is useful in screening AEDs effective
against generalized tonic–clonic seizures. In the subcuta-
neous PTZ injection, animals are evaluated for clonic sei-
zures. The effectiveness of a drug is determined by its
ability to suppress these clonic seizures, making the
model useful for finding AEDs effective against general-
ized myoclonic seizures. The drug discovery model of
electrical kindling uses corneal electrodes to deliver 6
Hz electrical signals to induce complex partial seizures.
Animals that do not display a clonic phase and automa-
tisms are thought to be protected, making this method
useful in screening drugs effective against partial seizures
(Bialer et al., 2002; Holmes and Zhao, 2008). Unfortu-
nately, thesemethods are not always accurate in their pre-
dictive efficacy. Levitacetam failed the subcutaneous PTZ
and maximal electroshock models, but has proven to be a
very effective AED (Klitgaard et al., 1998; Löscher et al.,
1998). Therefore, new models of drug screening will be
important in the future discovery of effective AEDs, espe-
cially for pediatric epilepsies.

36.5.1 GABA

36.5.1.1 Phenobarbital

Phenobarbital is a positive allosteric modulator of
GABAA receptors that works by increasing channel-
opening probability (Macdonald andOlsen, 1994). In ad-
dition to its primaryGABAergic effect, phenobarbital can
also block sodium channels and T-type calcium channels
(Ffrench-Mullen et al., 1993). Phenobarbital is currently
used as a first-line therapy for pediatric seizures but is
mostly ineffective due to the shift in chloride gradient
previously described. The effects of prenatal exposure
tophenobarbital onCNSdevelopment have been studied
extensively (Fishman and Yanai, 1983; Yanai et al., 1979)
and have been reviewed (Kaindl et al., 2006). Perinatal
and early-life exposure to phenobarbital can reduce brain

72136.5 TREATMENTS

III. DISEASES



TABLE 36.2 Antiepileptic Drugs Used to Treat Neonatal Seizures and Pediatric Epilepsies

Structure Drug Primary effect Site of action

O

O

O

NN
H H

Phenobarbital Enhances inhibition GABA(A) – Mature brain

R1

N

N

R2

R7

R2�

Benzodiazepines Enhances inhibition GABA(A) – Mature brain

O

O

O

O

O

O

O

S
N

H

H

HH

H

O

Topiramate Decreases excitation and
enhances inhibition

Voltage-dependent sodium
channels, Calcium channels,
AMPA, and Kainate receptors/
GABA(A)

O

O
N

N

H

HH

Levetiracetam Decreases excitation and
enhances inhibition

Calcium channels, and SV2A/
GABA(A)

H H

H

H

O

O

O

O

O

S

N

N

Bumetanide Enhances inhibition NKCC1 (chloride gradient)
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weight in infant rats, with reductions in DNA, RNA, pro-
tein, cholesterol, neuronal number, and neurogenesis
occurring, as well as enhanced apoptosis and alterations
in gene expression (Bittigau et al., 2002; Diaz and Schain,
1978; Pick and Yanai, 1985; Raol et al., 2005; Stefovska
et al., 2008; Yanai et al., 1989). Behavioral studies evaluat-
ing the morphological and neurochemical effects of peri-
natal and early-life exposure to phenobarbital, including
deficits in various spatial-learning tasks and memory
(Mikati et al., 1994; Pick and Yanai, 1985; Rogel-Fuchs
et al., 1992; Yanai et al., 1989). Perinatal exposure to phe-
nobarbital also increased aggression andactivity levels in
neonatal rats (Diaz and Schain, 1978; File and Wilks,
1990). Phenobarbital also has effects on synaptogenesis
and myelination. The administration of phenobarbital
toneonatal rats resulted inpersistent abnormalities inmi-
tochondria, myelin sheaths, and lamellar inclusion bod-
ies in the cerebellum when compared to controls
(Fishman et al., 1989).

36.5.1.2 Benzodiazepines

Benzodiazepines are first-line drugs in the treatment
of SE. The actions of benzodiazepines are mediated by
allosterically modulating GABAA receptors that contain
the g2 with the a1, a2, a3, and a5 subunits (Rudolph et al.,
1999; Smith, 2001), increasing GABAA receptor currents

(Bai et al., 2001). Behavioral deficits have been attributed
to the effects of benzodiazepines on memory, possibly
due to an alteration in attention (Pereira et al., 1989).
The administration of a single dose of diazepam to P11
rats caused a significant decrease in cell proliferation
(Pawlikowski et al., 1987). Diazepam and clonazepam
administration to P7 rats caused widespread apoptotic
neurodegeneration, which is associated with reduced ex-
pression of neurotrophins and other prosurvival proteins
(Bittigau et al., 2002). Diazepam administration from P10
to P40 in rats permanently altered the expression of genes
for GABA receptor subunits, GABA transporters, and
GABA-synthesizing enzymes in hippocampal dentate
granule neurons (Raol et al., 2005). Diazepam also affects
cell proliferation, cell differentiation, and myelination
making it less than ideal for treating pediatric epilepsies
(Stefovska et al., 2008).

36.5.2 Non-GABA

36.5.2.1 Topiramate

Topiramate works through many pharmacological
mechanisms includingmodulationof voltage-dependent
sodium channels, modulation of calcium channels, en-
hancement of the effect of GABA on GABAA receptors,

TABLE 36.2 Antiepileptic Drugs Used to Treat Neonatal Seizures and Pediatric Epilepsies—cont’d

Structure Drug Primary effect Site of action

O

O

O

H

H

H

N

N

N

Talampanel Decreases excitation AMPA receptors

O O

N

N N N
H

F

H

H

H

Flupirtine Decreases excitation and
enhances inhibition

NMDA receptors/KCNQ
channels
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and modulation of AMPA and kainate receptors, all of
which have been demonstrated to possess possible neu-
roprotective qualities. The administration of topiramate
before hypoxia-induced seizures suppressed acute sei-
zures in a dose-dependent manner. In addition to block-
ing acute seizures, topiramate administration was also
able to eliminate the long-term susceptibility to kainate-
induced seizures and the seizure-induced neuronal in-
jury observed after acute hypoxia (Koh and Jensen,
2001). In lithium–pilocarpine-induced seizures in P20
rats, topiramate treatment resulted inan improvedvisuo-
spatial performance in the water maze test when com-
pared to saline-treated controls; however, no
differences were found in histological examination of
the hippocampus. The administration of topiramate in
seizure-free neonatal rats resulted in no difference inwa-
ter maze or histological studies (Cha et al., 2002). Topira-
mate demonstrates no neurotoxicity to the developing
brain at anticonvulsant doses in P7 rats, in stark contrast
to phenobarbital (Glier et al., 2004). The administration of
topiramate to cultured fetal rat hippocampal and cortical
neurons showedan increase inneurite outgrowth (Smith-
Swintosky et al., 2001).

36.5.2.2 Levetiracetam

The mechanism of levetiracetam is not fully under-
stood. The drug can block N-type calcium channels
and reverse the inhibition by negative allosteric modu-
lators such as zinc and beta-carbolines on neuronal
GABA and glycine-gated currents (Rigo et al., 2002).
Another pharmacological function distinct to levetira-
cetam is its binding to synaptic protein SV2A (Lynch
et al., 2004). Recent studies have determined that
SV2A is an important broad-spectrum anticonvulsant
target (Kaminski et al., 2008). More studies are needed
to elucidate the role of SV2A in ictal events. The admin-
istration of levetiracetam resulted in no deficits in
visuospatialmemoryasobservedviawatermaze testing
in amygdala-kindled rats (Lamberty et al., 2000). In neo-
natal rats, levetiracetam resulted in no neurotoxicity
when administered from P0 to P7 and analyzed from 2
to 5 days after administration (Manthey et al., 2005).
Levetiracetam is effective in treating tonic convulsions
and absence-like seizures in spontaneously epileptic
rats during drug administration for up to 8 days after fi-
nal administration, possibly demonstrating an antiepi-
leptogenic effect (Ji-qun et al., 2005). Levetiracetam
administration resulted in no alteration in hippocampal
cell proliferation; however, significant effects in protein
expression associated with the cytoskeleton, energy
metabolism, neurotransmission, signal transduction,
myelination, and stress response were observed
(Paulson et al., 2010).

36.5.2.3 Bumetanide

Bumetanide is a well-known loop diuretic that is a
specific inhibitor of NKCC1. Since enhanced expression
of NKCC1 relative to KCC2 is responsible for the excit-
atory actions of GABA in the developing brain, it is easy
to hypothesize that inhibiting NKCC1 would result
in decreased excitatory actions of GABA. Dzahla et al.
demonstrated the ability of bumetanide to shift the
chloride gradient in immature neurons, suppress the ep-
ileptiform activity in hippocampal slices, and attenuate
electrographic seizures in neonatal rats in vivo (Dzhala
et al., 2005). Recent in vitro studies have shown that
bumetanide can enhance the efficacy of phenobarbital
in a neonatal seizure model. In the study, phenobarbital
alone was able to abolish recurrent seizures in only 30%
of the hippocampal slices, whereas the administration
of bumetanide with phenobarbital was able to abolish
recurrent seizures in 70% of the hippocampal slices. In
addition to preventing recurrent seizures, the coadminis-
tration of bumetanide and phenobarbital also reduced
the frequency, duration, and power of seizures in the
remaining 30% (Dzhala et al., 2008). Bumetanide is able
to block focal epileptic seizures in immature rat hippo-
campus, but is not able to prevent the formation of an
epileptogenic mirror focus in vitro (Nardou et al., 2009).

36.5.2.4 Talampanel

Talampanel is a noncompetitive antagonist of the
AMPA receptor and possesses anticonvulsant and neu-
roprotective properties. Talampanel administration to
P10 rats in the hypoxia-induced seizure model sup-
pressed seizures in a dose-dependent manner. Pretreat-
ment of P10 rats before hypoxia prevented increases
in seizure-induced neuronal injury later in life (Aujla
et al., 2009). Talampanel is also neuroprotective in the
CA1 region of the hippocampus in the fluid percussion
traumatic brain injury model when administered within
30 min of injury but not when administered at 3 h
(Belayev et al., 2001).

36.5.2.5 Flupirtine

Flupirtine, a selective neuronal potassium channel
opener, activates KCNQ channels (G-protein-regulated
inward rectifying Kþ channels) and stabilizes the resting
membrane potential. Flupirtine also works via NMDA
receptor antagonism by enhancing Mg2þ blockade
(Kornhuber et al., 1999). The anticonvulsant properties
of flupirtine have only recently been studied. Flupirtine
proved successful in completely suppressing seizures in
the flurothyl model of neonatal seizures and in prevent-
ing electrographic and behavioral seizures in the kainic-
acid-induced SE model in P10 rats (Raol et al., 2009).
Further studies are necessary to determine the long-term
effects of flupirtine treatment of neonatal seizures.
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36.6 CONCLUSION

Epilepsy is a very complex disease that affects mil-
lions of people worldwide. There are many different
types of epilepsy, with various animal models used to
elucidate the molecular mechanisms of epileptogenesis.
The developing brain is especially sensitive to seizures
and epilepsy due to the early enhancement of excitation
in the immature brain. The acute and chronic effects of SE
are quite complicated and include alterations in ion chan-
nels and neurotransmitter receptors, neuronal death,
neurotrophin expression, inflammation, andmossy fiber
sprouting. Since the development of the human brain is
quite dynamic, the same therapeutic modalities used in
adults have proved unsuccessful in controlling neonatal
seizures. Newer therapeutics that act via novel mecha-
nisms and are more effective in the developing brain
are needed in order to treat those suffering fromneonatal
seizures and pediatric epilepsies adequately.
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37.1 INTRODUCTION

Over the past several decades, many common histor-
ical causes of congenital sensory impairment have been
eradicated or diminished by economic growth and
by targeted programs combating disease and maternal
health, among others. As a result, at some point in the
last few decades, and perhaps for the first time in human
history, inherited disorders have become the most com-
mon cause of congenital sensory impairment. Over the
past 15 years, specific genes, protein function, and dis-
ease etiology have been identified at an accelerating rate.

The growing number of animal models for developmen-
tal sensory disorders has been tremendously useful for
understanding both normal and abnormal development
and sensory processing.

37.2 HEARING IMPAIRMENT

Developmental auditory disorders may involve
defects at any stage from the moment sound enters
the external ear to the sensorineural synapse to the
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downstream processing pathways of the central nervous
system. Disorders of the auditory organ are thus roughly
classified as conductive, affecting primarily the me-
chanical structures of the external and middle ear;
sensorineural, affecting primarily the sensory, neural,
and supporting structures of the inner ear and central
auditory pathway; or mixed. Because hearing impair-
ment that precedes language acquisition can be espe-
cially significant, hearing loss is often characterized as
prelingual, occurring before 2 years of age, or postlingual.
Severity of hearing loss may be mild (<40 dB), moderate
(40–70 dB), severe (70–90 dB), or profound (>90 dB).

37.2.1 Acquired Hearing Loss

Many forms of hearing loss are preventable. The hair
cells, for example, are particularly vulnerable to acoustic
trauma and to a wide range of ototoxic drugs (e.g., cis-
platin, isoretinoin, alcohol, aminoglyocoside antibiotics,
loop-diuretics), and as mammalian hair cells do not re-
generate, the inner hair cells constitute a scarce resource
at only about 3500 cells per human cochlea. Infection has
long been a major cause of hearing loss. Both acquired
and congenital syphilis can produce otosyphilis, which
if untreated causes endolymphatic hydrops (fluid accu-
mulation) and subsequent degeneration accompanied
by hearing loss and vestibular dysfunction. Although re-
ports of congenital otosyphilis are rare in the current lit-
erature, there is concern that this disorder could rise
with the reemergence of syphilis. Historically, rubella
(German measles) was a major cause of hearing loss,
and over half of all cases of congenital rubella syndrome,
acquired throughmaternal infection, still lead to hearing
loss. Vaccination programs have largely eliminated rub-
ella from high-income countries, though the disease
and its consequent hearing loss are still common inmany
low-income countries (Tucci et al., 2010). Hearing loss
as a result of anoxia, maternal diabetes, and maternal
herpes simplex virus are also still seen.

The infectious agent with greatest relevance to child-
hood hearing loss is perhaps the herpes virus cytomeg-
alovirus (CMV), which is now considered a leading
cause of congenital developmental disorders. CMV is
widespread in humans, with CMV infection rates at
birth estimated at 0.2–1%, and sensorineural hearing loss
may develop in children who appear healthy at birth.
Congenital CMV is estimated to cause 6% of hearing im-
pairment in newborns and 15–25% of sensorineural
hearing loss in children in the United States, and is
now the primary cause of noninherited sensorineural
hearing loss in children. Despite the incidence of this
disorder, and the recent introduction of mouse models
for CMV-induced hearing loss, the pathology of this
CMV-induced hearing loss is still not well understood,

and control remains focused on hygiene and on develop-
ment of a vaccine or antiviral.

37.2.2 Inherited Hearing Loss

While a significant proportion of human congenital
hearing loss was once due to disorders associated with
maternal infection, in middle- and high-income coun-
tries today, the majority of congenital hearing loss has
a genetic component. The most common form of sensory
impairment, hearing loss, is also one of the most com-
mon birth abnormalities. Clinically, the various sensory
disorders are typically categorized as nonsyndromic
or primary (e.g., isolated deafness not accompanied by
other apparent abnormalities) and syndromic (e.g., deaf-
ness accompanied by other sensory, morphological, or
physiological abnormalities). Nonsyndromic disorders,
though less numerous, account for a majority of cases
of deafness of genetic origin; the various nonsyndromic
disorders are identified by inheritance pattern, with
DFN, DFNA, and DFNB referring to X-linked, autoso-
mal-dominant, and autosomal-recessive deafness disor-
ders (see Table 37.1). In practice, this increasingly long
list can be confusing due to genetic heterogeneity and
to overlap with some of the syndromic forms of deafness.
As the list of mapped loci and identified genes for inher-
ited deafness disorders is still growing, any attempt to
encompass the known hereditary hearing disorders is
quickly made obsolete by the description of new disor-
ders in mouse and human. A selection from the wide
range of auditory disorders will be briefly described here,
and the reader is encouraged to consult updated websites
and reviews for the most current, in-depth information
(Dror and Avraham, 2009; Petit and Richardson, 2009).

37.2.2.1 Hereditary Conductive or Mixed
Hearing Loss

In normal hearing, sound is collected at the external
ear and focused into the external ear canal. The sound
waves set up vibrations of the tympanic membrane that
are transmitted by the three small bones of the ossicular
chain through the air-filled cavity of the middle ear to
the membranous oval window at the border between
the middle and inner ear. The hinged lever-like mechan-
ical advantage system of the interconnected ossicles, to-
gether with the reduction in surface area between the
tympanic membrane and the oval window, allow pres-
sure at the tympanic membrane to be amplified suffi-
ciently to drive compressive waves in the fluid-filled
cochlea of the inner ear. When conductive hearing loss
presents in children, it is most often associated with
otitis media, or middle ear infection, and its sequelae,
which can include chronic perforation, mastoiditis, cho-
lesteatoma, ossicular fixation, or tympanic membrane
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TABLE 37.1 Disorders of the ear

Name Gene Gene product Reference

Nonsyndromic

X-linked

DFN3 POU3F4 POU domain, class 3, transcription factor 4 de Kok et al. (1995)

Autosomal-dominant

DFNA1 DIAPH1 Protein diaphanous homolog 1 Lynch et al. (1997)

DFNA2A
DFNA2B

KCNQ4
GJB3

Voltage-gated Kþ channel subfamily KQT member 4;
Kv7.4
Gap–junction beta-3 protein; connexin 31

Kubisch et al. (1999)
Xia et al. (1998)

DFNA3A
DFNA3B

GJB2
GJB6

Gap–junction beta-2 protein; connexin 26
Gap–junction beta-6 protein; connexin 30

Kelsell et al. (1997)
Grifa et al. (1999)

DFNA4 MYH14 Myosin-14 Donaudy et al. (2004)

DFNA5 DFNA5 Nonsyndromic hearing impairment protein 5 Van Laer et al. (1998)

DFNA6/14/38 WFS1 Wolframin Bespalova et al. (2001)
Young et al. (2001)

DFNA8/12 TECTA Tectorin alpha Verhoeven et al. (1998)

DFNA9 COCH Cochlin Robertson et al. (1998)

DFNA10 EYA4 Eyes-absent homolog 4 Wayne et al. (2001)

DFNA11 MYO7A Myosin-7a Liu et al. (1997)

DFNA13 COL11A2 Collagen, type XI, alpha 2 McGuirt et al. (1999)

DFNA15 POU4F3 POU class 4 homeobox 3 Vahava et al. (1998)

DFNA17 MYH9 Myosin-9 Lalwani et al. (2000)

DFNA20/26 ACTG1 Gamma actin Zhu et al. (2003)
van Wijk et al. (2003)

DFNA22 MYO6 Myosin-6 Melchionda et al. (2001)

DFNA23 SIX1 Sine-oculis homeobox homolog 1 Ruf et al. (2004)

DFNA25 SLC17A8 Solute carrier family 17,member 8; vesicular glutamate
transporter 3

Ruel et al. (2008)

DFNA28 GRHL2 Grainyhead-like protein 2 homolog Peters et al. (2002)

DFNA36 TMC1 Transmembrane channel-like protein 1 Kurima et al. (2002)

DFNA39 DSPP Dentin sialophosphoprotein Xiao et al. (2001)

DFNA44 CCDC50 Coiled-coil domain containing protein 50; Ymer Modamio-Hoybjor et al.
(2007)

DFNA48 MYO1A Myosin-1a Donaudy et al. (2003)

CRYM Mu-crystallin homolog Abe et al. (2003)

Autosomal-recessive

DFNB1A
DFNB1B

GJB2
GJB6

Gap–junction beta-2 protein; connexin 26
Gap–junction beta-6 protein; connexin 30

Kelsell et al. (1997)
del Castillo et al. (2002)

DFNB2 MYO7A Myosin-7a Liu et al. (1997)
Weil et al. (1997)

DFNB3 MYO15 Myosin-15 Wang et al. (1998)

DFNB4 SLC26A4 Pendrin Li et al. (1998)

Continued
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TABLE 37.1 Disorders of the ear—cont’d

Name Gene Gene product Reference

DFNB6 TMIE Transmembrane inner ear expressed protein Naz et al. (2002)

DFNB7/11 TMC1 Transmembrane channel-like protein 1 Kurima et al. (2002)

DFNB8/10 TMPRSS3 Transmembrane protease serine 3 Scott et al. (2001)

DFNB9 OTOF Otoferlin Yasunaga et al. (1999)

DFNB12 CDH23 Cadherin-23 Bork et al. (2001)

DFNB16 STRC Stereocilin Verpy et al. (2001)

DFNB18 USH1C Harmonin Ouyang et al. (2002)
Ahmed et al. (2002)

DFNB21 TECTA Tectorin alpha Mustapha et al. (1999)

DFNB22 OTOA Otoancorin Zwaenepoel et al. (2002)

DFNB23 PCDH15 Protocadherin-15 Ahmed et al. (2003b)

DFNB24 RDX Radixin Khan et al. (2007)

DFNB28 TRIOBP TRIO and F-actin-binding protein Shahin et al. (2006)
Riazuddin et al. (2006b)

DFNB29 CLDN14 Claudin-14 Wilcox et al. (2001)

DFNB30 MYO3A Myosin-3a Walsh et al. (2002)

DFNB31 WHRN Whirlin Mburu et al. (2003)

DFNB36 ESPN Espin Naz et al. (2004)

DFNB37 MYO6 Myosin-6 Ahmed et al. (2003a)

DFNB49 MARVELD2 MARVEL domain-containing protein 2; tricellulin Riazuddin et al. (2006a)

DFNB53 COL11A2 Collagen, type XI, alpha 2 Chen et al. (2005)

DFNB59 PJVK Deafness, autosomal-recessive 59; pejvakin Delmaghani et al. (2006)

SLC26A5 Prestin Liu et al. (2003)

Syndromic

Alport syndrome

X-linked COL4A5 Type IV collagen alpha-5 Barker et al. (1990)

Autosomal-recessive COL4A3 Collagen alpha-3(IV) chain Mochizuki et al. (1994)

Autosomal-recessive COL4A4 Collagen alpha-4(IV) chain Mochizuki et al. (1994)

Branchio–oto–renal syndrome

BOR1 EYA1 Eyes-absent homolog 1 Abdelhak et al. (1997)

BOR2 SIX5 Homeobox protein SIX5 Hoskins et al. (2007)

BOS3 SIX1 Sine-oculis homeobox homolog 1 Ruf et al. (2004)

Keratitis–ichthyosis–deafness syndrome
(KID)

GJB2 Gap–junction beta-2 protein; connexin 26 Richard et al. (2002)

Jervell and Lange-Nielsen syndrome

JLNS1 KCNQ1 Voltage-gated Kþ channel subfamily KQT member 1 Neyroud et al. (1997)

JLNS2 KCNE1 Voltage-gated Kþ channel, Isk-related family,
member 1

Tyson et al. (1997)
Schulze-Bahr et al.
(1997)

Norrie disease NDP Norrin Berger et al. (1992)
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TABLE 37.1 Disorders of the ear—cont’d

Name Gene Gene product Reference

Pendred syndrome

SLC26A4 Pendrin Everett et al. (1997)

FOXI1 Forkhead box protein I1 Yang et al. (2007)

Stickler syndrome

STL1 COL2A1 Collagen alpha-1(II) chain Ahmad et al. (1991)

STL2 COL11A1 Collagen alpha-1(XI) chain Richards et al. (1996)

STL3 COL11A2 collagen, type XI, alpha-2 Vikkula et al. (1995)

STL4 COL9A1 Collagen alpha-1(IX) chain Van Camp et al. (2006)

Treacher–Collins syndrome TCOF1 Treacle protein TCSCG (1996)

Usher syndrome

USH1B MYO7A Myosin-7a Weil et al. (1995)

USH1C USH1C Harmonin Verpy et al. (2000)

USH1D CDH23 Cadherin-like 23 Bolz et al. (2001)

USH1F PCDH15 Protocadherin-15 Ahmed et al. (2001)

USH1G SANS Usher syndrome type-1 G protein Mustapha et al. (2002)

USH2A USH2A Usherin Eudy et al. (1998)

USH2C VLGR1 G protein-coupled receptor 98 Weston et al. (2004)

USH2D WHRN Whirlin Ebermann et al. (2007)

USH3 USH3 Clarin 1 Joensuu et al. (2001)

Vohwinkel syndrome GJB2 Gap–junction beta-2 protein; connexin 26 Maestrini et al. (1999)

Waardenburg syndrome

WS1/3 PAX3 Paired box protein Pax-3 Tassabehji et al. (1992)
Baldwin et al. (1992)
Hoth et al. (1993)

WS2A MITF Microphthalmia-associated transcription factor Tassabehji et al. (1994)

WS2D SNAI2 Zinc finger protein SNAI2; slug Sanchez-Martin et al.
(2002)

WS2E SOX10 SRY-BOX 10; SOX10 transcription factor Bondurand et al. (1999)

WS4A EDNRB Endothelin B receptor Puffenberger et al.
(1994)

WS4B EDN3 Endothelin-3 Edery et al. (1996)

WS4C SOX10 SRY-BOX 10 Pingault et al. (1998)

Muckle–Wells syndrome NLRP3 NACHT, LRR, and PYD domain-containing protein 3 Hoffman et al. (2001)

Bartter syndrome and deafness (DFNB73)

Type 4A BSND Barttin (Birkenhager et al.
(2001)

Type 4b CLCNKA
CLCNKB

Chloride channel ClC-Ka; CLCK1
Chloride channel ClC-Kb; CLCKB

Schlingmann et al.
(2004)
Schlingmann et al.
(2004)

Continued
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retraction, among others. Congenital conductive hearing
loss most often results frommalformations of themiddle
ear that cause fixation or disruption of the ossicular
chain. As a group, the conductive losses are relatively
tractable, as the various forms can often be successfully
treated with surgery.

Deafness with perilymphatic Gusher is an X-linked
disorder that involves congenital mixed conductive
and sensorineural hearing loss and is caused by muta-
tion of Brain 4 (Brn4, or POU3F4), a POU-domain
transcription factor expressed in the developing otic
mesenchyme. The conductive hearing loss results from
stapes fixation to the oval window (with the name of
the disorder arising from perilymph that gushes out
from the cochlea during surgery to free the stapes).
The sensorineural hearing loss in the mouse model
likely results from a critical role of Brn4 in establishing
the endocochlear potential. Female carriers have been
reported to havemilder hearing loss thatmay be conduc-
tive or sensorineural.Mutation of the T-box transcription
factor gene TBX1 is associated with velocardiofacial syn-
drome/DiGeorge syndrome, which is often accompa-
nied by chronic otitis media. In mice, Brn4 has been
shown to interact with Tbx1 to specify cochlear structure
(Braunstein et al., 2008).

Several syndromes involving joint disorders, such as
Cushing symphalangism, multiple synostoses, and the
recently described Teunissen–Cremers syndrome (‘sta-
pes ankylosis with broad thumbs and toes’), result in
moderate conductive hearing loss. These disorders
can be caused by mutations affecting noggin (NOG)
or growth and differentiation factor 5 (GDF5), both of
which interact with bone morphogenetic proteins
(BMP) during development. The secreted signaling pro-
teins BMPs and GDFs induce bone formation, whereas
the BMP antagonist NOG halts cartilage production at
the site of joint initiation and is thus a critical player in
joint development. GDF5 gain of function mutations
and NOG loss of function mutations are both associated
with ossicular fixation. In heterozygous Nogþ/� mice

with varying degrees of hearing loss, impairment is as-
sociated with the presence of an extra bone fragment
of the stapes that interferes with normal stapedial move-
ment, and complete loss ofNog results in amore extreme
phenotype with fused ossicles (Hwang and Wu, 2008).
Thus, in the developing middle ear, Bmp4, Gdf5, and
Nog may cooperate to establish the stapes and to
separate it from the styloid process during ossicular
development.

As much as 2% of profound deafness in childhood
may be caused by the autosomal-dominant disorder
branchio–oto–renal syndrome (BOR), which is charac-
terized by branchial arch and renal abnormalities, to-
gether with variable hearing loss of sensorineural,
conductive, or mixed origin. BOR can include structural
anomalies of the external, middle, and inner ear and is
associated with mutations of Drosophila eyes-absent ho-
molog 1 (EYA1). In mouse, Eya1 is expressed in adult
hair cells, as well as in the developing mouse otocyst,
and deletion of Eya1 halts development at the otocyst
stage. The Eya1 gene product is a transcriptional coregu-
lator that translocates to the nucleus together with sine-
oculis Six1, andmutations in SIX1 result in both BOR and
the closely related branchiootic syndrome 3 (BOS3)
(Kochhar et al., 2007).

Cholesteatoma occurs when keratin-producing squa-
mous epithelium develops within the temporal bone or
middle ear; as this mass expands, it impinges on nearby
structures, causing conductive hearing loss. This disor-
der, which can present in childhood or adulthood, most
often occurs after otitis media or injury to the tympanic
membrane, occurring as a uni- or bilateral conductive
hearing loss, and may result from a genetic predisposi-
tion to otitis media. A rare congenital cholesteatoma
has also been reported in cases of BOR and in
adenomatous polyposis coli, a disorder associated with
mutations of the adenomatous polyposis coli (APC)
gene, multiple adenomatous polyps, and colorectal can-
cer. Several forms of nonsyndromic and syndromic hear-
ing loss may involve chronic otitis media. For example,

TABLE 37.1 Disorders of the ear—cont’d

Name Gene Gene product Reference

Hypoparathyroidism, deafness, and
renal dysplasia

GATA3 Trans-acting T-cell-specific transcription factor
GATA-3

Van Esch et al. (2000)

Renal tubular acidosis with deafness ATP6B1 V-type proton ATPase subunit B Karet et al. (1999)

Microtia, hearing impairment, and cleft
palate

HOXA2 Homeobox A2 Alasti et al. (2008)

Otopalatodigital syndrome (OPD1) FLNA Filamin A (Robertson et al. (2003)

Compiled in part from Online Mendelian Inheritance in Man (OMIM); OMIM gene symbols are used throughout
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sensorineural hearing loss DFNA10 is a postlingual pro-
gressive hearing loss that typically presents late, in at
least the second decade. This disorder involves the
eyes-absent homolog EYA4, and the Eya4�/� mouse
model displays a predisposition to otitis media. Several
additional, as yet unidentified genes that function dur-
ing development to direct middle ear anatomy likely
also result in a susceptibility to otitis media (Rye et al.,
2011). The rare autosomal-dominant craniofacial disor-
der, Treacher–Collins syndrome, is often accompanied
by conductive hearing loss due to abnormalities of the
ossicular chain. The syndrome is caused by a mutation
affecting the nucleolar phosphoprotein treacle (TCOF1),
which controls ribosome production and is required for
proliferation of neural crest cells.

Semicircular canal dehiscence is a rare condition in
which an opening in the bone of the semicircular canal
effectively creates a third window in the inner ear. This
extra outlet acts as a relief valve, such that oval window
vibrations that would normally drive only the cochlear
perilymph toward the round window are transmitted
in part toward this third window, stimulating the vestib-
ular organs. In patients with this condition, acoustic
stimuli or fullness of the middle ear can produce dizzi-
ness and nystagmus. Otopalatodigital syndrome and
frontometaphyseal dysplasia are X-linked skeletal dys-
plasias that also result in moderate to profound conduc-
tive deafness and are linked to the actin-binding protein
filamin A (FLNA). Finally, congenital atresia of the oval
window and perilymph fistula (loss of perilymph into
the middle ear) are rare conductive disorders of un-
known etiology.

37.2.2.2 Hereditary Sensorineural Hearing Loss

Sensorineural hearing loss is most commonly related
to defects within the cochlea, though a small percentage
of hearing loss is more central. The mammalian inner
ear, encased in the temporal bone, comprises six sensory
organs: five belonging to the vestibular system and one,
the cochlea, to the auditory system. The cochlea coils
about 2.5 times in humans (less in certain disorders), nar-
rowing toward its apex, and in cross section is divided
into three fluid-filled ducts that run in parallel nearly
the length of the coiled cochlea. Two of these ducts,
the perilymph-filled scala vestibuli and scala tympani,
join at the apical end of the cochlea to form a continuous
chamber with the oval window at one end and the mem-
branous round window at the other. The endolymph-
filled scala media is sandwiched between the scalae
vestibuli and tympani and contains the receptor organ
itself, the organ of Corti, which comprises the mechano-
sensitive hair cells – one row of inner hair cells, the actual
sensory receptor cells along the inside of the cochlear
spiral, and three rows of outer hair cells that provide
cochlear amplification – as well as several types of

supporting cells. Each hair cell is a polarized neuro-
epithelial cell whose apical, mechanotransducing pole
contains the stereocilia hair bundle, and whose basal,
synaptic pole is surrounded by supporting cells of the
basilar membrane. The stereocilia project into the endo-
lymph, and the tallest stereocilia of the outer hair cells
are inserted in the tectorial membrane, a gelatinous
extracellular matrix. At the inner, coiled, core of the co-
chlea lies the spiral ganglion, containing the cell bodies
that give rise to the afferent fibers of the auditory nerve.

Vibrations of the oval window are transmitted to the
perilymph in the scala vestibuli, setting up a traveling
wave that propagates along the basilar membrane,
which is tuned by mechanical properties along its length
to map low-frequency sounds near the apex and high-
frequency sounds near the base of the cochlea. The trav-
eling wave at the basilar membrane induces movement
relative to the hair cell bundle. Tethered only at one end,
the tectorial membrane can move in part independently
of the organ of Corti, and the shearing motion of the tec-
torial membrane against the organ of Corti causes deflec-
tion of the hair bundles. Outer hair cells actively amplify
the cochlear mechanics through a mechanism that is still
controversial.

Inward current through the mechanoelectrical trans-
duction channels produces a receptor potential that
alters the tonic release of glutamate at the hair cell–
ganglion cell synapse; the majority of hair cells inner-
vated by ganglion cells of the cochlear nerve are inner
hair cells. The active mechanical properties of the co-
chlea cause the healthy cochlea to emit faint sounds, both
spontaneously and in response to auditory stimuli.
These otoacoustic emissions (OAEs) can be recorded
and used clinically to assess outer hair cell motility
and/or to identify whether the site of hearing loss is co-
chlear. As a noninvasive test that does not require a be-
havioral response, OAE recording is also commonly
used to screen newborns for hearing loss. Central dys-
function is indicated by abnormal auditory brainstem re-
sponses (ABRs), auditory evoked potentials recorded at
surface electrodes. Auditory neuropathy refers to any
one of several forms of nonsyndromic sensorineural
hearing loss in which the deficit is localized to the inner
hair cell–ganglion cell synapse, or to neurons of the au-
ditory nerve and auditory brain stem.

37.2.2.3 Hearing Loss and the Tectorial Membrane

The longest stereocilia of each outer hair cell contact
the tectorial membrane, a specialized extracellular
matrix consisting of collagen fibril bundles, together
with three non-collagenous glycoproteins – otogelin,
a-tectorin, and b-tectorin – that are expressed only in
the inner ear. As mRNA for both tectorins is only tran-
siently expressed during cochlear development, what-
ever form the tectorial membrane takes during that
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period likely persists for the lifetime of the organism.
Though loss of otogelin in mouse causes early vestibular
dysfunction, followed by a variable, progressive hearing
loss and subtle abnormalities of the tectorial membrane,
no human deafness associated with otogelin mutations
has yet been identified (Simmler et al., 2000). In contrast
to the subtle changes caused by the lack of otogelin, the
absence of a-tectorin results in a failure to form the
striated sheet matrix, the non-collagenous portion of
the tectorial membrane. Mutations affecting a-tectorin
(TECTA) are found in prelingual mid-frequency hearing
loss of mild to profound severity, in both autosomal-
dominant (DFNA8/12) and autosomal-recessive
(DFNB21) forms of nonsyndromic hearing loss. In ani-
mal models lacking a-tectorin, otogelin and b-tectorin
are not incorporated in the tectorial membrane and the
tectorial membrane fails to associate normally with the
spiral limbus and the organ of Corti, with the result that
basilar membrane sensitivity is reduced and OAEs are
abolished (Legan et al., 2000). To date, no mutations af-
fecting b-tectorin (TECTB) have been associatedwith hu-
man hearing loss, though loss of Tectb inmouse results in
a low-frequency hearing loss.

Two additional genes expressed uniquely in the inner
ear are associated with sensorineural hearing loss.
Otoancorin (OTOA) mutations associate with moderate
to severe prelingual autosomal-recessive hearing loss
DFNB22. Otoancorin is expressed at the apical surface
of supporting cells adjacent to hair cells, but its role at
the interface between the tectorial membrane and the
sensory epithelium remains to be identified. Stereocilin
(STRC) localizes to the distal portion of outer hair cell
stereocilia. In humans, STRC mutations are associated
with the early postlingual hearing loss DFNB16. In the
mousemodel Strc�/�, which also experiences early hear-
ing loss, the stereocilia array is established, but without
the apical connectors between stereocilia or the links
attaching stereocilia to the tectorial membrane, the
stereocilia array rapidly deteriorates (Verpy et al., 2011).

37.2.2.4 Hypothyroidism and Hearing Loss

Congenital hypothyroidism in humans has been asso-
ciated with a range of conductive and sensorineural
hearing loss. Though none of these pathologies is en-
tirely clear, animal studies point to a few possible path-
ways for hypothyroidism-induced hearing loss. The
transcription factors thyroid receptor TRa1 (Thra) and
T3 thyroid receptor TRb (Thrb) are variably expressed
during embryogenesis in the cochlea, Thra throughout
the cochlea, and Thrb at high levels in the organ of Corti
and at lower levels in the stria vascularis. Embryonic hy-
pothyroidism delays development of the organ of Corti
and prevents the normal transient developmental upre-
gulation of b-tectorin mRNA. The Snell dwarf Pou1f dw

mouse model highlights several effects of congenital

hypothyroidism: (1) the tectorial membrane is abnormal,
possibly due to altered b-tectorin expression; (2) KCNQ4
expression and function in outer hair cells is reduced;
and (3) the endocochlear potential is decreased due to re-
duced expression of the inwardly rectifying Kþ channel
KCNJ10 in intermediate cells of the stria vascularis
(Mustapha et al., 2009).

37.2.2.5 Pendred Syndrome

Pendred syndrome (deafness with goiter) is the most
common syndromic form of deafness, accounting for up
to 7.8% of cases of congenital deafness and occurring in
an estimated 7.5 of 100,000 births. Patients inheriting this
autosomal-recessive disorder have variable degrees of
deafness at birth and typically develop goiter in the sec-
ond decade. The syndrome is accompanied by structural
defects of the temporal bone such as Mondini dysplasia
and enlarged vestibular aqueduct (EVA) that are likely
driven in part by accumulation of endolymph. The ves-
tibular aqueduct, embedded within the temporal bone,
is a small canal containing the endolymphatic duct
and extending from the vestibule between the cochlea
and the labyrinth to the endolymphatic sac. In Mondini
dysplasia, the apical turn of the cochlea fails to form, and
patients are profoundly deaf at birth. In EVA, vestibular
dysfunction may be present and the hearing loss is
variable. The mutated Pendred syndrome gene PDS
(SLC26A4) is amember of the solute carrier protein 26 an-
ion transporter family, and the gene product pendrin is
a transmembrane Cl�/I�/HCO3

� transporter. Allelic
heterogeneity produces some SLC26A4 variants with
Pendred syndrome and others with non-syndromic deaf-
ness with EVA (DFNB4).

Pendrin is expressed in the inner ear and kidney, and
in the thyroid, where it mediates apical iodide transport
in thyroid follicular cells (Kopp et al., 2008). Although
Pendred syndrome is sometimes accompanied by hypo-
thyroidism that could itself contribute to hearing loss,
the distribution of themouse pendrin throughout the en-
dolymphatic duct and sac, and in specific areas of utricle,
saccule, and external sulcus, points to a specific role of
pendrin in fluid resorption and in regulating the ionic
composition of the cochlear endolymph. The cochlear
endolymph of the scala media is a unique extracellular
fluid of high Kþ concentration and low Naþ and Ca2þ

concentrations. The unusual ionic makeup of the co-
chlear endolymph gives rise to a positive ‘endocochlear
potential’ of about þ80 mV and provides the driving
force responsible for the large receptor potentials
recorded from inner hair cells. Maintaining the ionic
composition of the endolymph that underpins the endo-
cochlear potential is critical to the generation of receptor
potentials; this is a primary role of the stria vascularis,
the extensively vascularized epithelium in the lateral
wall of the scala media (Hibino et al., 2010).
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Loss of pendrin in the knockout Pds�/� mouse leads
to a thinned stria vascularis and a markedly reduced
endocochlear potential. The Pendred syndrome alleles
cause a complete loss of function, due to the retention
of pendrin protein in the endoplasmic reticulum,
whereas the nonsyndromic EVA alleles result in reduced
anion transport and a less severe phenotype. In the
absence of pendrin, both Kcnj10 expression in the stria
vascularis and the endocochlear potential are lost in
early postnatal life. The decreased Kþ concentration of
Pds�/� endolymph may be explained by the loss of
Kcnj10 expression, while the increased Ca2þ concentra-
tion results from disruption of pendrin-mediated
transport of HCO3

� into the endolymph. Loss of
HCO3

� exchange lowers the pH of the endolymph and
can inhibit TRPV5/6 Ca2þ channels, increasing the endo-
lymphic Ca2þ concentration (Nakaya et al., 2007). The
winged helix/forkhead protein Foxil has similar expres-
sion patterns to pendrin and may be an upstream reg-
ulator, as Foxil�/� mice lack pendrin transcripts and
display an enlarged endolymphatic chamber. Mutations
of FOXI1 are also found in human patients with Pendred
syndromeornonsyndromicenlargedvestibularaqueduct.

To maintain the endolymphic concentration neces-
sary for transduction, Kþ must be actively recycled; Kþ

exits the hair cells and diffuses through the perilymph
to the lateral wall, where it is transported by Nþ–Kþ–
ATPase and/or Naþ–Kþ–Cl� cotransporter (NKCCl)
into the stria vascularis, from which it is reintroduced
into the endolymph by the voltage-gated Kþ channel
KCNQ1. NKCCl is expressed during development in
the stria vascularis and in immature epithelial cells lin-
ing the developing scala media, and its removal causes
the collapse of the cochlear ducts. Mutations of KCNQ1
are also associated with the cardio-auditory Jervell and
Lange-Nielsen syndrome, an autosomal-recessive disor-
der characterized by congenital deafness, prolonged QT
syndrome, ventricular arrhythmia, and sudden death
(Wangemann, 2006). Mouse models of this disorder dis-
play similar, though somewhat variable, defects.

Autosomal-dominant deafness DFNA2A –mild to se-
vere progressive hearing loss with widely variable age of
onset (early childhood to sixth decade) and occasional
tinnitus – is associated with mutations affecting the
voltage-gated potassium channel KCNQ4. In mouse,
the native Kcnq4 is expressed at high levels at the base
of outer hair cells, where it forms a depolarization-
activated Kþ channel with relatively slow kinetics. The
slow progressive hearing loss seen in Kcnq4�/� mice
may be due to degeneration of outer hair cells that are
chronically depolarized (Kharkovets et al., 2006).

Mutations involving the connexins Cx26 (GJB2) and
Cx30 (GJB6) may account for half of all cases of prelin-
gual autosomal-recessive hearing loss, with loss of
Cx26/30 leading to hair cell degeneration and

subsequent degeneration of the spiral ganglion cells.
The precise functions of Cx26 and 30 in the inner ear
are unknown, though they are important for maintain-
ing the high Kþ concentration of the endolymph. Cx26
and Cx30 are both highly expressed in adults in the
supporting cells of the organ of Corti and in the stria
vascularis, and though the connexins are not found in
the developing hair cells themselves, both connexins
are required for the survival of hair cells and the organ
of Corti. Extensive gap junction coupling in the neonatal
organ of Corti is likely supported by Cx26/30 gap junc-
tions; the function of this coupling is unknown. In mice
lacking Cx30, the capillary endothelial barrier in the stria
vascularis breaks down, the endocochlear potential dis-
appears, and the hair cells degenerate (Cohen-Salmon
et al., 2007).

The SLC26 family protein prestin (SLC26A5), which is
closely related to pendrin, is linked to mild to profound
hearing loss DFNB61, presenting from birth to the fourth
decade. Prestin is expressed specifically in cochlear
outer hair cells, where it functions as an anion trans-
porter in the lateral membrane of outer hair cells. Elec-
tromotility, the hair cells’ ability to change shape in an
applied electric field, is driven by a physical change in
the lateral membrane of outer hair cells and underlies co-
chlear amplification. Prestin is likely the critical voltage-
driven motor protein for electromotility, and the loss of
prestin and hair cell electromotility may yield a loss in
cochlear amplification of 40–60 dB (Liu et al., 2003).

37.2.2.6 Other Hearing Disorders

Although hereditary hearing loss affecting primarily
low frequencies (<2 kHz) is rare, a few distinct forms
have been reported. The nonsyndromic hearing loss
DFNA1 is an autosomal-dominant sensorineural disor-
der that manifests at about 10 years with low-frequency
hearing loss and progresses to entail profound deafness
at all frequencies by age 30. The disorder results from
mutations affecting the homolog of Drosophila diapha-
nous (DIAPH1), which is widely expressed in many
tissues in addition to the cochlea. As diaphanous is a
member of the family of highly conserved formin pro-
teins, which stabilize microtubules and regulate actin
nucleation and elongation (Chesarone et al., 2010), the
disorder likely affects the actin skeleton of hair cells or
stereocilia. A second form of low-frequency sensorineu-
ral deafness, DFN6/14/38, results in moderate hearing
loss with occasional tinnitus. Little is known of the
pathology of this disorder, which involves wolframin
(WFS1), a membrane glycoprotein found at the endo-
plasmic reticulum.

Several forms of inherited hearing loss are associated
with mutations in mitochondrial DNA and can present
as prelingual or postlingual hearing loss. In particular,
Mohr–Tranebjaerg syndrome (MTS), or dystonia–deafness
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syndrome, is an X-linked progressive syndrome (DFN1)
involving early postlingual hearing loss and dystonia that
can also be accompanied by myopia, cortical blindness,
and mental impairment. The mutation is due to a loss of
function in the TIMM8A gene (translocase of inner mito-
chondrial membrane 8), but the mechanism of hearing
loss isunknown.Additional disorders linked tomutations
in mitochondrial genes include diabetes–deafness syn-
drome, Ballinger–Wallace syndrome, multisystem dis-
order, and a number of nonsyndromic sensorineural
deafness disorders.

37.2.2.7 Auditory Neuropathy

Auditory neuropathy accounts for about 10% of pro-
found childhood hearing loss. Some of the major pre-
ventable causes of auditory neuropathy include
anoxia, certain infectious diseases, and hyperbilirubine-
mia. Neonatal hyperbilirubinemia is easily treatable,
but it is also common, and bilirubin neurotoxicity may
account for 50% of all cases of auditory neuropathy.
Various genetic mutations underlying auditory neurop-
athies of mild to profound hearing loss have also been
identified.

One of the first auditory neuropathy genes identified
was found in a candidate gene search for the pro-
found prelingual hearing loss DFNB9 (Yasunaga et al.,
1999). The membrane-anchored Ca2þ-binding protein
otoferlin (OTOF) is expressed in hair cells and in the
spiral ganglion during development in the mouse, and
in adult localizes to vesicles of the ribbon synapses at
the basal pole of the inner hair cells. Though otoferlin
is not required for the development of ribbon synapses,
it is required both for Ca2þ-dependent exocytosis at rib-
bon synapses of inner hair cells and at ribbon synapses
that are transiently expressed during development at
the outer hair cells. Otoferlin mutations may also result
in minor defects in hair bundle structure.

The postlingual progressive hearing loss of variable
severity DFNA15 is linked to mutations in POU4F3.
Brn-3.1, a member of the Class IV POU-domain tran-
scription factor family, is expressed exclusively in hair
cells of the inner ear; Brn-3.1�/� mice show severe bal-
ance deficits and are completely deaf at a young age.
In Brn-3.1�/� mice, the overall structure of the cochlea
and spiral ganglion is normal at birth, but the hair cells
do not differentiate and extend stereocilia; within a short
period, the hair cells and supporting cells of the cochlea
and the neurons of the spiral ganglion, degenerate
(Erkman et al., 1996). Brn-3.1 likely mediates terminal
differentiation of the hair cells, and the failure of hair cell
differentiation may lead to secondary degeneration of
supporting cells and postsynaptic neurons.

Glutamate release at the synapse between inner hair
cell and spiral ganglion cell requires the vesicular gluta-
mate transporter VGLUT3 (SLC17A8), and mutation of

the SLC17A8 gene in humans is associated with the pro-
gressive sensorineural hearing loss DFNA25. Loss of
SLC17A8 in mouse results in deafness, seizing, and def-
icits in central auditory circuit refinement; the central
deficits may be due to a role for VGLUT3 in inhibitory
synapse maturation (Seal et al., 2008). The gene for
SLC17A8 is one of a few known to have effects both early
in the cochlea and more centrally in the auditory path-
way. Another is pejvakin (Persian for “echo”), which is
associated with recessive auditory neuropathy DFNB59,
causing prelingual severe hearing impairment. Pejvakin
is expressed in cell bodies in the cochlea, spiral ganglion,
and neuronal subpopulations in the auditory brain stem
and midbrain in mouse, and though the function is un-
known, the pathology likely affects both outer hair cells
and downstream auditory pathways.

Charcot–Marie–Tooth disease describes a diverse
group of inherited peripheral neuropathies, with onset
in the first or second decade, of which the most common
is the demyelinating form CMT1. About 5% of patients
with CMT exhibit sensorineural hearing loss, with a
likely locus in the cochlear nerve, specifically those with
point mutations or deletions in the genes for peripheral
myelin protein 22 (PMP22), myelin protein zero (MPZ),
or connexin-32 (GJB1).

37.3 MIXED AUDITORY AND VISUAL
IMPAIRMENT – USHER SYNDROME

Hereditary deafness–blindness in its most common
form, Usher syndrome, is an autosomal-recessive disor-
der that involves bilateral sensorineural hearing loss
and retinitis pigmentosa, in addition to vestibular defi-
cits in some cases. Over half of all cases of hereditary
deafness–blindness are associated with Usher syn-
drome, which has an estimated global prevalence of
1:16,000–1:50,000. The three clinically recognized sub-
types of the syndrome are distinguished from one
another by severity of hearing loss, age of onset of retini-
tis pigmentosa and the presence or absence of vestibular
dysfunction. Usher syndrome types 1 and 2 are most
common, type 1 being more severe and type 2 more fre-
quent. Patients with the rarer form of type 3 Usher syn-
drome exhibit progressive hearing loss of intermediate
severity, together with vestibular dysfunction and retini-
tis pigmentosa of varying severity and onset. Examina-
tion of the hair cells in Usher syndrome reveals
significant disorder of the hair bundles, and the syn-
drome is considered a ciliopathy, as the primary deficit
is at hair cell stereocilia in the cochlea and at the ciliated
stalk connecting inner and outer photoreceptor seg-
ments in the retina.

Usher syndrome can result frommutations in any one
of at least nine genes, all of which are involved in the
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organization of the stereocilia during development of the
hair bundle. The stereocilia are not true cilia, but rather
are specializedmicrovilli formed of tightly packed cross-
linked actin filaments. During development, however,
each hair bundle expresses a single true cilium, the kino-
cilium, which in mammalian cochlear hair cells eventu-
ally degenerates. During early development of the hair
bundle, a central kinocilium, surrounded by microvilli
at apparently random locations, is first extended at the
apical pole of the hair cell. The kinocilium migrates
to one side of the hair bundle, and then the kinocilia of
all hair cells align to the same side of their hair cells.
A height-ordered array of stereocilia begins to form,
with those stereocilia nearest the kinocilium elongating
first, followed sequentially by stereocilia farther rem-
oved from the kinocilium, and an organized, hexagonal
array of stereocilia forms, in stepwise order of increasing
height. Stereocilia are continually extended from the api-
cal surface during this period, many to be later resorbed.
Once elongation is complete, the addition of actin fila-
ments to the stereocilia increases stereocilia width, the
stereocilia extend actin rootlets into the cytoplasm of
the hair cell, and the basal ends of the stereocilia taper
to a point (Goodyear et al., 2006; Tilney et al., 1992).

Mature stereocilia are linked at their apical tips by tip
links, filamentous strands oriented in parallel with the
direction of hair bundle deflection that connect the tip
of each stereocilium to the side of its taller, adjacent
stereocilium. In addition to the tip links, several addi-
tional filamentous links between stereocilia are also
expressed, especially during development. In the E17.5
mouse, lateral links, tip links, and some kinociliary links
are present. Ankle links appear at around P2 and remain
until about P9. The different links can be distinguished
by their position along the stereocilia, from apical tip
to basal ankle, and by their distinct antibody binding.

37.3.1 Usher Syndrome Type 1

Individuals with USH1 typically exhibit severe hear-
ing loss (�90 dB) and vestibular dysfunction at birth. Bal-
ance problems contribute to an average 12-month delay in
walking, and onset of retinitis pigmentosa occurs before
puberty. Although Usher type 1 is genetically heteroge-
neous, all identified relevant gene products are expressed
in cochlear hair cells, where they function during devel-
opment to organize and hold together the hair bundle.
The five known gene products are myosin VIIa (USH1B),
an actin-based motor protein, harmonin (USH1C), cad-
herin 23 (USH1D), protocadherin-15 (USH1F), and the
putative scaffolding protein Sans (USH1G). Harmonin
can bind to F-actin, as well as to the four other USH1 pro-
teins. Harmonin, cadherin 23, and protocadherin-15 are
expressed at the hair bundle as soon as stereocilia are ex-
tended, and cadherin 23 and protocadherin-15 together

form the tip link connecting the tip of one stereocilia to
its taller neighbor. The various Pcdh15 isoforms differ in
sites of expressionalong the stereocilia and in timingof ex-
pression during development, and may direct distinct as-
pects of hair bundle development. Myosin VIIa is
expressed throughout thehair cell, and likelyplaysseveral
roles in development of the hair bundle. One function in-
volves directing harmonin to its appropriate position on
the stereocilia, as harmonin remains at the base of the hair
bundle in the absence of Myo7a (Boeda et al., 2002). Sans
function is lesswell understood; this transiently expressed
protein can interact with myosin VIIa or with harmonin
and may be a component of the developmentally
expressed lateral links.

37.3.2 Usher Syndrome Type 2

Usher syndrome type 2, which accounts for 3–6%
of congenital hearing loss, is characterized by mild con-
genital nonprogressive hearing loss, onset of retinitis
pigmentosa in the first to second decades, and a lack
of vestibular dysfunction. Three causative genes have
been identified for USH2; all proteins are expressed in
the cochlea during development. Type 2A, the most
common form of Usher syndrome, results from muta-
tions in usherin (USH2A), type 2C from mutations in
GPR98, and type 2D frommutations inwhirlin (WHRN).

The highly conserved 600 kDa long usherin variant is
transiently associated with the growing stereocilia of in-
ner and outer hair cells. The long isoform, found in both
retina and inner ear, contains a PDZ-binding motif on its
cytoplasmic tail, as do harmonin b and whirlin, which
are also present in the differentiating hair bundle.
GPR98 (VLGR1) is a transmembrane, calcium-binding
G protein-coupled receptor that is transiently expressed
at the base of the hair bundle during development. Both
usherin and Vlgr1 bind to whirlin and myo7a, and asso-
ciation of Vlgr with usherin allows the formation of the
ankle links at the base of the hair bundle. Ankle links are
required for controlling the shape of the hair bundle, and
loss of Vlgr during development leads to reduced trans-
duction currents in the outer hair cells, alteration of the
overall hair bundle structure, and deafness. Whirlin
localizes to the stereocilia tips, where it interacts with
myo15a or with myo7a in the control of stereocilia length
during the growth of the hair bundle. In mice, targeted
N-terminus whirlin mutants exhibit loss of both vision
and hearing, whereas C-terminus mutants exhibit an
isolated auditory disorder (Yang et al., 2010).

37.3.3 Usher Syndrome Type 3

Type 3 (USH3) is a relatively rare form of Usher
syndrome reported primarily in Finland and among
Ashkenazi Jewish populations, usually diagnosed in

74137.3 MIXED AUDITORY AND VISUAL IMPAIRMENT – USHER SYNDROME

III. DISEASES



the first decade. The disorder results from mutations in
the transmembrane protein clarin-1 (CLRN1), most in-
stances occurring due to a single amino acid substitution
that affects glycosylation and membrane insertion of the
protein. Clarin-1 is expressed transiently in the cochlea
during development, and in Muller cells of the retina.
In the Clrn1 knockout mouse, loss of clarin-1 results in
disorganized stereocilia of the outer hair cells, followed
by slow progressive disorganization of the hair bundle
and age-related stereocilia lengthening and eventual hair
cell degeneration, leading to vestibular dysfunction and
complete loss of hearing (Geller et al., 2009). The protein’s
ability to interact with cell adhesion molecules and in-
duce actin filament reorganization suggests that the pa-
thology results from disruption of interactions between
cell-adhesion molecules and the actin cytoskeleton.

37.3.4 Retinitis Pigmentosa in Usher Syndrome

As this disease is characterized by the progressive de-
generation of the rod photoreceptors, the cone photore-
ceptors, and finally retinal pigment epithelium (RPE)
cells, patients present first with night blindness (nyctalo-
pia). Progressive loss of peripheral vision leads to tunnel
vision, whereas central vision (color and high acuity)
may be compromised after a variable period. The pig-
ment deposits for which the disorder is named appear
late in the disease, after photoreceptors degenerate and
cells of the RPE detach and migrate through the eye
(Milam et al., 1998).

The ciliary defect in hearing loss in Usher syndrome,
and the existence of a ciliary stalk between the inner and
outer segments of retinal photoreceptors, points to pho-
toreceptors as the primary site of the visual deficit in
Usher syndrome, and the first measurable retinal loss
in humans with USH 1B, 1 F, 2A, and 2C is of photore-
ceptors. Despite the existence of various animal models
for Usher syndrome, an ongoing challenge has been that
affected animals exhibit hearing loss and vestibular dys-
function but most mouse models fail to develop the ret-
initis pigmentosa characteristic of Usher syndrome in
humans. Additionally, manywell-knownmousemodels
of deafness (e.g., waltzer, shaker-1, deaf circler, Ames
waltzer, and Jackson shaker) possess mutated USH1
genes and exhibit vestibular but not visual impairment.
In the retina, usherin is expressed at all ages at the con-
necting cilium in photoreceptors, and one promising de-
velopment is the mouse model for USH2A, which loses
large numbers of photoreceptors (Liu et al., 2007).

37.4 VISUAL IMPAIRMENT

Many historical forms of childhood blindness have
been largely eradicated in middle- and high-income
countries, and are being eliminated from low-income

countries, where programs combating measles and
vitamin A deficiency have been especially successful.
Corneal disorders still account for 19% of childhood
blindness worldwide, however, and are disproportion-
ately common in the developing world, amounting to
perhaps 1% of all cases of blindness in the highest in-
come regions and as much as 36% of all cases in sub-
Saharan Africa (Gilbert, 2009). Most of these cases are
preventable, resulting from vitamin A (retinol) defici-
ency, measles, and/or use of traditional treatments.
Prenatal or neonatal lack of dietary vitamin A, increased
demand for vitamin A during infection, and malabsorp-
tion of vitamin A due to illness can singly or together
lead to retinol deficiency, a risk factor for xerophthalmia
(dry eye), which commonly leads to corneal ulceration
and scarring. Corneal ulceration and scarring can also
result frommeasles infection, an effect that is potentiated
if vitamin A deficiency is already present.

Microphthalmia, anabnormally small eyewithnormal
structure, develops in response togenetic or environmen-
tal factors, andmay be present in asmuch as one-tenth of
all childhood blindness. Microphthalmia most often oc-
curs bilaterally as part of a heritable syndrome, andmost
of the genes linked to this disorder code for transcription
factors and homeobox genes involved in early develop-
ment of the eye, for example in neuronal differentiation,
proliferation of retinal progenitor cells, or formation of
the lens placode. Some of the known genes include tran-
scription factor SOX-2 (SOX2), retina homeobox protein
Rx (RAX), and visual system homeobox 2 (VSX, also
CHX10), among others (see Table 37.2).

37.4.1 Disorders of the Anterior Segment

The anterior segment of the eye includes the cornea,
iris, and lens, together with their supporting structures.
As the first structure through which light passes, and as
part of the interface with the most refractive power, the
cornea occupies a special position; hence, environmental
insults or genetic disorders that affect the cornea can pro-
foundly affect visual sensation. Transparency of the lens
also plays a critical role in conducting light to the retina.
Disorders of the anterior segment can commonly include
glaucoma of unknown etiology. Aniridia, for example,
the complete or partial absence of the iris, may occur
with glaucoma, as well as with cataracts or photophobia.
Aniridia is associated with over 100 different mutations
of the transcription factor paired box 6 (PAX6), which is
linked to several additional disorders of abnormal eye
development, such as morning glory disc (a dysplasia
of the optic disc), ectopic pupil, optic nerve hypoplasia,
and foveal hypoplasia. Corneal dystrophy refers to a
group of disorders that lead to accumulation of deposits
in the corneal layers and to a loss of corneal transpar-
ency; depending on the specific type of dystrophy, the
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TABLE 37.2 Disorders of the eye

Name Gene Gene product Reference

Microphthalmia

MCOPCT2 SIX6 Homeobox protein SIX6 Gallardo et al. (2004)

MCOP3 RAX Retina homeobox protein Rx Voronina et al. (2004)

MCOP5 MFRP Membrane frizzled-related protein Sundin et al. (2005)

MCOPS2 BCOR BCL-6 corepressor Ng et al. (2004)

MCOPS3 SOX2 Transcription factor SOX-2 Fantes et al. (2003)

MCOPS5 OTX2 Orthodenticle homeobox 2 Ragge et al. (2005)

MCOPS6 BMP4 Bone-morphogenic protein 4 Bakrania et al. (2008)

MCOPS7 HCCS Holocytochrome c synthase Wimplinger et al. (2006)

MCOPS9 STRA6 Stimulated by retinoic acid gene 6 protein Pasutto et al. (2007)

Corneal dystrophy

CHED2 SLC4A11 Sodium bicarbonate transporter-like protein 11 Vithana et al. (2006)
Desir et al. (2007)

CDGDL TACSTD2 Tumor-associated calcium signal transducer 2 Tsujikawa et al. (1999)

MECD KRT3
KRT12

Keratin 3
Keratin 12

Irvine et al. (1997)

Congenital cataract

CRYAA Alpha crystallin A Litt et al. (1998)

CRYAB Alpha crystallin B Berry et al. (2001)

CRYBA1 Beta crystallin A1 Kannabiran et al. (1998)

CRYBB1 Beta crystallin B1 Cohen et al. (2007)

CRYBB2 Beta crystallin B2 Litt et al. (1997)

CRYGC Gamma C crystallin Heon et al. (1999)

CRYGD Gamma D crystallin Nandrot et al. (2003)

CRYGS Gamma S crystallin Sun et al. (2005)

Retinitis pigmentosa

RP1 RP1 Retinitis pigmentosa RP1 protein Pierce et al. (1999)
Sullivan et al. (1999)

RP2 RPGR Retinitis pigmentosa 2 Schwahn et al. (1998)

RP3 RPGR Retinitis pigmentosa GTPase regulator Meindl et al. (1996)

RP4 RHO Rhodopsin Dryja et al. (1990)
Humphries et al. (1997)

RP7 PRPH2
ROM1

Peripherin-2 (retinal degeneration slow)
Rod outer segment protein 1

Farrar et al. (1991)
Kajiwara et al. (1994)

RP8 MTTS2 tRNA, mitochondrial, serine, 2 Mansergh et al. (1999)

RP9 RP9 Retinitis pigmentosa 9 protein Keen et al. (2002)

RP10 IMPDH1 Inosine-5’-monophosphate dehydrogenase 1 Bowne et al. (2006)

RP11 PRPF31 Pre-mRNA processing factor 31 Vithana et al. (2001)

RP12 CRB1 Crumbs homolog 1 den Hollander et al.
(1999)

Continued
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TABLE 37.2 Disorders of the eye—cont’d

Name Gene Gene product Reference

RP13 PRPF8 Pre-mRNA-processing factor 8 McKie et al. (2001)

RP14 TULP1 Tubby-related protein 1 Hagstrom et al. (1998)

RP17 CA4 Carbonic anhydrase IV Rebello et al. (2004)

RP18 PRPF3 Pre-mRNA-processing factor 3 Chakarova et al. (2002)

RP19 ABCA4 Retina-specific ATP-binding cassette transporter Rozet et al. (1999)

RP20 RPE65 Retinoid isomerohydrolase Gu et al. (1997)

RP25 EYS Eyes-shut homolog Abd El-Aziz et al. (2008)

RP26 CERKL Ceramide kinase-like Tuson et al. (2004)

RP27 NRL Neural retina-specific leucine zipper protein Bessant et al. (1999)

RP30 FSCN2 Fascin 2 Wada et al. (2001)

RP31 TOPORS E3 ubiquitin–protein ligase Topors Chakarova et al. (2007)

RP33 SNRNP200 Small nuclear ribonucleoprotein 200 kDa Zhao et al. (2009)

RP35 SEMA4A Semaphorin-4A Abid et al. (2006)

RP36 PRCD Progressive rod–cone degeneration, dog, homolog Zangerl et al. (2006)

RP37 NR2E3 Photoreceptor-specific nuclear receptor Coppieters et al. (2007)

RP38 MERTK MER tyrosine kinase Gal et al. (2000)

RP39 USH2A Usherin Rivolta et al. (2000)

RP40 PDE6B Rod cGMP-specific cyclic phosphodiesterase, beta
subunit

McLaughlin et al. (1993)

RP41 PROM1 Prominin 1 Maw et al. (2000)

RP42 KLHL7 Kelch-like protein 7 Friedman et al. (2009)

RP43 PDE6A Rod cGMP-specific cyclic phosphodiesterase alpha
subunit

Huang et al. (1995)

RP44 RGR Retinal G-protein coupled receptor Morimura et al. (1999)

RP45 CNGB1 Cyclic nucleotide-gated channel beta 1 Bareil et al. (2001)

RP46 IDH3B Isocitrate dehydrogenase 3 beta subunit Hartong et al. (2008)

RP47 SAG S-antigen; S-arrestin Nakazawa et al. (1998)

RP48 GUCA1B Guanylate cyclase activator 1B Sato et al. (2005)

RP49 CNGA1 Cyclic nucleotide gated channel alpha 1 Dryja et al. (1995)

RP50 BEST1 Bestrophin 1 Davidson et al. (2009)

Juvenile, AR SPATA7 Spermatogenesis associated 7 Wang et al. (2009)

Newfoundland rod–cone RLBP1 Retinaldehyde-binding protein 1 Eichers et al. (2002)

Cone–rod dystrophy

CORD2 CRX Cone–rod homeobox protein Freund et al. (1997)

CORD3 ABCA4 Retina-specific ATP-binding cassette transporter Rim) (Cremers et al. (1998)

CORD5 PITPNM3 Phosphatidylinositol transfer protein, membrane-
associated 3

Kohn et al. (2007)

CORD6 GUCY2D Retinal guanylyl cyclase 1 Kelsell et al. (1998)

CORD7 RIMS1 Protein-regulating synaptic membrane exocytosis 1 Johnson et al. (2003)

CORD9 ADAM9 A disintegrin and metalloproteinase domain 9 Parry et al. (2009)
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TABLE 37.2 Disorders of the eye—cont’d

Name Gene Gene product Reference

CORD10 SEMA4A Semaphorin-4A Abid et al. (2006)

CORD12 PROM1 Prominin 1 Yang et al. (2008)

CORD13 RPGRIP1 Retinitis pigmentosa GTPase regulator-interacting
protein

Hameed et al. (2003)

CORD14 GUCA1A Guanylate cyclase activator 1A Payne et al. (1998)

CORD15 CDHR1 Cadherin-related family member 1; photoreceptor
cadherin

CORDX1 RPGR Retinitis pigmentosa GTPase regulator Demirci et al. (2002)

CORDX3 CACNA1F Voltage-dependent L-type Ca2þ channel, alpha-1 F;
Cav1.4

Jalkanen et al. (2006)

Early-onset severe LRAT Lecithin retinol acyltransferase Thompson et al. (2001)

Stargardt disease

STGD1 ABCA4
CNGB3

Retina-specific ATP-binding cassette transporter
Cyclic nucleotide-gated cation channel beta-3

Allikmets et al. (1997)
(Nishiguchi et al., 2005)

STGD3 ELOVL4 Elongation of very long chain fatty acids protein 4 Zhang et al. (2001)

STGD4 PROM1 Prominin 1 Yang et al. (2008)

Leber congenital amaurosis

LCA1 GUCY2D Retinal guanylate cyclase Perrault et al. (1996)

LCA2 RPE65 Retinoid isomerohydrolase Marlhens et al. (1997)

LCA3 SPATA7 Spermatogenesis-associated protein 7 Wang et al. (2009)

LCA4 AIPL1 Aryl–hydrocarbon-interacting protein-like 1 Sohocki et al. (2000)

LCA6 RPGRIP1 Retinitis pigmentosa GTPase regulator-interacting
protein

Dryja et al. (2001)

LCA7 CRX Cone–rod homeobox protein Freund et al. (1997)

LCA8 CRB1 Crumbs homolog 1 Abouzeid et al. (2006)

LCA10 CEP290 Centrosomal protein of 290 kD den Hollander et al.
(2006)

LCA11 IMPDH1 Inosine-5’-monophosphate dehydrogenase 1 Bowne et al. (2006)

LCA12 RD3 Retinal degeneration 3 Friedman et al. (2006)

LCA13 RDH12 Retinol dehydrogenase 12 Janecke et al. (2004)

LCA15 TULP1 Tubby-like protein 1 Hagstrom et al. (1998)

LCA16 KCNJ13 K channel, inward rectifier, Kir7.1 Sergouniotis et al. (2011)

Night blindness

CSNBAD1 RHO Rhodopsin Dryja et al. (1993)

CSNBAD2 PDE6B Rod cGMP-specific cyclic phosphodiesterase beta
subunit

Gal et al. (1994)

CSNBAD3 GNAT1 G protein, alpha transducing 1 (transducin, alpha
subunit)

Dryja et al. (1996)

CSNB1A NYX Nyctalopin Bech-Hansen et al. (2000)

CSNB1B GRM6 Metabotropic glutamate receptor 6 Dryja et al. (2005)

Continued
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TABLE 37.2 Disorders of the eye—cont’d

Name Gene Gene product Reference

CSNB1C TRPM1 Transient receptor potential cation channel subfamily M
member 1

Bellone et al. (2008)
Li et al. (2009)

CSNB1D SLC24A1 Sodium/potassium/calcium exchanger Riazuddin et al. (2010)

CSNB2A CACNA1F Voltage-dependent L-type Ca2þ channel, alpha-1 F;
Cav1.4

Bech-Hansen et al. (1998)
Strom et al. (1998)

CSNB2B CABP4 Calcium-binding protein-4 Zeitz et al. (2006)

Oguchi disease 1 SAG S-arrestin Fuchs et al. (1995)

Oguchi disease 2 GRK1 Rhodopsin kinase Yamamoto et al. (1997)

Joubert syndrome

JBTS5 CEP290 Centrosomal protein of 290 kD Sayer et al. (2006)
Valente et al. (2006)

JBTS7 RPGRIP1L Retinitis pigmentosa GTPase regulator-interacting
protein

Delous et al. (2007)

JBTS8 ARL13B ADP-ribosylation factor-like protein 13B Cantagrel et al. (2008)

JBTS9 CC2D2A Coiled-coil and C2 domain-containing protein 2A Gorden et al. (2008)
Noor et al. (2008)

JBTS10 CXORF5 Oral–facial–digital syndrome 1 Coene et al. (2009)

Peters’ anomaly PAX6 Paired box 6 protein Pax-6 Hanson et al. (1994)
Mirzayans et al. (1995)

PITX2 Pituitary homeobox 2 Doward et al. (1999)

CYP1B1 Cytochrome P450 1B1 Stoilov et al. (1998)

FOXC1 Forkhead box protein C1 Honkanen et al. (2003)

Axenfeld–Rieger syndrome PITX2 Pituitary homeobox 2 Semina et al. (1996)

Iridogoniodysgenesis

IRID1 FOXC1 Forkhead box protein C1 Nishimura et al. (1998)

IRID2 PITX2 Pituitary homeobox 2 Semina et al. (1996)

Posterior embryotoxon JAG1 Jagged 1 Le Caignec et al. (2002)

Aniridia PAX6 Paired box 6 protein Pax-6 Jordan et al. (1992)

Anterior segment mesenchymal
dysgenesis

PITX3 Pituitary homeobox 3 Semina et al. (1998)

FOXE3 Forkhead box protein E3 Semina et al. (2001)

Ectopia pupillae PAX6 Paired box 6 protein Pax-6 Hanson et al. (1999)

Optic nerve hypoplasia PAX6 Paired box 6 protein Pax-6 Azuma et al. (2003)

Foveal hypoplasia PAX6 Paired box 6 protein Pax-6 Azuma et al. (1996)
Hanson et al. (1999)

Coloboma of the optic nerve (morning
glory disc)

PAX6 Paired box 6 protein Pax-6 Azuma et al. (2003)

Krause–Kivlin syndrome

Cataract–microcornea syndrome GJA8 Gap–junction alpha-8 protein Devi and Vijayalakshmi
(2006)

Bardet–Biedl syndrome

ARL6 ADP-ribosylation factor-like protein 6 Chiang et al. (2004)
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disorder can manifest as early as the first decade. Genes
encoding a sodium borate cotransporter (SLC4A11) and
transforming growth factor, beta-induced (TGFBI) have
been implicated in multiple corneal dystrophies; how-
ever, relatively few animal models exist, corneal trans-
parency itself is not well understood, and both the
normal functions and the pathologies of these gene prod-
ucts are largely unknown (Klintworth, 2009).

Cataract, an opacification of the lens, occurs congeni-
tally in 1–6 of 10,000 births. Worldwide, congenital cata-
ract may account for 15% of childhood blindness, and if
left untreated, this peripheral disorder can induce signif-
icant central visual deficits such as amblyopia. Inherited
congenital cataract in humans is commonly autosomal-
dominant and phenotypically variable, as cataracts ap-
pear with varying densities, colors, and locations within
the lens.

The lens itself consists primarily of lens fiber cells sur-
rounded by an epithelial cell layer on the outer surface;
this structure continues to grow throughout life from the
inside out, adding new lens fiber cells, formed from the
outer epithelial cell layer to the body of the lens under-
neath the epithelial cell layer. Lens transparency is en-
sured in part by the loss of all intracellular organelles
in lens fiber cells as they differentiate from the epithelial
cell layer. In the avascular lens, homeostasis is main-
tained through a gap–junction coupled network. The cy-
tosolic crystallins form the principal protein component
of lens fiber cells, and the inside–out growth process of
the lens dictates that the crystallins be extremely stable,
as they cannot be replaced during the life of the lens. Fur-
thermore, the crystallins play a role in setting refractive
index and maintaining transparency of the lens. The
a-crystallins are heat-shock proteins and chaperones,
with a-crystallin making up almost half of the total lens
protein by weight. Both aA-crystallin and aB-crystallin
are found in the developing lens, and b- and g-crystallins
are also present in the adult lens (Andley, 2007;
Bassnett, 2009).

Mutations of several of the crystallins, including aA,
aB, bA1, bB1, bB2, gC, gD, and gS, have been associated
with hereditary congenital cataracts as well as with a de-
velopmental cataract that is absent at birth but develops

in early childhood. The pathologies of the crystallin
mutations are incompletely understood; they may in-
volve several distinct pathways that ultimately affect
solubility and transparency of the crystallins. For exam-
ple, levels of the chaperone aA-crystallin may control
the ratio of soluble to insoluble aB protein, as the
loss of aA-crystallin in mice leads to higher levels of
insoluble aB-crystallin and reduced lens transparency
(Brady et al., 1997). Additional mutations may alter
protein transparency by actions on protein folding
or protein solubility, or through effects on crystallin–
crystallin interactions.

Connexins expressed in the lens, Cx46 (GJA3) and
Cx50 (GJA8), allow gap–junction coupling of both lens
fiber cells and lens epithelial cells. Although it is still
not precisely understood how gap–junction coupling
maintains transparency, gap–junction coupling provides
a circulation system for the avascular lens, promoting
homeostasis among the anuclear lens fiber cells and pro-
moting crystalline solubility, and mutations of Cx46 and
Cx50 are associated with congenital cataract. In mice,
knockouts for Cx46 and for Cx50 exhibit different cata-
ract phenotypes; nevertheless, it appears that Cx50 and
Cx46 are functionally redundant and that the number
of gap junctions is more critical than the specific con-
nexin components for preserving transparency (White,
2002).

37.4.2 Disorders of the Retina

37.4.2.1 Retinopathy of Prematurity

Retinopathy of prematurity (ROP) is a disorder of ret-
inal vascularization that first appeared in high-income
countries in the 1940s, when advances in neonatal care
led to increased survival rates for premature infants.
Today, global incidence of this disorder describes an in-
verse U-shape as a function of economic context. Low-
income countries typically have high infant mortality
rates, which are associated with very low ROP incidence
because premature infants do not survive. High-income
countries also have low rates of ROP, and it is middle-
income countries with variable quality in neonatal care
that have the highest rates of ROP. Oxygen exposure

TABLE 37.2 Disorders of the eye—cont’d

Name Gene Gene product Reference

MKKS McKusick–Kaufman/Bardet–Biedl syndromes putative
chaperonin

Katsanis et al. (2000)
Slavotinek et al. (2000)

MKS1 Meckel syndrome type 1 protein Leitch et al. (2008)

CEP290 Centrosomal protein of 290 kD Leitch et al. (2008)

CCDC28B Coiled-coil domain containing 28B Badano et al. (2006)

Compiled in part from OMIM; OMIM gene symbols are used throughout.
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was identified as a risk factor early on, but the survival of
increasingly smaller infants in the developed world has
kept ROP incidence high. Although genetic factors may
play a role in developing ROP, the primary risk factors
remain oxygen exposure, degree of prematurity, and
low birth weight. By current estimates, a majority
(68%) of premature infants born in first-world countries
and weighing 1250 g or less at birth will develop ROP
(Good et al., 2005).

Two phases of ROP are seen, the first characterized by
a loss of vascularization and the second by a pathological
angiogenesis. In normal development, the retinal vascu-
lature develops radially, reaching the peripheral extent
of the retina at about 36 weeks gestation. Thus, in pre-
mature infants, an avascular area, with extent deter-
mined by gestational age at birth, surrounds the
central vascularized retina. At birth, retinal vasculari-
zation slows, possibly in response to the relatively hyper-
oxicenvironmentoutsidetheuterus.Duringthe firstphase
ofROP, the avascularized retina, unable tomeetmetabolic
demand, becomes hypoxic until about 32 weeks gest-
ational age. The second phase begins at 32–34 weeks
gestation and involves neovascularization in response to
hypoxia. In more extreme cases, the pathological blood
vessel growth can pull the retina away from the RPE,
leading to retinal detachment and blindness; prevention
consists of careful monitoring and laser photocoagulation
to prevent retinal detachment. Less extreme forms of
ROP that resolve spontaneously are associated with ab-
normally thick retinae with broad, shallow foveal pits,
and with altered rod photoreceptor development. Vascu-
lar endothelial growth factor (VEGF), which can be regu-
lated by hypoxia, plays a critical role in vascularization
of the retina. The proximal cause of the first phase of
ROPmay be hyperoxic downregulation of VEGF-induced
vascular growth,whereas the second stage is likely caused
by hypoxic upregulation of VGEF to stimulate angiogene-
sis. VEGF activity requires insulin-like growth factor
(IGF-1), in a permissive or added manner. Thus, the loss
of maternally supplied IGF-1 at birth in premature
infantsmay abolish VEGF activity (Smith, 2008). Potential
preventative treatments for ROP include supplemental
IGF-1 in the preterm infant and the development of
small-molecule antagonists to VEGF receptors.

The primary ROP risk factors of gestational age and
oxygen exposure can be potentiated by genetic back-
ground; in particular, several mutations in the Wnt–
beta-catenin pathway affect development of retinal
vasculature and may also increase risk for developing
ROP. These include the Norrie disease protein norrin,
the canonical Wnt receptor Frizzled-4 (Fz4; gene FZD4),
and the Wnt coreceptor Lrp5. Norrin, normally pro-
duced in the Muller glia, is a high-affinity ligand
for the canonical Wnt receptor Fz4 at retinal epithelial
cells. Additional inherited pathologies of retinal

vascularization that are associated with this group of
proteins include X-linked familial exudative vitreoreti-
nopathy (FEVR), Coats’ disease, and persistent fetal vas-
culature syndrome (PFVS).

37.4.2.2 Retinitis Pigmentosa

Retinitis pigmentosa occurs frequently in isolation;
the term refers to a large group of genetically heteroge-
neous degenerative disorders with a prevalence of 2–3 in
10,000. The disease may be inherited in X-linked, autoso-
mal-dominant, or autosomal-recessive mode, and age of
onset is variable after the first year. Diagnosis typically
occurs in young adulthood, but early-onset forms may
manifest in the first 5 years. This disorder is essentially
a rod–cone dystrophy, in that rod photoreceptors degen-
erate before cone photoreceptors, resulting in a loss of
peripheral and night vision.

Over 10% of retinitis pigmentosa patients have the
most severe, X-linked form (XLRP), which is associated
with mutations in retinitis pigmentosa 2 (RP2) or in ret-
initis pigmentosa GTPase regulator (RPGR). RP2 is a
membrane-associated protein that is found throughout
the retina and in the RPE. RP2 shares sequence homol-
ogy with tubulin-specific cofactor C, a GTPase activator
for tubulin, and regulates the GTP-bound form of
the microtubule-associated protein ADP ribosylation
factor-like 3 (Arl3). RP2 andArl3 are localized to the con-
necting cilium between inner and outer photoreceptor
segments, where they mediate trafficking of vesicles
from the Golgi (Evans et al., 2010).

RPGR interacts with the delta subunit of rod cyclic
phosphodiesterase (PDE), which mediates transport of
certain proteins to photoreceptor outer segments, and
retinitis pigmentosa alleles of RPGR exhibit reduced
binding to PDE/delta. RPGR also interacts with a pro-
tein localized to the connecting cilia of photoreceptors:
PPGR-interacting protein 1 (RPGRIP1), and its expres-
sion overlaps that of usherin.

The photopigment of the photoreceptor outer seg-
ment consists of a transmembrane opsin (in cones) or
rhodopsin (in rods) G-protein-coupled receptor and a
covalently attached small organic moiety, 11-cis-retinal,
that determines the photoreceptor’s wavelength sensi-
tivity. Absorption of a photon isomerizes the 11-cis-
retinal, causing a conformational change in the opsin
that leads to activation of the membrane-bound G pro-
tein transducin. Transducin activation turns on a cGMP
PDE that hydrolyzes cGMP, causing the normally open
cGMP-gated cation channels in the outer segment
plasmamembrane to close. Closure of the cation channel
hyperpolarizes the photoreceptor and leads to a decrease
in tonic neurotransmitter release at the photoreceptor–
bipolar cell synapse. Inactivation of opsin is accomplished
in part by S-arrestin, while 11-cis-retinal is regenerated
through the retinoid cycle. Well over 100 mutant
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rhodopsin (RHO) alleles, some with mouse models, can
cause retinitis pigmentosa. These alleles may cause pro-
tein misfolding that prevents formation of a functional
photopigment, interfere with trafficking to the outer seg-
ment, affect activation of transducin, and/or initiate the
formation of stable rhodopsin that is constitutively active
in the dark. Protein misfolding can underlie certain
forms of retinitis pigmentosa, though the mechanism
of degeneration is unknown. Mutations of S-arrestin
(SAG) are also associated with retinitis pigmentosa, prob-
ably due to constitutive rhodopsin activation. The cyclic
nucleotide channels in photoreceptor outer segment
membrane are heteromeric tetramers composed of A
(CNGA1) and B (CNGB1) subunits; each subunit has
been linked to retinitis pigmentosa (Wright et al., 2010).

The RPE plays a critical role in retinal health, phago-
cytosing about 10% of the photoreceptor outer segments
daily and performing many of the steps necessary in the
retinoid cycle in which 11-cis-retinal is regenerated from
the all-trans-retinal product of photoisomerization in the
outer segments, and mutations affecting the retinoid cy-
cle are associated with many retinal disorders. One such
mutation in retinitis pigmentosa affects the retinoid
isomerase RPE65, which is normally expressed in RPE
and in cone photoreceptors and is necessary for the
isomerization of all-trans-retinyl to 11-cis-retinal. Loss
of RPE65 results in a gradual disorganization of the outer
segments and a slow degeneration of photoreceptors,
loss of the rod ERG and of rhodopsin, and an accumula-
tion in the RPE of all-trans-retinyl esters. The rhodopsin
homology RGR (retinal G-protein-coupled receptor) is
another RPE protein involved in the retinoid cycle that
has been implicated in retinitis pigmentosa. The retina-
specific ATP-binding cassette transporter ABCA4 gene
encoding the photoreceptor Rim protein also functions
in the retinoid cycle, though it is expressed in the disk
membrane of photoreceptor outer segments, where it
is involved in active transport of retinoids from the lu-
men of the disk to the cytoplasm. The all-trans-retinal
product of photoactivation is a precursor for potentially
toxic diretinal compounds. Loss of ABCA4 activity allows
accumulation of diretinal compounds that are then in-
corporated in the RPE during outer segment phagocyto-
sis. Finally, mutations of the anion channel bestrophin 1
(BEST1), which is also expressed in RPE cells, lead to a
retinitis pigmentosa of unknown pathology.

The tubby-related protein TULP1 is expressed in
the photoreceptor inner segments where it can bind
dynamin, a critical endocytosis protein. In mouse, loss
of Tulp1 results in the loss of ribbon synapses at photo-
receptor terminals, the mislocalization of the visual pig-
ment rhodopsin to the inner segment, and photoreceptor
degeneration. The transcription factor neural retina leu-
cine zipper (NRL) is expressed primarily in rod photore-
ceptors. The retinae of mice lacking Nrl develop with no

rod photoreceptors and with more short-wavelength
cones than normal, a phenotype similar to that seen in
humans with retinitis pigmentosa caused by mutations
of NRL (Mears et al., 2001).

Retinitis pigmentosa is distinguished from other reti-
nal dystrophies in that cone photoreceptor death follows
the main phase of rod photoreceptor death, and little is
currently known about the events that initiate cone pho-
toreceptor death. Several models of retinitis pigmentosa
share a common metabolic pathway for cone death,
however, suggesting that in diverse cases the late loss
of foveal vision may be caused by cell starvation.

37.4.2.3 Cone–Rod Dystrophy

Cone–rod dystrophy is distinguished from retinitis
pigmentosa by the order in which photoreceptors are
lost. The cone–rod dystrophies are less prevalent than
retinitis pigmentosa, but can be severe because the loss
of high-acuity, color vision precedes night blindness
and the loss of peripheral vision. The transcription factor
cone–rod homeobox (CRX) is a member of the orthoden-
ticle family that is expressed primarily in photoreceptor
inner segments. Crx transactivates photoreceptor-
specific genes including rhodopsin and arrestin, and
was the earliest gene identified in cone–rod dystrophy.
Additional causes of cone–rod dystrophy are similar to
those discussed earlier with retinitis pigmentosa.

37.4.2.4 Leber Congenital Amaurosis

The most severe of the retinal diseases, Leber congen-
ital amaurosis (LCA), underlies about 5% of inherited
retinopathies; it includes a heterogeneous group of se-
vere inherited disorders in which nystagmus and retini-
tis pigmentosa are present, the ERG response is absent,
and pupils are amaurotic (i.e., they do not respond to
light shining directly in the same eye) (Walia et al.,
2010). Identified mutations include the photoreceptor
transcription factor Crx, which leads to a failure to form
photoreceptor outer segments and the formation of ab-
normal photoreceptor synapses, and the Crumbs protein
(CRB1), a regulator of cell polarity and morphology
whose loss leads to dysmorphic Muller glia cells, retinal
disorganization, and subsequent degeneration.

Another subgroup of LCA cases results from muta-
tions of visual cycle proteins, either RPE65 or retinol de-
hydrogenase 12 (RDH12). The role of RDH12 in LCA is
still unclear, however, as the Rdh12 deficiency appears
to be compensated for in the mouse knockout. Mainte-
nance of the cGMP-gated current in the photoreceptor
outer segments requires local cGMP synthesis, and the
membrane-bound retinal guanylate cyclase GUC2D
has been associated with LCA. In vitro results suggest
that a GUC2D mutation commonly found in LCA im-
pairs cyclase activity and causes the constitutive closure
of the cGMP-gated channels.
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37.4.2.5 Stargardt’s Disease

Stargardt’s disease, an autosomal-recessive juvenile-
onset macular dystrophy, presents with loss of central
vision and progressive atrophy of the RPE at the fovea.
Known causes include mutations of ABCA4 and of the
cyclic-nucleotide-gated channel, discussed earlier under
retinitis pigmentosa.

37.4.2.6 Night Blindness

The inherited night blindnesses typically cause myo-
pia, reduced visual acuity, and nystagmus in addition
to reduced vision in dim light (nyctalopia). Complete
congenital stationary night blindness (cCSNB), or type 1
CSNB, is a nonprogressive X-linked or autosomal-
recessive disorder that affects the photoreceptor–bipolar
cell synapse and can be seen on electroretinogram (ERG).
Different forms of cCSNB have been linked with muta-
tions to genes encoding a leucine-rich proteoglycan, nyc-
talopin (NYX), the metabotropic glutamate receptor
mGluR6 (GRM6), and the transient receptor potential
channel melastatin (TRPM1). In addition to numerous
transgenic mouse models for night blindness, naturally
occurring animal models exist in the Nob mouse (“no
b-wave,” a Nyx mutant) and certain colorations of appa-
loosa horse (Trpm1 mutant).

In the normal retina at rest, glutamate tonically
released from the photoreceptor activates the retina-
specific Group III metabotropic glutamate receptor
mGluR6,which is expressed specifically on the dendrites
of anONbipolar cell, to cause the closure of a nonspecific
cation channel. The reduction in glutamate release with
light stimulation causes the mGluR6-coupled cation
channels to open, depolarizing the ON bipolar cell.
Though the function of nyctalopin is unknown, it is
expressed in close proximity to mGluR6 in dendrites of
rod bipolar cells, TRPM1 is likely regulated by mGluR6
activity, and loss of Trpm causes an abnormal ERG char-
acteristic of ONbipolar dysfunction; in fact, depolarizing
bipolar cells fromNobmouse retina show no response to
glutamate application.Thus, the cCSNBdefect appears to
be localized to a site on the ON bipolar cell postsynaptic
membrane where nyctalopin, mGluR6, and TRPM1 are
likely functionally linked.

Congenital stationary night blindness type-2 (CSNB2)
is an X-linked disorder caused by a presynaptic channe-
lopathy at the rod–bipolar synapse. CSNB2 is caused by
mutations that affect the a1 subunit of the retinal L-type
calcium channel Cav1.4 (Cav1.4a1; gene CACNA1F) or
the calmodulin-like calcium-binding protein-4 (CABP4),
whichmodulates Cav1.4 function. The Cav1.4 channel in-
activates slowly in response to depolarization and it
lacks calcium-dependent inactivation; both qualities
contribute to the photoreceptor’s ability to release gluta-
mate tonically, and both the a1 subunit and CABP4 are

necessary for transmitter release at the photoreceptor–
bipolar synapse.

37.5 DISORDERS OF CHEMICAL
SENSATION

Recognized disorders or chemical sensation usually
present after infection or after use of certain drugs,
and developmental disorders of the chemical senses
are rare.

37.5.1 Taste

One well-studied taste ‘disorder’ is the inability to
taste the synthetic compound phenylthiocarbamide
(PTC). PTC and 6-n-propylthiouracil (PROP) are mem-
bers of a class of thiourea compounds that are perceived
bimodally, a large number of individuals tasting these
compounds as very bitter, and somewhat fewer individ-
uals failing to taste them at all; PTC nontasters exist in
nearly every population tested. Bitter tastes are trans-
duced by receptors in the Taste Receptor 2 (TAS2R) fam-
ily of 7-transmembrane, G-protein-coupled receptors,
which are coexpressedwith theG protein a subunit gust-
ducin in a subset of taste receptor cells within the taste
buds. The TAS2R38 gene is not highly conserved across
species, and like other members of the TAS2R gene fam-
ily, the human PTC (TAS2R38) gene shows broad allelic
heterogeneity. Though the lack of PTC conservation
across species and the broad distribution of non-tasting
PTC alleles might suggest that PTC sensing is less a
disorder than an interesting genetic oddity, the PTC-
sensing phenotype may confer certain benefits. It has
been suggested, for example, that PTC tasters might en-
joy an evolutionary advantage by avoiding bitter-tasting
toxic compounds, and also that a genetically encoded
ability to taste bitter compounds could be protective
against nicotine and alcohol consumption that might
otherwise lead to addiction. Indeed, specific single-
nucleotide polymorphisms in TAS2R38 are associated
with a higher incidence of nicotine use in certain popu-
lations (Mangold et al., 2008). Interestingly, TAS2R38
and several other bitter-taste receptors are also
expressed in ciliated cells of the airway epithelium.
When stimulated with bitter compounds, these cells
show an increase in ciliary beating (Shah et al., 2009), a
response that may play a role in protecting the lungs
from exposure to noxious compounds. Variability is
not restricted to the bitter receptors, and altered taste
perception of sucrose correlates with single-nucleotide
polymorphisms in the promoter region of the TAS1R3
gene. Taste anomalies or deficits are exhibited by many
of the knockout mice for gustducin, various members of
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the TAS1R (sweet) and TAS2R (bitter) families, the taste
tissue-specific phospholipase Cb2 (Plcb2), and the TRP
channel Trpm5, and several human taste preferences
correlate with polymorphisms in various TAS2Rs
(Hayes et al., 2011). Whether or not genetic variability
in taste should be considered a disorder is unclear; nev-
ertheless, the broad variability of genetically encoded
taste perception offers opportunities for further study.

37.5.2 Olfaction

37.5.2.1 Kallmann Syndrome

Kallmann syndrome encompasses a heterogeneous
group of disorders that include severe hypogonadotro-
pic hypogonadism (impaired or absent function of the
testes or ovaries) and hyposmia or anosmia. Diagnosis
is typically made when patients fail to enter puberty
due to a deficiency of gonadotropin-releasing hormone
(GnRH). Olfactory impairment, anosmia or hyposmia,
is typically discovered only at this time. The sensory im-
pairment results from the absence or hypoplasia of the
olfactory bulbs, which are the principal target of the
olfactory epithelium, and of the lateral olfactory tracts.
A broad range of additional, variable neurological defi-
cits may also be present. Kallmann syndrome is not
precisely a disorder of the olfactory organ, as the deficit
is one of axon migration and neurogenesis in central
pathways, but is worth mention here as one of very
few identified olfactory disorders. Much about this dis-
order is still unclear, and in fact the genes that have
been identified to date represent a minority of all cases
(Dode and Hardelin, 2009).

The principal known genes for Kallmann syndrome
include KAL1, which shows X-linked inheritance and
codes for anosmin-1; KAL2, an autosomal-dominant

form associated with mutations of fibroblast growth
factor receptor 1 (FGFR1); KAL3 and KAL4, encoding
prokineticin receptor-2 (PROKR2) and prokineticin-2
(PROK2); and KAL6, encoding fibroblast growth factor 8
(FGF8). Anosmin-1 is a secreted glycoprotein of emb-
ryonic olfactory bulb, tract, and cortex that acts as a
chemoattractant and promotes neurite branching of
olfactory neurons, possibly signaling through FGFR1,
which is co-expressed with anosmin-1 in the olfactory
bulbs during development. PROK2 is a secreted ligand
for PROKR2, a G protein-coupled membrane receptor
necessary for differentiation and migration of neural
progenitor cells to the olfactory bulb. It is likely that
many of the still unidentified gene products underlying
Kallmann syndrome will be proteins that interact with
FGFR1 – possibly FGF2 – or with PROKR2.

37.5.2.2 Other Congenital Olfactory Disorders

Hyposmia has also been reported in a few additional
syndromic disorders. CHARGE (coloboma, heart dis-
ease, atresia choanae, retardation, genital and ear anom-
alies) syndrome, with an estimated incidence on the
order of 10�4, is related to the less severe Kallmann
syndrome, type 5. CHARGE syndrome is typically diag-
nosed in infancy, may be accompanied by deaf–blind-
ness, and nearly always involves olfactory deficits.
Over 50% of CHARGE cases are caused by mutations
in chromodomain helicase DNA-binding protein 7
(CHD7), and several mouse models of this disorder
are associated with Chd7 mutations. Chd7 and the tran-
scription factor Sox2 form a transcriptional network for
regulating several target genes in neural stem cells
(Engelen et al., 2011).

In both humans and mice, PAX6 mutations and anir-
idia may be accompanied by olfactory bulb hypoplasia

TABLE 37.3 Disorders of chemical sensation

Name Gene Gene product Reference

PTC non-taster

PTC TAS2R38 Taste receptor, type 2, member 38 Kim et al. (2003)

Kallmann syndrome

KAL1 KAL1 Kallmann syndrome 1 protein; anosmin-1 Franco et al. (1991)
Legouis et al. (1991)

KAL2 FGFR1 Fibroblast growth factor 1 Dode et al. (2003)

KAL3 PROKR2 Prokineticin receptor 2 Dode et al. (2006)

KAL4 PROK2 Prokineticin-2 Dode et al. (2006)

KAL5 CHD7 Chromodomain helicase DNA-binding protein 7 Kim et al. (2008)

KAL6 FGF8 Fibroblast growth factor 8 Falardeau et al. (2008)

Aniridia and hyposmia PAX6 Paired box 6 protein Pax-6 Sisodiya et al. (2001)

OMIM gene symbols are used throughout.
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and hyposmia, whereas mutation of SOX 9 (campomelic
dysplasia) or SOX10 (Waardenburg syndrome) may be
accompanied by a complete absence of the olfactory
bulbs. Finally, hyposmia has been reported in some cases
of pseudohypoparathyroidism, Bardet–Biedl syndrome,
and Leber congenital amaurosis (Table 37.3).

37.6 CONCLUSION

Congenital sensory impairment is widespread. With
the success of vaccination,maternal health, and perinatal
care programs worldwide, the incidence of congenital
sensory impairment has decreased greatly, and inher-
ited disorders are now the most common form of con-
genital sensory loss. This is both a challenge and a
boon: a challenge because these disorders can be quite
heterogeneous; a boon because the growth of animal
models for specific genetic disorders offers rich opportu-
nities for research into normal and pathological sensory
development.
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38.1 INTRODUCTION

Repetitive behavior can be expressed as a variety of
topographies, ranging from very simple motor behav-
iors to extremely complex rituals. The most succinct ter-
minology for these related behaviors comes from the
autism literature, where restricted, repetitive behavior
(RRB) refers to a broad class of behaviors linked by rep-
etition, inflexibility, and lack of obvious purpose or func-
tion. As detailed later, RRB is characteristic of a number
of neurodevelopmental and neuropsychiatric disorders,
but various forms of aberrant RRB also occur in a sig-
nificant percentage of individuals without cognitive or
neuropsychiatric impairment (Castellanos et al., 1996;
Rafaeli-Mor et al., 1999; Singer, 2009). A number of neu-
robiology research tools have improved the under-
standing of the mediation of RRB, including molecular
genetics, neuroimaging, and animal models. Data from
these different methodological domains are beginning
to coalesce, resulting in the identification of key brain
regions, circuits, and neurotransmitter systems.

38.2 PHENOMENOLOGY OF REPETITIVE
BEHAVIOR

38.2.1 Normative Developmental Pattern
of Repetitive Behavior

Repetitive motor behavior, compulsions, and rituals
are well documented in normative development, and
some attempts have been made to chart the developmen-
tal trajectory of such behaviors. For example, Thelen
(1980) demonstrated that specific rhythmical, stereotyped
movements in infants have a clear onset, peak (at about
2 years of age), and decline coincident with emerging vol-
untary motor control. Whereas very young children en-
gage in a number of repetitive motor behaviors (e.g.,
swaying, rocking, and flapping), older children display
a variety of behaviors that are compulsive and ritualistic
(e.g., insistence on certain clothing or foods and bedtime
rituals), reflecting an insistence on sameness (IS), rigid-
ity, and ritualization of daily activities (Thelen, 1980).
Attachment to a favorite object, perseverating on certain
thoughts and topics, and having intense, restricted in-
terests are also common in preschoolers. Evans et al.
(1997) have shown that such behaviors peak at about
2–3 years of age and begin to decline after about age 5.

38.2.2 Phenomenology and Treatment of
Repetitive Behavior in Tourette Syndrome

Tourette syndrome (TS) is defined by repetitive beha-
viors that include both motor and vocal tics (American
Psychiatric Association, 2000). Motor tics are stereotyped

movements that range from very simple, such as an eye
blink, to more complex, such as a full body salute. Vocal
tics similarly range from very simple, such as throat
clearing, to more complex, including complete phrases.
Although patients often describe a premonitory urge or
sensory experience preceding a tic, no description of an
internal experience is necessary to make the diagnosis.
Men are more likely to be affected, and TS follows a
developmental time course, with onset typically in
middle childhood and slow improvement of behavior
in many patients as they enter adulthood (Bloch and
Leckman, 2009).

Many people with TS do not require medical care, but
treatment is often helpful. Behavioral therapy, which in-
cludes monitoring of urges and the use of voluntary re-
placement behaviors, has been shown to be effective in
many patients (Piacentini et al., 2010). A variety of med-
ications have been tested in patients with TS, with most
data favoring dopamine receptor D2 antagonist drugs
that were developed as antipsychotics (reviewed in
Swain et al., 2007). Data also support the use of norepi-
nephrine alpha-2 agonist drugs, such as clonidine, in the
treatment of TS (Leckman et al., 1991). Importantly,
patients with TS are often more severely impaired by co-
morbid conditions, such as attention deficit hyperactiv-
ity disorder (ADHD) or obsessive–compulsive disorder
(OCD), than by the tics themselves.

38.2.3 Phenomenology and Treatment
of Repetitive Behavior in OCD

OCD is characterized by repetitive, distressing
thoughts and accompanying repetitive behaviors that re-
lieve distress (American Psychiatric Association, 2000).
OCD can emerge during childhood or adulthood, with
men more likely to have earlier onset and an associated
tic disorder or TS. Most people with OCD experience
both obsessive thoughts and compulsive behaviors,
but some, particularly children, manifest only compul-
sions. In turn, some, particularly adults, manifest only
obsessions, often with compulsive thoughts but no out-
ward compulsive behavior. Unlike the repetitive tics of
TS, repetitive behavior in OCD is typically purposeful,
such as hand washing to eliminate germs. Obsessions
and compulsions can be divided into a variety of semi-
independent symptom dimensions, including forbidden
thoughts, symmetry, cleaning, and hoarding (Bloch
et al., 2008).

Treatment for OCD is often partially effective but
rarely relieves symptoms completely. Cognitive behav-
ioral therapy (CBT), which involves exposure to the ob-
sessive stimulus without engaging in the compulsive
response, has been shown to be helpful in many patients
(Foa et al., 2005). Serotonin reuptake inhibitors (SRIs),
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but not other monoamine reuptake inhibitors (Leonard
et al., 1989), are also helpful, particularly when combined
with CBT (Pediatric OCD Treatment Study Team, 2004).
Dopamine receptor D2 antagonist drugs can also be
helpful when added to SRIs (Bloch et al., 2006). More re-
cent data suggest that medications acting on the gluta-
mate system may also be helpful for some people with
OCD (Pittenger et al., 2006). Severe cases of OCD have
also been treated successfully with a variety of neurosur-
gical approaches, including cingulotomy and deep brain
stimulation (DBS) in the ventral internal capsule/ventral
striatum region (Greenberg et al., 2008).

38.2.4 Phenomenology and Treatment of
Repetitive Behavior in Autism SpectrumDisorder

Asa cluster ofpositive symptoms,RRB rather thangen-
eral developmental delay is often the first clue that a child
has an autism spectrum disorder (ASD) (Pediatric OCD
Treatment Study Team, 2004). The category of RRB in
ASD is broad and heterogeneous, including (1) encom-
passing preoccupation; (2) apparently inflexible adher-
ence to specific, nonfunctional routines or rituals; (3)
stereotyped and repetitive motor mannerisms; and (4)
persistent preoccupation with parts of objects (American
Psychiatric Association, 2000). Turner (1999) conceptual-
izedrepetitivebehaviorsas falling into twoclusters: ‘lower
order’motor actions that are characterized by repetition of
movement, andmore complex or ‘higher order’ behaviors
that have a distinct cognitive component. Since then,
several groups (Cuccaro et al., 2003; Lam et al., 2008;
Szatmari et al., 2006) have examined the structure of
RRB as measured on the Autism Diagnostic Interview-
Revised (ADI-R) (Lord et al., 1994), the gold standard in-
strument for autism ascertainment. These studies have
identified a three-factor model of RRB: repetitive sensory
andmotor behavior (RSMB), which corresponds to ‘lower
order’ RRB, IS, and circumscribed interest (CI).

Further support for a developmental pattern of repet-
itive behavior emergence and resolution can be found in
studies of children with developmental disorders. For
example, Esbensen et al. (2009) assessed individuals
with autism across a wide range of ages (2–62 years)
using a modified cross-sectional design. They found that
repetitive behaviors decreased across age regardless of
subtype of repetitive behavior. Somewhat different re-
sults were obtained by Richler et al. (2010), who assessed
the development of RRB longitudinally at 2, 3, 5, and
9 years of age in children with autism and developmen-
tal delay. They measured two major subtypes of
repetitive behaviors (repetitive sensorimotor behavior
and IS), and reported decreased sensorimotor repetitive
behaviors and increased IS behaviors with increasing
age. Further research is needed to understand the

transition between normative developmental RRB and
pathological RRB that exceeds the expected level of
RRB at a particular developmental stage. Such informa-
tion would allow for identification of environmental and
neurobiological mechanisms that mediate this transition
and the persistence of repetitive behavior.

The occurrence of RRB in normative development, as
well as in TS and OCD, raises the question of whether
there is a unique pattern of behavior in ASD. Most data
suggest that RRB is quantitatively increased at each
developmental stage in ASD, but without a unique to-
pography that distinguishes this behavior from norma-
tive development or OCD (Bartak and Rutter, 1976;
Bodfish et al., 2000; Freeman et al., 1981; Hermelin and
O’Connor, 1963; Lord, 1995; Lord and Pickles, 1996;
Russell et al., 2005; Szatmari et al., 1989; Watt et al.,
2008;Wing andGould, 1979). Instead, an elevated pattern
of occurrence and severity of RRB, particularly rituals
and restricted interests, appears to distinguish autism
from other disorders (Bartak and Rutter, 1976; Bodfish
et al., 2000; Lam et al., 2008). Most attempts to treat
RRB in ASD center on the same systems and approaches
used in OCD and TS, with most data favoring the use of
dopamine D2 antagonist drugs (McDougle et al., 2005)
and not so much supporting SRIs (King et al., 2009).

38.2.5 Cognitive, Sensory, and Motor Correlates
of RRB in Typical and Atypical Development

Deficits in executive function are often reported in in-
dividuals with RRB (Turner, 1997). Executive function is
defined as a broad category of cognitive processes in-
volved in the planning and execution of flexible, goal-
directed behavior (O’Hearn et al., 2008). Evans et al.
(2004) demonstrated that some executive function tasks,
such as set shifting and response inhibition/motor sup-
pression, were related to the frequency and intensity of
compulsive behaviors in typically developing children.
In individuals with ASD, positive correlations are seen
between executive function deficits and RRB symptoms
(Lopez et al., 2005; Turner, 1997). Furthermore, Lopez
et al. (2005) reported that the degree of RRB in individ-
uals with autism was positively correlated with deficits
in cognitive flexibility, even after controlling for level of
cognitive function. However, other groups have had
mixed results in ASD (Joseph and Tager-Flusberg,
2004; South et al., 2005). Consistent with results in typical
development and in ASD, individuals with OCD also
show deficits in executive function, including response
inhibition, set shifting, and reversal learning (Menzies
et al., 2008). Some executive function deficits are also
reported in TS, particularly in response inhibition,
although these studies may be complicated by the
common comorbidity with ADHD (Eddy et al., 2009).
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38.2.6 Medication-Induced Repetitive Behavior

A number of medications have been observed to
cause or exacerbate repetitive behavior in clinical popu-
lations. This is most commonly seen in the context of an
existing neuropsychiatric disorder that has led to medi-
cation treatment in the first place. One obvious appeal to
these observations is the opportunity to translate these
induced repetitive behavior symptoms into animal
models that could probe the underlying mechanisms
of action, as well as potential treatments.

The most common scenario is the child with ADHD
who develops a motor tic after starting a dopamine reup-
take-inhibiting stimulant medication, such as methyl-
phenidate, or a dopamine-releasing medication, such as
amphetamine or dextroamphetamine. Given the fre-
quencyof comorbid tic disorder or TS inADHD,many in-
stances of tics emerging during stimulant treatment may
notbedue to themedication.Overall, thedatasuggest that
it isnomorecommonfor tics toworsen than to improveon
methylphenidate, and that high doses of dextroamphet-
amine appear to worsen tic severity (Bloch et al., 2009).

In addition, chronic dopaminergic replacements, such
as L-DOPA (L-3,4-dihydroxyphenylalanine) treatment
for Parkinson’s disease (PD) or high-dose psychostimu-
lants (e.g., cocaine and amphetamine), have been shown
to cause dyskinesias, compulsions, and punding (i.e., ab-
normal repetitive nongoal-oriented behavior) (Fasano
and Petrovic, 2010; O’Sullivan et al., 2007; Voon et al.,
2009). Treatment strategies include a gradual reduction
in dopamine dosage and N-methyl-D-aspartate (NMDA)
blockers (e.g., amantadine) in PD patients.

Two other medications have been reported to either
trigger or increase OCD symptoms in some, but not all,
studies. At high doses, clozapine and, to amuch lesser ex-
tent, other atypical antipsychotics can lead to repetitive
behaviors or OCD symptoms (Sa et al., 2009). The com-
plex pharmacology of clozapine, with actions onmultiple
receptors in the serotonin, dopamine, and histamine sys-
tems, makes it difficult to assess what particular receptors
are responsible for this effect. Susceptibility to clozapine
treatment-emergent OCD symptoms was associated in
one studywith polymorphisms in the neuronal glutamate
transporter SLC1A1 gene (Kwon et al., 2009), which is
also associated with idiopathic OCD, as reviewed later.
Finally, serotonin receptor 5-HT1B agonists, including su-
matriptan, have been reported to cause worsened OCD
symptoms in some patients with existing OCD (Gross-
Isseroff et al., 2004), but reports are mixed across studies.

38.2.7 Autoimmune-Mediated Repetitive
Behavior

Interest in the relationship between repetitive behav-
ior and immune system response to infection first
emerged from the observation of tics and compulsions

in some children with Sydenham’s chorea (SC), a move-
ment disorder that emerges during poststreptococcal in-
fection rheumatic fever (RF). Swedo and colleagues
assessed whether some children may have OCD or tic
symptoms without manifesting the full symptoms of
SC or RF, identifying a subset of children who follow a
pattern that they termed postinfections autoimmune
neuropsychiatric disorders associated with group A
streptococcal (PANDAS) infection (Swedo et al., 1998).
In addition to tic or compulsive symptom onset soon af-
ter a strep infection, individuals who fit the PANDAS
pattern are typically prepubertal, often show additional
comorbidities such as hyperactivity, and are more likely
to show a variable, intermittent pattern of symptoms
(Murphy et al., 2010). Plasma exchange and intravenous
immunoglobulin showed promise in an initial random-
ized, controlled trial in the PANDAS population
(Perlmutter et al., 1999). Similarly, one study shows
successful prevention of symptom exacerbations with
antibiotic treatment (Snider et al., 2005). While these pre-
liminary treatment studies are encouraging, it has been
more difficult to connect symptom exacerbations to strep
infections or to connect PANDAS pattern to a specific
autoimmune mechanism. While some studies show in-
creased antistreptolysin O titers in children with tics
(Cardona andOrefici, 2001), prospective data are limited
and do not yet show a clear relationship between strep
infections and symptom exacerbations (Leckman et al.,
2011). Considerable effort has gone into pursuing the
specific antibody or immune cell response that may me-
diate PANDAS (reviewed in Murphy et al., 2010), with
some promising, but not yet consistent, findings.

38.3 GENETICS OF REPETITIVE
BEHAVIOR

A variety of approaches has been brought to bear on
understanding the genetic susceptibility to repetitive be-
havior across neurodevelopmental and neuropsychiatric
disorders. Twin studies are the gold standard for evalu-
ating the genetic contribution to susceptibility. Family
studies can offer further support for genetic susceptibil-
ity and allow for modeling of inheritance patterns, but
environmental effects within families can confound re-
sults. A variety of molecular approaches is applied to
try to locate genes that may contribute to susceptibility.
Chromosomal rearrangements, deletions, or duplica-
tions that are detected by karyotyping can point to re-
gions of interest or even implicate single genes that are
disrupted. Linkage mapping within extended families
or sibling pairs can identify chromosomal regions that
are shared more often than chance among affected fam-
ily members. Association studies can identify particular
alleles that are more common among people with a dis-
order than in the general population. Each of these
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approaches has strengths and weaknesses, and multiple
approaches are often required to identify a gene of
interest. Technology is moving rapidly in this arena,
with the promise of whole-genome sequencing in the
near future. The limiting factor in gene identification
may be collecting samples of sufficient size to apply
the latest technologies while correcting for the huge
number of statistical tests performed across the genome.
Given the rapid movement in this area, only those stud-
ies with the highest impact or replication across multiple
samples are reviewed below.

38.3.1 Genetic Susceptibility to TS

TS affects approximately 1% of the population
(Robertson, 2008), with isolated motor and vocal tic dis-
orders affecting a larger number. The largest twin study
suggests that TS is strongly heritable, with 53% of mono-
zygotic twins (MZ) sharing the diagnosis compared to
only 8% of dizygotic twins (DZ) (Price et al., 1985). These
numbers rise when chronic tics are included, suggesting
that isolated motor tics or, less commonly, vocal tics
share a genetic susceptibility with TS. Family studies
also support a significant role for heritability in TS
(reviewed in O’Rourke et al., 2009). In addition to chronic
tic disorders, OCD is also more common in the relatives of
probands with TS (Pauls et al., 1986). While early segrega-
tion analysis suggested dominant inheritance of TS (Pauls
and Leckman, 1986), genetic linkage studies have not yet
revealed a major susceptibility gene.

The initial molecular genetic studies in TS used candi-
date gene association approaches with little success. Sev-
eral small- to medium-sized genetic linkage studies have
been conducted, with only one achieving genome-wide
statistical significance on chromosome 2p23 (Tourette
Syndrome Association International Consortium for
Genetics, 2007). Linkage mapping in a single family
followed by full exon sequencing of 51 genes on chromo-
some 15q led to the identification of a nonsense mutation
in the L-histidine decarboxylase gene (HDC) in all affected
family members (Ercan-Sencicek et al., 2010). Expression
of this HDC nonsense variant interfered with the activity
of the wild-type allele, suggesting that it acts in a domi-
nant negative fashion to decrease synthesis of histamine
(Ercan-Sencicek et al., 2010). Recurrent chromosomal
rearrangements have been reported at a number of sites,
and copy number variants may also play a role in TS sus-
ceptibility (Sundaram et al., 2010). A chromosome 13q in-
version in one patientwithTS pointed toward the slit- and
trk-like 1 neuronal trophic factor (SLITRK1) as a positional
candidate gene (Abelson et al., 2005). One frameshift
mutation and a recurrent rare variant at a microRNA-
binding site were identified in a group of TS patients,
although subsequent studies have provided only mixed
support (O’Roak et al., 2010). Despite their rarity, the
promising findings at HDC and SLITRK1 may point

toward molecular mechanisms involved in the larger
group of patients with TS.

38.3.2 Genetic Susceptibility to OCD

OCD affects approximately 2% of the population,
with similar numbers of females and males, but with
an earlier onset in males. Twin studies with modern di-
agnostic criteria are lacking, but more recent twin stud-
ies based upon OCD symptoms rather than diagnosis
suggest a strong heritability (Hudziak et al., 2004). Fam-
ily studies strongly favor genetic susceptibility,
with most evidence coming from families of probands
with childhood-onset OCD (Nestadt et al., 2000). TS
and chronic tic disorders are also more common in
first-degree relatives of probands with OCD (Grados
et al., 2001), parallelingwhat is seen in probandswith TS.

Most molecular genetics studies in OCD have focused
on candidate genes, with mixed success. Based on re-
sponse to the SRIs, the most studied candidate gene is
the serotonin transporter (SERT, SLC6A4). Studies of
common SLC6A4 polymorphisms also favor a role for
the serotonin transporter gene (SERT, SLC6A4) in
OCD, but different polymorphisms have been associated
across studies, with some suggestion of sex differences
(Voyiaziakis et al., 2011; Wendland et al., 2008). Ozaki
et al. (2003) identified a rare, hyperfunctioning Ile425Val
variant of SLC6A4 in two families with OCD and other
psychiatric disorders, although subsequent studies have
provided mixed support (Voyiaziakis et al., 2011). Only
three small- to medium-sized genome-wide linkage
studies have been carried out, with no statistically
significant findings in any study (Hanna et al., 2002,
2007; Shugart et al., 2006). A follow-up linkage study
for hoarding symptoms inOCD families yielded a signif-
icant linkage finding on chromosome 14q (Samuels et al.,
2007). Additionally, one suggestive linkage finding on
chromosome 9p24 (Hanna et al., 2002) was replicated
in an independent linkage sample (Willour et al., 2004).
Follow-up studies of the neuronal glutamate transporter
EAAC1 gene (SLC1A1) have revealed a significant associ-
ation in multiple samples, although different polymor-
phisms in the 30 region of the gene have been associated
across studies (reviewed in Wendland et al., 2009).
Single candidate gene association studies have pointed
to other genes in the glutamate system, converging on
the finding that cerebrospinal fluid glutamate levels are
elevated in OCD patients (Chakrabarty et al., 2005).

38.3.3 Genetic Susceptibility to Repetitive
Behavior in ASD

ASD is a highly heritable complex genetic disorder
with much higher concordance rates in monozygotic
twins (64–91%) than in dizygotic twins and siblings
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(0–9%) (Bailey et al., 1995; Bolton et al., 1994; Steffe nburg
et al., 1989). The ADI-R and Autism Diagnostic
Observation Schedule (ADOS) (Lord et al., 1999, 2000),
the gold standard instruments for ASD ascertainment,
have been used extensively to reduce phenotypic
heterogeneity in ASD research (Hus et al., 2007;
Veenstra-VanderWeele and Cook, 2004). In addition, re-
searchers have applied a stratification strategy by using
‘subphenotypes’ to enhance the ability to dissect the
genetic etiology of ASD (Buxbaum et al., 2001; Cuccaro
et al., 2003; Lam et al., 2008; Shao et al., 2002). Since
RRB is one of the core domain features of ASD, specific
forms of RRB can be used as a ‘subphenotype’ to identify
a common genetic etiology in ASD. For example, Shao
et al. (2003) have found increased linkage evidence at
theGABRB3 locus in the15q11-q13 region in families shar-
ing high IS factor scores. Brune et al. also reported an
association between the 5-HTTLPR long/long genotype
of the serotonin transporter gene (SLC6A4) and RSMB
(Brune et al., 2006).

Several groups have reported that RRB has a strong
tendency to runwithinASD families, indicating separate
genetic factors for RRB. For instance, Silverman and
colleagues examined the variance of the RRB subdomain
scores on the ADI-R in 212 ASD sibling pairs (Silverman
et al., 2002). They found statistically significant familial-
ity in two ADI-R subdomains that captures the RRB sim-
ilar to the CI and IS factors. In line with the Silverman
study, Tadevosyan-Leyfer and colleagues also reported
the familiality of the ‘compulsion’ factor derived from
the ADI-R that captures both CI and IS factors
(Tadevosyan-Leyfer et al., 2003). However, the RSMB
factor did not appear to be familial in these studies.
Instead, the RSMB factor was associated with
individual characteristics, such as IQ, age, social/com-
munication impairments, and the presence of regression
(Lam et al., 2008). In summary, ‘higher order’ RRBs, such
as IS and CI, appear to be under genetic control, whereas
the ‘lower order’ RSMB factor reflects variation in devel-
opmental levels. Moreover, genetic factors for RRB are
likely independent of those that influence the social or
communication deficits in ASD (Mandy and Skuse,
2008; Ronald et al., 2006; Silverman et al., 2002).

38.3.4 Simple Genetic Disorders with Repetitive
Behavior Phenotypes

RRB is also common in specific, relatively rare, genetic
syndromes including but not limited to the genetic
syndromes detailed below. A few example syndromes
are reviewedbrieflyhere, but furtherdetails canbe found
on the Online Mendelian Inheritance in Man (OMIM),
which provides a comprehensive review of individual
genetic syndromes. These individual syndromes may

provide insight into the molecular pathways and brain
systems involved in RRB in the larger group of patients
with developmental or neuropsychiatric disorders. Syn-
dromes other than those highlighted below, including
Angelman syndrome, Cornelia de Lange syndrome,
Down syndrome (DS), and Cri-du-Chat syndrome, also
include RRB as a significant part of their clinical profile.
Eachof these syndromes includes somedegreeof intellec-
tual impairment, which raises the issue of interpretation
of RRB in the developmental context. Importantly, indi-
viduals with each of these syndromes appear to have
more RRB than IQ-matched peers.

Prader–Willi syndrome (PWS, OMIM #176270) is a
rare genomic imprinting disorder with an estimated in-
cidence rate of �1 in 15000 (Butler, 1990). PWS occurs
when the paternal contribution is absent in the 15q11-
q13 region. Interestingly, studies have reported a higher
rate of ASD among individuals with PWS (Veltman
et al., 2005). In addition, PWS has been associated with
clinically significant RRB (Bittel and Butler, 2005;
Dykens and Shah, 2003; Dykens et al., 1999; State and
Dykens, 2000). For example, skin picking is reported in
most individuals with PWS (Dykens et al., 1999;
Thompson and Gray, 1994; Torrado et al., 2006;
Veltman et al., 2004; Webb et al., 2002; Whitman and
Accardo, 1987). A sizable group of individuals with
PWS has prominent OCD symptoms, such as hoarding,
ordering/arranging, concerns with symmetry/exact-
ness, rewriting, and need to tell/know/ask (Dykens
et al., 1996).

Rett syndrome (RS, OMIM #312750) is classified as
one of the pervasive developmental disorders in the Di-
agnostic and Statistical Manual of Mental Disorders, 4th
Edition (DSM-IV) (American Psychiatric Association,
2000). RS is caused by mutations in MECP2, located on
the X chromosome (Xq28), and occurs almost exclusively
in females with an estimated prevalence of �1 in 20000
females (Kozinetz et al., 1993; Leonard et al., 1997). The
affected infants show normal prenatal and postnatal de-
velopment for the first 5 months, followed by a deceler-
ation of head growth rate, loss of acquired skills,
impairments in social communication, and characteristic
stereotypic repetitive hand movements such as mouth-
ing or hand-wringing (Ben ZeevGhidoni, 2007). Interest-
ingly, an increase inMECP2 gene dosage also appears to
be pathological. Ramocki and colleagues described clin-
ical characteristics of nine boys with duplication of the
chromosomal interval including MECP2 (Ramocki
et al., 2009). This MECP2 duplication syndrome is asso-
ciated with severe to profound mental retardation, as
well as repetitive behaviors including hand stereotypies
and resistance to changes (Ramocki et al., 2010).

Smith–Magenis syndrome (SMS, OMIM #182290) is
most commonly caused by a 3.7-Mb interstitial deletion
in chromosome 17p11.2. SMS can also be caused by
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mutations in RAI1 within the chromosome 17p11.2
region. The individuals with SMS show brachycephaly,
midface hypoplasia, prognathism, hoarse voice, and
speech delay with or without hearing loss, psychomotor
and growth retardation, as well as RRB, such as stereo-
typic body movements (e.g., mouthing objects, hand bit-
ing, teeth grinding, body rocking, spinning/twirling,
and lick and flip), restricted interests, obsessions, repet-
itive speech, ritualistic behavior, and attachment topeople
(preference for adults) (Clarke and Boer, 1998; Dykens
and Smith, 1998; Dykens et al., 1997; Moss et al., 2008).

Smith–Lemli–Opitz syndrome (SLOS, OMIM #270400)
is an autosomal recessive genetic disorder caused by
a defect in cholesterol biosynthesis due to mutations
of DHCR7. The estimated incidence of SLOS varies,
ranging from 1 in 20000 to 1 in 80 000 births (Kelley
and Hennekam, 2000; Lowry and Yong, 1980; Ryan
et al., 1998). The SLOS phenotypes vary but include mi-
crocephaly, mental retardation, hypotonia, facial dys-
morphism, digital anomalies, and ambiguous genitalia.
In addition, various forms of RRBs are common in SLOS.
For instance, Tierney and colleagues reported repetitive
forceful and rapid backward head/trunk arching and
backward thrusting (opisthokinesis) in 50% of their study
subjects, stereotypic stretching with brief and rapid hand
movements, aswell as self-injurious behavior, such as bit-
ing themselves or banging their heads on objects (Tierney
et al., 1999, 2000).

38.4 NEUROPATHOLOGY AND
NEUROIMAGING OF REPETITIVE

BEHAVIOR

Neuropathology studies of RRB in human samples
have been limited by sample availability. Even in TS,
where a number of studies have been published, there
are not sufficient samples to allow for replication of
key findings. Neuroimaging techniques are a promising
avenue and are yielding some consistent findings across
studies. A variety of structural and functional neuroim-
aging techniques have been applied to the study of
repetitive behavior in defined neurodevelopmental or
neuropsychiatric syndromes. The structural techniques
include variations on magnetic resonance imaging (MRI),
including structural MRI, magnetic resonance spectros-
copy (MRS), and diffusion tensor imaging. A variety of
techniques is also used to evaluate functional activity
of particular brain regions, including positron emission
tomography (PET), which is typically used as a mea-
sure of brain metabolism, as well as single-photon
emission computed tomography (SPECT) and func-
tional MRI, which are used as measures of regional
blood flow. Additionally, each of these functional mea-
sures can be applied in the resting state or during the

performance of particular cognitive tasks, making the
resulting findings quite difficult to evaluate for consis-
tency. Finally, various PET ligands can be used to eval-
uate the availability or binding of specific receptor or
transporter proteins. The summaries that follow reflect
findings that have emerged in large sample sizes or
across multiple studies. Except where noted, most of
these studies have been conducted in older children,
adolescents, and adults because of the difficulties in
imaging younger children. Importantly, data across
these disorders point to common brain regions, includ-
ing the basal ganglia, but findings are sometimes in op-
posite directions in different disorders, making it
difficult to draw clear lines between RRB and specific
regional alterations.

38.4.1 Neuropathology and Neuroimaging in TS

A limited number of postmortem cases are available
in TS. In small sample studies, two findings have
emerged with evidence across at least two studies or
different brain regions. First, dopamine transporter
binding density is decreased in both the basal ganglia
and the frontal cortex (Singer et al., 1991; Yoon et al.,
2007). Although this finding provides further support
for the involvement of the dopaminergic system in TS
and RRB, it is difficult to evaluate whether it is a pri-
mary or secondary change due to exposure to medica-
tions acting on the dopamine system as well as chronic
TS. Second, two studies have found a decrease in
parvalbumin-positive interneurons in the caudate
(Kalanithi et al., 2005; Kataoka et al., 2010). As detailed
below, this may point to a more specific population of
neurons than can be identified in structural neuroimag-
ing studies.

The presence of frequent motor tics may limit the abil-
ity of patients with TS to remain in the scanner. Perhaps
as a result, relatively few structural neuroimaging stud-
ies have been performed in TS, with little consistency
among studies to date (Plessen et al., 2009). The largest
structural MRI study pointed to decreases in caudate
volume in children and adults with TS (Peterson et al.,
2003). A follow-up study provided further support for
the importance of caudate volume, observing that lower
caudate volume during childhood predicted higher tic
severity in young adulthood (Bloch et al., 2005). The
same large study found increased volumes in the orbito-
frontal and parietal cortex of children with TS but
decreased volumes in adults (Peterson et al., 2001). Fur-
thermore, cortical volumes correlated inversely with
symptom severity, suggesting that these alterations
may serve to compensate for the primary deficit in TS
(Peterson et al., 2001). Abnormalities have also been
reported in other brain regions, including the corpus
callosum, the limbic system, and the thalamus, but

76738.4 NEUROPATHOLOGY AND NEUROIMAGING OF REPETITIVE BEHAVIOR

III. DISEASES



consistent findings have yet to emerge (Plessen et al.,
2009). A variety of PET ligands has been used to examine
monoamine receptors and transporters in TS, with a par-
ticular focus on the basal ganglia. The most consistent
finding to emerge from these studies is an increase in
amphetamine-induced release of dopamine, as assessed
by a change in receptor binding after drug administra-
tion (Singer et al., 2002; Steeves et al., 2010; Wong
et al., 2008).

Functional neuroimaging studies in TS have shown
little consistency, likely because of variation in method-
ologies and subject populations (Rickards, 2009). If sub-
jects are able to remain still in the scanner to allow
adequate image acquisition, they will, as a result, be
scanned in the act of tic suppression, regardless of what
other cognitive taskmay be assigned. Perhaps as a result,
PET, SPECT, and fMRI studies show considerable vari-
ability, with some support for decreased metabolism
or blood flow in the basal ganglia (Braun et al., 1993;
Eidelberg et al., 1997; Klieger et al., 1997; Peterson
et al., 1998; Riddle et al., 1992). When considering the
neuroimaging results as a whole, then, there is reason-
able evidence favoring the involvement of the basal
ganglia and the dopamine system, but much less consis-
tency regarding the importance of other brain regions.

38.4.2 Neuroimaging of OCD

Postmortem studies have not been published to date
in OCD. Individual structural MRI studies vary, but the
aggregate data provide significant support for cortical–
striatal pathology in OCD. Radua and Mataix-Cols
(2009) performed a voxel-wise meta-analysis to identify
individual regions with consistent findings across 12
MRI studies, including 3 studies of children and adoles-
cents, and 9 of adults. Increased gray matter volume was
found in the basal ganglia, including a large portion of
the putamen and extending into the caudate. The sever-
ity of OCD in the patients included in each study corre-
lated with the severity of this increased basal ganglia
volume. Additionally, decreased gray matter volume
was found in a continuous region encompassing the dor-
sal mediofrontal cortex and anterior cingulate cortex. No
consistent evidencewas obtained for changes in the orbi-
tofrontal cortex (OFC), although individual structural
neuroimaging studies do report changes in this region
(Pujol et al., 2004; Szeszko et al., 2008), as do the func-
tional neuroimaging studies reviewed later.

MRS has also been applied in OCD to understand the
chemical composition of brain regions implicated in
functional studies. A couple of studies have reported de-
creased N-acetylasparate, a putative marker of neuronal
integrity, in the anterior cingulate cortex (Jang et al.,
2006; Yucel et al., 2007). The Rosenberg group has also
reported increased glutamatergic signal, comprising

both glutamate and GABA, in the caudate that normal-
izes with treatment with SRIs in pediatric OCD patients
(Rosenberg et al., 2000). This may match one study that
found increased glutamate levels in cerebrospinal fluid
from patients with OCD (Chakrabarty et al., 2005).
PET and SPECT studies have also been used to evaluate
ligand binding to particular receptor and transporter
proteins in OCD. Despite some inconsistency, a few
studies report decreased binding to the serotonin trans-
porter in a number of regions, including the thalamus
(Matsumoto et al., 2010; Reimold et al., 2007; Zitterl
et al., 2007). Other studies implicate the dopamine sys-
tem, including decreased ligand binding to the dopa-
mine D2 receptor, suggesting increased dopamine in
the synapse (Moresco et al., 2007; Perani et al., 2008).

Functional neuroimaging studies provide further evi-
dence of the involvement of the basal ganglia in OCD
and also point to the OFC. Different methodologies have
been used to examine functional activation of brain re-
gions in OCD, including PET, SPECT, and fMRI, which
are detailed elsewhere in this volume. PET studies
emerged first, typically using 18fluorodeoxyglucose to as-
sess regional brain metabolism. SPECT and fMRI use dif-
ferent measures of regional blood flow, which may
correspond to regional activation. Measures of metabo-
lism and blood flow may provide different results, al-
though a few consistent findings have emerged across
different modalities. These methods can also be applied
in different settings, either to measure baseline activity
at rest or to measure changes in activity during particular
cognitive tasks. Resting PET studies favor increased brain
metabolism in the caudate and the OFC, with some
evidence also favoring the thalamus (Baxter et al., 1987,
1988; Whiteside et al., 2004), although findings are not
always consistent (Whiteside et al., 2004). fMRI, SPECT,
and PET studies have also used symptom provocation
or executive function tasks to evaluate differences in
brain region activation in particular contexts, with the
data again highlighting the importance of the basal gang-
lia and OFC (Chamberlain et al., 2008; Menzies et al.,
2008).

The coupling of functional neuroimagingmethodology
with successful treatment provides the best evidence for
involvement of the corticostriatal pathway in OCD. The
first reports of increases of caudate and OFC glucose me-
tabolism by PET were followed quickly by reports of
decreased caudate and OFC metabolic activity by PET
after successful treatment with SRIs (Baxter et al., 1992;
Benkelfat et al., 1990). OCD is not the only disorder to be
treated with SRIs; they can also be helpful for depression
and anxiety disorders, raising the possibility that changes
in regional glucose metabolism could be nonspecific.
Saxena et al. (2002) tested this possibility by comparing
changes in regional glucose metabolism with an SRI in
patients with OCD compared to patients with major
depression, finding that the decreased metabolic activity
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in the caudate and OFC was specific to OCD. Adding
further support to the specificity of this change to OCD
treatment response, a decreased caudate glucose metabo-
lism was also seen after successful CBT for OCD (Baxter
et al., 1992; Schwartz et al., 1996). Taken as a whole,
the structural and functional neuroimaging data support
the concept of an OCD circuit including the OFC, the
anterior cingulate cortex, the basal ganglia, and the
thalamus.

38.4.3 Neuroimaging of Repetitive Behavior
in ASD

Little, if any, information is available associating post-
mortemfindingswithRRB in individualswithneurodeve-
lopmental disorders (Amaral et al., 2008). There are some
associations, however, between structural neuroimaging
findings (i.e., regional volumetric measurements) and re-
petitive behavior. For example, Sears et al. (1999) reported
a significant negative association between caudate vol-
umeandthreeADI-Rrepetitivebehavior items:difficulties
with minor changes in routine, compulsions/rituals, and
complex mannerisms. A directionally different result was
obtained by Hollander et al. (2005), who found in-
creased right caudate volumes in individuals with au-
tism and a positive correlation between right caudate
volumes and ADI-R repetitive behavior domain total
scores. Interestingly, no relationship was found be-
tween right caudate volume and RSMB. Instead, the
association was due to the correlation between right
caudate volume and IS/resistance to change factor
scores. The same pattern was observed when putamen
volumes were correlated with repetitive behavior
scores. These findings were largely replicated by
Rojas et al. (2006). In addition, significant positive partial
correlationswith theADI-R repetitive and stereotypedbe-
havior domain were also found in the left inferior frontal
gyrus and right amygdala. Smaller volumes of the supe-
rior temporal gyri, left postcentral gyrus, andcerebellar re-
gions were associated with worse repetitive behavior
domain scores. Pierce andCourchesne (2001) found apos-
itive correlation between repetitive behavior exhibited in
the experimental setting of an exploration task and frontal
lobevolume inastudyofyoungchildrenwithautism.This
measure of repetitive behavior was negatively correlated
with cerebellar vermis volume. These neuroanatomic
measureswere not associatedwithADI-R orADOS repet-
itive behavior scores, however, Kates et al. (2005) com-
pared boys with stereotypies who had no other known
developmental or neurological disorder with matched
controls. In this study, decreases in frontal white matter
were foundevenafter totalwhitemattervolumewas taken
into account. Caudate volumes did not differ between
groups when expressed relative to total brain volume.

There has been little utilization of functionalMRI to de-
termine the neurobiological basis of repetitive behavior in
neurodevelopmental disorders. One notable exception
has been the work of Thakkar et al. (2008) who made use
of an antisaccade task, which involves suppression of
theprepotent responseof lookingtowardrather thanaway
from a stimulus. High-functioning individuals with ASD
exhibitedsignificantlyhigher error rates in theantisaccade
condition and significantly increased anterior cingulate
cortex (ACC) activation during correct trials. Moreover,
higher ADI-R repetitive behavior scores were associated
with greater ACC activation during correct trials, with re-
petitive sensorimotor behavior scores more strongly re-
lated to ACC activation than resistance to change/IS
factor scores. An exaggeratedACC response to correct tri-
als has also been observed with OCD subjects. An associ-
ation between repetitive behavior andACC activation has
also been shown by Shafritz et al. (2008). These investiga-
tors used both a response-shifting and a set-shifting cogni-
tive task in individuals with high-functioning autism.
Individualswith autism showeddeficits in response shift-
ing but, surprisingly, not cognitive set shiftingwhen com-
pared to controls. Reduced activation in frontal, striatal,
and parietal regions was observed during these trials in
the ASD group. The severity of repetitive behavior was
negatively correlated with activation in anterior cingulate
and posterior parietal regions.

Despite the paucity of imaging studies related to repeti-
tive behavior, the extant studies, taken together, highlight
the importance of corticostriatal-thalamocortical circuitry
in the mediation of repetitive behavior, as in TS and OCD.
Aswillbeseeninlatersections,findingsfromanimalmodels
of repetitive behavior strongly support the involvement of
this circuitry. Of particular value for the future would be
studies such as thework of Langen et al. (2009), examining
trajectories of development of key brain structures such
as the caudate. Such work would need, however, to track
coincident changes in the expression of RRB (Table 38.1).

38.5 MODELING REPETITIVE BEHAVIOR
IN ANIMALS

As reviewedby the authors recently (Lewis et al., 2007),
animal models of repetitive behavior that are relevant to
clinical disorders can be categorized as follows: repetitive
behavior associated with targeted insults to the CNS, re-
petitive behavior induced by pharmacological agents,
and repetitivebehaviorassociatedwith restrictedenviron-
ments and experience. Since that review, there have been
reports confirmed by the authors’ own observations of
spontaneous repetitive behavior in two inbred mouse
strains. As reviewed above, repetitive behavior occurs in
multiple clinical populations, and animalmodels of repet-
itive behavior are therefore unlikely to be specific to a
particular disorder. Even without achieving specificity,
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however, these models can be very useful in deciphering
the circuit or the pharmacological contributions to repeti-
tive behavior across clinical and nonclinical populations.

38.5.1 Repetitive Behavior in Animal Models
of Targeted CNS Insult

There are a small number of mouse models that in-
volve mutations of specific genes or chromosomal re-
gions that have been reported to result in specific
forms of repetitive behavior as part of the phenotype.
For example, compulsive grooming resulting in hair re-
moval and self-inflicted wounds has been observed
in the Hoxb8 homozygous mutant mouse (Greer and
Capecchi, 2002) and the Sapap3 KO mouse (Welch
et al., 2007). In the latter model, the SAPAP3 protein is
expressed selectively in glutamate synapses in striatum,
whereas high levels of expression of Hoxb8 were ob-
served in brain regions known to comprise circuitry me-
diating OCD symptoms in patients. These models may
have specific relevance to OC spectrum disorders such
as trichotillomania or self-injurious behaviors common
in individuals with severe neurodevelopmental

disorders. Mice expressing truncated MeCP2 protein,
which serve to model RS, exhibit repetitive forelimb
movements resembling the distinctive hand stereotypies
(e.g., hand wringing, waving, and clapping) observed in
patients with this syndrome (Moretti et al., 2005;
Shahbazian et al., 2002). PWS patients exhibit a variety
of compulsive behaviors including skin picking associ-
ated with deletions of the q11–13 region of chromosome
15 (Dykens, 2004). Among the genes that lie within this
region is the GABRB3 gene, which codes for the b3 sub-
unit of the GABAA receptor. The Gabrb3 homozygous
knockout mouse exhibits stereotyped behavior includ-
ing intense circling or ‘tail-chasing’ (DeLorey et al.,
1998; Homanics et al., 1997). Ts65Dn mice have segmen-
tal trisomy for orthologs of a number of genes on human
chromosome 21 and thus serve as a model of DS. The
authors have shown that such mice exhibit repetitive
hindlimb jumping and cage-top twirling (Turner et al.,
2001). Similar stereotypies (jumping and cage top cir-
cling) have been reported in the amyloid precursor pro-
tein transgenic mouse model of Alzheimer disease
(TgCRND8) (Ambree et al., 2006). Alterations in the
neurexins, neuroligins, and associated proteins includ-
ing SHANK3 have been implicated in the etiology of

TABLE 38.1 Summary of Clinical Research Areas and Major Findings

Research area Twin study

Molecular genetic

study Neuropathology and neuroimaging study

TS 53% monozygotic (MZ)
versus 8% dizygotic (DZ)

HDC # DAT binding density in basal ganglia and frontal cortex

SLITRK1 # Parvalbumin-positive neuron in caudate

2p23 # Caudate volume

# Caudate volume during childhood "tic severity in adulthood

" Orbitofrontal and parietal cortex volume in children versus # in
adults

# Cortical volume "tic severity
# Metabolism in basal ganglia

OCD None using DSM criteria SLC6A4 " Glutamate in CSF

SLC1A1 # Binding to 5-HT transporter

14q # Ligand binding to D2 receptor

9p24 " Gray matter volume in basal ganglia

# Gray matter volume in dorsal mediofrontal cortex and anterior
cingulate cortex

" Metabolism in caudate, thalamus, OFC

# Metabolism in caudate and OFC after successful treatment with
SRIs

ASD �91% MZ versus �10%
DZ

GABRB3 – IS " ADI-R RRB item score # caudate volume

SLC6A4 – RSMB " ADI-R IS score " right caudate and putamen volume

" ADI-R RSMB score " left inferior frontal gyrus and right
amygdala volume

" RRB " frontal lobe and # cerebellar vermis volume
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autism. Transgenic animals overexpressing neuroligin 2
(TgNL2) have altered synapse development and neuro-
nal excitability and behaviorally exhibit limb clasping
similar to MECP2 KO mice and stereotyped vertical
jumping (Hines et al., 2008). Neurexin 1a (Nrxn1), neuro-
ligin 1 (Nl1), and Shank3 KO mice each show increased
grooming behavior, potentially pointing to a common
repetitive behavior outcome for disruption of this
autism-associated synaptic protein system.

CNS insult leading to repetitive behaviors in animals
has also included nongenomic factors. Perhaps the most
striking demonstration of such factors comes fromMartin
et al. (2008). These investigators purified antibodies from
women who had at least two children with ASD and
injected them into pregnant rhesus macaques. The
offspring of these macaques were observed to engage
in spontaneous whole-body stereotypies that persisted
in the 6 months following weaning and were observed
in multiple test conditions. Exposure to maternally de-
rived IgGs that cross the placenta has been implicated in
other disorders involving tics and compulsive disorders.
Prenatal exposure to valproic acid has been linked to au-
tism susceptibility. In rats, exposure to valproic acid on
embryonic day 12.5 induces stereotypic activity (Ingram
et al., 2000; Rodier et al., 1997; Schneider and Przewlocki,
2005).Repetitivebehavior canalsobe inducedbyexposure
of newborn rats toBornadiseasevirus (Hornig et al., 1999).
In nonhuman primates, early lesions encompassing the
amygdala,hippocampal formation,andadjacent temporal
cortex result in repetitive behavior (Bachevalier and
Loveland, 2006). A delayed (after year 1 of life) emergence
of repetitivemotorbehavior followingamygdalaorhippo-
campal lesions in macaque infants has also been reported
by Bauman et al. (2008), who also showed that amygdala
damage induced self-directed behaviors, whereas hippo-
campal lesions induced repetitive head twisting.

Although these studies provide potentially valuable
models, repetitive behavior has generally not been the
focus or rationale for the work. Thus, the repetitive be-
havior observed has often not been well characterized
and little additional work has investigated the specific
neurobiological mechanisms associated with the expres-
sion of the repetitive behavior.

38.5.2 Animal Models of Drug-Induced
Repetitive Behavior

As early as the 1960s, it was known that specific phar-
macological agents such as amphetamine and apomor-
phine can induce repetitive behavior in animals. As
these drugs act on dopamine receptors or uptake sites
that are enriched in striatum, these findings pointed to
the importance of the basal ganglia in the mediation of re-
petitive behaviors. Confirmation came from experiments
showing that dopamine or a dopamine agonist injected

directly into the corpus striatum induced stereotyped
behavior in rats (e.g., Ernst and Smelik, 1966). Similarly,
intrastriatal administration of the glutamate receptor
ligand, NMDA, also induced stereotyped behavior
(Karler et al., 1997). Intracorticalmanipulations enhancing
the activity of excitatory corticostriatal projections exacer-
bate theexpressionofstereotypy.For instance, administra-
tion of either the D2 antagonist sulpiride or the GABA
antagonist bicuculline into the frontal cortex enhances
the motor stimulatory effects of amphetamine (Karler
et al., 1998; Kiyatkin and Rebec, 1999). Conversely, am-
phetamine-inducedstereotypycanbeattenuatedvia intra-
cortical infusion of DA or GABAergic agonists (Karler
et al., 1998). Experiments in which the expression of
drug-induced stereotypywas shown tobe sensitive toma-
nipulations in the substantia nigra pars reticulata (SNpr)
and the subthalamic nucleus (STN) also support the hy-
pothesized role of cortical–basal ganglia circuitry in repet-
itive behaviors (Barwick et al., 2000; Scheel-Kruger et al.,
1978). These, and many other relevant findings, provide
clear evidence of the preeminent role played by the corti-
cal–basal ganglia circuitry in the expression of drug-in-
duced repetitive motor behaviors.

38.5.3 Repetitive Behavior and Environmental
Restriction

Abnormal repetitive behaviors are considered sentinel
behaviors by applied ethologists signaling poor animal
welfare. This is not surprising as a wide variety of species
of animals housed in restricted or impoverished environ-
ments (e.g., zoo, farm, and laboratory) exhibit abnormal
repetitive behavior (Mason and Rushen, 2006). In fact,
as Wurbel (2001) has pointed out, repetitive behaviors
are the most common category of abnormal behavior ob-
served in confined animals. Demonstrations of the atten-
uation or prevention of repetitive behavior by rearing
animals in larger, more complex environments (environ-
mental enrichment) provide strong evidence for the role
of environmental restriction in the induction of repetitive
behavior. Early social deprivation as a special case of
environmental restriction has been shown to have power-
ful deleterious effects on humans and nonhuman pri-
mates including the induction of abnormal repetitive
behavior (Carlson and Earls, 1997; Mason and Rushen,
2006).

The authors’ ownwork has involved an animal model
that falls under the category of repetitive behavior asso-
ciated with environmental restriction. In this model,
deer mice (Peromyscus maniculatus) exhibit repetitive
hindlimb jumping and backward somersaulting as a
consequence of being reared in standard laboratory cag-
ing. These behaviors occur at a high rate, persist across
much of the life of the animal, and appear relatively early
in development, sometimes as early as weaning. The au-
thors have shown in several studies that environmental
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enrichment markedly attenuates the development and
expression of the repetitive behavior. This outcome
was associated with biochemical and morphological
changes in basal ganglia circuitry (Lewis, 2004).

38.5.4 Repetitive Behavior in Inbred Mouse
Strains

Examination of inbred mouse strains for autistic-like
behavioral traits led to the observation that C58/J mice
displayed stereotyped jumping and backward flipping
behaviors not observed in other strains (Moy et al.,
2008a,b). A similar behavioral phenotype has been rep-
orted in the C57BL/10 strain (Deacon et al., 2007), with
mice of this strain exhibiting spontaneous repetitive
vertical jumping with no such behavior observed in
the closely related C57BL/6 strain. The authors have
confirmed both sets of observations (unpublished find-
ings). In addition, Crawley and her colleagues have
described an excessive grooming phenotype in BTBR
(BTBRTþtf/J) mice (Silverman et al., 2010). Thus, several
inbredmouse strains display a repetitive behavior pheno-
type, which should be highly advantageous for addres-
sing the issue of the genetics of repetitive behavior.

38.5.5 Resistance to Change/IS in Animal
Models

As the findings in the previous sections make clear,
it is the repetitive sensory–motor factor of RRB that is
most frequently modeled in animals. This cluster of
behaviors is easier to model than behaviors related
to the IS or resistance to change factor. Nevertheless,
some animal work has addressed cognitive flexibility
or resistance to change. This work has entailed a range
of behavioral tests from response extinction to reversal
learning to intra- and extradimensional set shifting
(e.g., Colacicco et al., 2002). In some cases, there
has been an attempt to correlate repetitive motor
behaviors or stereotypies with measures of cognitive
flexibility. For example, the amount of environmental
restriction-induced stereotypy observed in bank voles
and bears was significantly inversely correlated
with extinction learning (Garner and Mason, 2002;
Vickery and Mason, 2005). Similar findings were obta-
ined with Orange-wing Amazon parrots using perfor-
mance on a variation of a gambling task that indexed
the tendency to repeat responses or perseverate. Birds
with higher stereotypy scores exhibited greater se-
quential dependency in their responses on this task
(Garner et al., 2003). In their own work, the authors
have examined the performance of deer mice in a pro-
cedural T-maze learning task. Their results indicate

that high levels of stereotypy in deer mice were asso-
ciated with deficits in reversal learning in the T-maze
(Tanimura et al., 2008b). The relationship between
cognitive rigidity (deficits in set shifting, extinction,
and reversal learning) and motor stereotypy is per-
haps not surprising given the common mediation by
cortical–basal ganglia pathways. Much greater
emphasis needs to be placed on modeling ‘higher
order’ repetitive behaviors in animals in future stud-
ies, however.

38.6 NEUROCIRCUITRY OF REPETITIVE
BEHAVIOR

38.6.1 Basal Ganglia Circuitry and Repetitive
Behavior

As reviewed recently by the authors (Lewis and Kim,
2009), neural mediation of the expression of repetitive
behavior rests on pathways that project from select areas
of the cortex to the striatum and then onto other basal
ganglia, then the thalamus, and finally back to the cortex.
Medium spiny GABAergic striatal projection neurons
receive input from sensory–motor and associative areas
of cortex, and, in turn, give rise to the so-called direct
and indirect pathways that constitute corticostriato-
thalamocortical loops. GABAergic medium spiny neu-
rons in the striatum that express the neuropeptides
dynorphin and substance P as well as D1 dopamine re-
ceptors and A1 adenosine receptors constitute striato-
nigral or direct-pathway neurons. These neurons send
projections from the striatum to the internal segment
of the globus pallidus (GPi) and SNpr. Striatal medium
spiny neurons that express the neuropeptide enkephalin
as well as D2 dopamine receptors and A2 adenosine re-
ceptors constitute striatopallidal or indirect-pathway
neurons. Indirect-pathway neurons project to the exter-
nal segment of the globus pallidus (GPe) and then to
STN before projecting to GPi and SNpr. Output from
the GPi/SNpr goes to the thalamus and then on to the
cortex to complete the circuitry (Gerfen, 2000; Olanow
et al., 2000; Steiner and Gerfen, 1998). The classic view
has been that the direct pathway facilitates movement
via disinhibition of glutamatergic thalamocortical firing,
whereas the indirect pathway inhibits ongoing move-
ment via inhibition of thalamocortical afferents (Gerfen
et al., 1990).

The medium spiny cells that give rise to either the di-
rect or the indirect pathways constitute about 85% of pro-
jection neurons and the matrix compartment of the
striatum. The remaining projection neurons form patchy
areas or striosomes that are distributed throughout the
extrastriosomal matrix. Striosomal projection neurons
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receive input preferentially from limbic cortical areas
(e.g., OFC, anterior cingulate/posteriormedial prefrontal
cortex [PFC]) and, in turn, project to the substantia nigra
pars compacta (SNpc) (Canales and Graybiel, 2000a,b).
Striosomal projections can, therefore, directly mediate
nigrostriatal dopamine pathway activity, which, in turn,
will strongly influence the activity of direct- and indirect-
pathway neurons in the striatum. Moreover, the activity
of striosomal projections should strongly impact reward
through regulation of ascending DA projections. White
and Hiroi (White and Hiroi, 1998) provided some
support for this idea by showing that high rates of intra-
cranial self-stimulation were associated with electrode
placement either in or next to striosomes. Conversely,
‘normal’ sensory–motor function (e.g., grooming and lo-
comotion) in rats appears to be mediated by the extra-
striosomal matrix (Brown et al., 2002). Findings from
nonhuman primates have suggested that striosomal out-
put innervates SNpr and GP as well as SNpc (Levesque
and Parent, 2005), so these pathways also may not be as
segregated as once believed (Figure 38.1).

38.6.2 Cortical–Basal Ganglia Circuitry
and Repetitive Behavior

As many as five parallel information-processing cir-
cuits have been identified thatmake up the cortical–basal
ganglia circuitry. These five circuits have been labeled as
the motor, oculomotor, dorsolateral prefrontal, lateral
orbitofrontal, and anterior cingulate circuits (Alexander
et al., 1986). These circuits, though anatomically distinct,
are nevertheless not segregated. Of these, the motor

circuit has been themost studied and emerges as the best
candidate for mediation of repetitive behavior.

Direct evidence for the role of such circuitry in repeti-
tive behavior is limited. The authors have shown that
stereotyped behavior in early socially deprived rhesus
macaques was associated with dopamine receptor super-
sensitivity (Lewis et al., 1990), loss of dopamine innerva-
tion in striatum and dopamine cells in substantia nigra,
anddecreases inmediumspinystriatalprojectionneurons
as indexed by neuropeptide staining (Martin et al., 1991).

The importance of the corticobasal ganglia circuitry in
repetitive behavior is further highlighted by the behav-
ioral phenotype of the Sapap3 knockout mouse (Welch
et al., 2007). Sapap3 encodes a postsynaptic scaffolding
protein, highly expressed in the striatum and important
in regulatingglutamatergic corticostriatal synapses.Mice
homozygous for the gene deletion exhibited excessive
grooming leading to lesions of the head, neck, and snout.
In addition, these animals exhibited alterations in
a-amino-3-hydroxy-5-methyl-4-isoxazoleproprionic acid
(AMPA) and NMDA-receptor-dependent transmission
at corticostriatal synapses. Interestingly, administration
of the serotonin uptake inhibitor fluoxetine given system-
ically for 6 days reversed the compulsive grooming.
Finally, the behavioral phenotype was rescued by trans-
duction of the Sapap3 gene into preweaning mice. This
work shows that deletion of even a single protein that
functions to maintain the activity of the cortical–basal
ganglia circuitry can result in a robust repetitive behavior
phenotype.Moreover, anSRI can reverse the effects of loss
of a glutamate synapse protein. Further support for the
involvement of corticostriatal signaling is evidenced
by mice lacking the Slitrk5 gene, which encodes another
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FIGURE 38.1 Cortical–basal ganglia circu-
itry. The direct and indirect pathways through
the basal ganglia are shown, along with other
neurotransmitter systems that impact basal
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tory input; Glu, glutamate; 5-HT, serotonin;
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member of the protein family that includes Slitrk1, impli-
cated in TS. Like the Sapap3 knockout mouse, the Slitrk5
knockout mouse also shows increased grooming and
anxiety-like behavior that improves with fluoxetine
(Shmelkov et al., 2010). It also shows abnormalities in cor-
ticostriatal neurotransmission, perhaps due to altered
striatal cellular composition, and increased OFC activity.
These emerging genetic models, while not yet mapping
onto known RRB susceptibility genes, suggest that the
complex circuitry underlying RRB can be effectively
modulated in multiple ways.

Grabli et al. (2004) have reported induction of stereo-
typed behavior (e.g., licking and biting of fingers) in
monkeys by the GABA antagonist bicuculline microin-
jected into the limbic aspect of theGPe (part of the indirect
pathway). In a follow-up study (Baup et al., 2008), this
group showed that DBS applied to the STN dramatically
reduced these drug-induced repetitive behaviors. The
importance of the STN, and thus the indirect pathway,
was also highlighted byWinter et al. (2008). In this study,
rats that sustained ibotenic acid lesions to the STN exhib-
ited an increase in compulsive lever pressing in the signal
attenuation model of OCD. This same research group has
also shownthatbilateral high-frequencystimulationof the
STN as well as its pharmacological inactivation reduced
compulsive checking in rats induced by the dopamine ag-
onist quinpirole (Winter et al., 2008). This latter finding is
consistent with clinical observations that DBS applied to
the STN reduced the severity of symptoms in previously
treatment-refractory OCD patients (Mallet et al., 2008).

The authors have shown, in multiple studies, that
early environmental enrichment markedly attenuated
the development of repetitive behavior in deer mice. In
addition, brain changes associated with this attenuation
occurred in brain areas associatedwith the cortical–basal
ganglia circuitry but not in other brain regions (e.g., hip-
pocampus; see Lewis, 2004). In other experiments with
deer mice, antagonism of corticostriatal glutamatergic
projections or nigrostriatal dopaminergic projections
by intrastriatal administration of selective pharmacolog-
ical agents selectively reduced stereotyped behavior
(Presti et al., 2003). Interestingly, the D1 dopamine recep-
tor antagonist SCH23390 exhibited such effects, whereas
no such attenuation was observed following intrastriatal
administration of the D2 dopamine receptor antagonist
raclopride (Presti et al., 2004).

Dysregulation of corticostriato-thalamocortical cir-
cuitry associated with motor disorders is thought to be
due to an imbalance between the direct and indirect
pathways comprising this circuit. Because dynorphin
and enkephalin serve as markers for direct- and indirect-
pathway neurons, respectively, concentrations of these
striatal neuropeptides were measured to index the
relative activation of these basal ganglia pathways in
stereotypic deer mice (Presti and Lewis, 2005). Mea-
surements were made in dorsolateral striatum using

deer mice exhibiting different levels of spontaneous
stereotypy. Results indicated significantly increased
dynorphin/enkephalin content ratios in high-stereotypy
mice relative to low-stereotypy mice. This ratio differ-
ence was due to significantly lower leu-enkephalin con-
tent in high-stereotypy mice. Moreover, a significant
positive correlation was found between the dynorphin/
enkephalin content ratio and frequency of stereotypy in
these mice, whereas a significant negative correlation
was found for enkephalin content and stereotypy.

To extend these findings, the authors assessed indirect-
pathway activation relative to stereotypy by measuring
neuronal metabolic activation of the STN, a key brain re-
gion in the indirectpathway (Tanimura et al., 2008a).Using
cytochrome oxidase (CO) histochemistry to index long-
term neuronal activation, they found that CO staining in
theSTNwassignificantly reduced inhigh-stereotypymice.
Further, CO staining was significantly negatively corre-
lated with the frequency of stereotypy. Thus, higher rates
of spontaneous stereotypy were associated with reduced
neuronal activation of the indirect pathway.

The authors hypothesized that if high rates of sponta-
neous stereotypy were associated with decreases in
indirect-pathway activation, then stimulation of this
pathway by a selective pharmacological agent should
attenuate repetitive behavior. As A2A receptors are
enriched in striatum, expressed on striatopallidal neu-
rons and activate Gs/olf proteins upon stimulation,
activation of these receptors should attenuate stereo-
typy. When administered alone, however, the selective
A2A receptor agonist CGS21680 failed to reduce stereo-
typy. The addition of the selective A1 agonist N6-
cyclopentyladine (CPA) to CGS21680 did selectively
attenuate stereotypy in a dose-dependent manner with-
out adverse suppression of general motor activity. The
relative efficacy of the combined stimulation of A2A
and A1 receptors compared to A2A alone may be
explained by the results reported by Karcz-Kubicha
et al. (2006). In this work, administration of an A1 or
A2A receptor agonist alone did not induce striatal c-
Fos expression. Stimulation of both receptor subtypes,
however, did induce striatal c-Fos expression and in a se-
lective fashion with activation seen in striatopallidal, but
not striatonigral, neurons. This combined treatment of
A1 and A2A receptor agonists also increased striatal en-
kephalin expression. The attenuation by repetitive be-
havior of this drug combination provides additional
evidence for the importance of the indirect pathway
and also highlights potential novel therapeutic targets.

38.6.3 Long-Term Neuroadaptations
and Repetitive Behavior

The development and persistence of repetitive behav-
ior in neurodevelopmental disorders presumably in-
volve long-term, experience-dependent plasticity in the
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cortical–basal ganglia pathways. As yet, there is little in-
formation available as to the nature of these neuroadap-
tations or the mechanisms that mediate such plasticity.
There are other models of such long-term basal ganglia
neuroadaptations, however, that may be highly informa-
tive for the understanding of pathway changes that may
mediate the development and expression of repetitive
behavior associated with clinical disorders.

One model for such neuroadaptation would be habit
learning or habit formation. Habits and repetitive behav-
iors share a number of important similarities; indeed, as
Graybiel (2008) has suggested, repetitive behaviors can
be thought of as ‘extreme’ habits. Habit formation,
typically examined in the context of procedural learning,
involves adaptations of cortical–basal ganglia loops.
Discrete shifts in neural activity patterns associated with
the transition from a goal-directed to a habit-driven
behavior have been identified using chronic electrophys-
iological monitoring of ensembles of neurons in rodents
and nonhuman primates (reviewed in Graybiel, 2008).
Amphetamine sensitization, another model of
dopamine-dependent striatal plasticity, involves long-
term neuronal changes following repeated, intermittent
drug exposure. Amphetamine sensitization accelerates
the development of habit learning or formation
(Nelson and Killcross, 2006), and also results in signifi-
cantly increased levels of repetitive motor behavior
(Canales and Graybiel, 2000b).

Experience-dependent neuroadaptations are gener-
ally thought to be driven by differential gene expression
mediated by transcription factors. A leading candidate
for mediating long-term striatal plasticity is the tran-
scription factor DFosB (Nestler et al., 1999, 2001). DFosB
undergoes posttranslational modifications that result in
highly stable isoforms, which heterodimerize with Jun
proteins and bind to AP-1 sites expressed in the pro-
moter regions of genes encoding key striatal proteins
(e.g., AMPA glutamate receptor subunit, GluR2, and
dynorphin; Bibb et al., 2001; Chen et al., 1997; Kelz
et al., 1999). DFosB is induced after chronic exposure
to stimuli relevant to repetitive behavior (e.g., stress,
drugs of abuse, and chronic wheel running) and persists
in the brain for long periods of time (McClung et al.,
2004). Thus, DFosB might have a more general role in
the development of repetitive behavior induced by a
wide range of stimuli.

Repetitive behavior including compulsions and dys-
kinesias can be induced by chronic L-DOPA administra-
tion to individuals with PD. In rats, L-DOPA-induced
dyskinesias have been shown to be associated with in-
creased striosomal FosB relative to matrix FosB
(Andersson et al., 1999; Cenci et al., 1999). Pulsatile ad-
ministration of a D1 dopamine agonist to parkinsonian
nonhuman primates markedly elevated striatal DFosB
but only in those animals that developed dyskinesias
(Doucet et al., 1996). These FosB-related proteins appear

to be expressed preferentially in direct-pathway neurons
(Andersson et al., 1999). Similarly, in mouse models of
L-DOPA-induced dyskinesias, activation of extracellular-
signal-regulated kinase (ERK), the extracellular-regulated
kinases that mediate downstream transcription, was re-
stricted to direct-pathway neurons (Santini et al., 2009).
Selective induction of DFosB in striatal direct-pathway
neurons is associated with compulsive wheel running
in rodents. Transgenic mice that selectively overexpress
DFosB in these projection neurons display compulsive
wheel running, whereas this behavior is significantly
inhibited in animals that overexpress the gene in enkeph-
alin-containing or indirect-pathway neurons (Werme
et al., 2002).

The variousmodels described in the previous sections
provide important candidate mechanisms that may ex-
plain the transition from normative behavior to aberrant
repetitive behavior. Identification of such mechanisms
would provide novel potential therapeutic targets for
drug development.

38.7 SUMMARY

Repetitive behavior has been studied using a variety
of tools, from molecular genetics to neuroimaging to
model organisms, but the wide variety of repetitive be-
haviors observed across normative development and
human disorders presents a substantial challenge. The
phenomenology of repetitive behavior reveals a contin-
uum beginning with very simple repetitive motor se-
quences, such as hand flapping or grunting, that are
typically seen in early childhood and also in ASD and
TS. At the other end of the continuum are IS and compul-
sive rituals, which typically emerge in the preschool
years and decline thereafter except when seen in ASD
and OCD.

Within the human repetitive behavior disorders,
some consistent findings have emerged across cognitive,
treatment, genetic, and neuroimaging studies. Neuro-
psychological testing reveals deficits in executive func-
tioning across disorders. Treatment studies point to
behavioral therapies that stress response inhibition in
each study, although approaches vary quite widely
depending upon the RRB target. Pharmacology studies
point to dopamine D2 receptor antagonists across disor-
ders, but there is less consistency in response to SRIs,
which are useful in OCD but show mixed data in
ASD. Genetic studies support substantial heritability
for repetitive behavior, bothwithin and across disorders.
Initial genetic findings do not show clear consistency
across studies, with the exception of the serotonin trans-
porter gene, which has been implicated in OCD and in
RRB within ASD. Neuroimaging studies have coalesced
to some degree around the corticostriatal circuit, al-
though the strongest structural findings in TS and
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OCD are in opposite directions in the caudate. Other in-
consistencies have also emerged across disorders. Multi-
ple studies, from genetics to MRS to CSF, point to the
glutamate system in OCD. In contrast, postmortem find-
ings in TS point to decreased GABAergic neurons in the
caudate.

Ideally, animal models should be used to dissect the
ways that genetic and environmental influences impact
brain circuits to feed RRB. Initial work using genetic
models points to the same corticostriatal circuits that
are implicated by neuroimaging studies. Some of the
best current models are combinations of environmental
deprivation in species or inbred strains that show some
baseline repetitive behavior. These naturalistic models
have significant potential to translate back to human dis-
orders. For example, the social disconnectedness that is
diagnostic in autism may actually parallel the environ-
mental deprivation that triggers RRB in animals. Re-
search in naturalistic and pharmacological animal
models of RRB favors imbalance in the direct and indi-
rect pathway of the basal ganglia. As molecular genetic
studies yield more RRB susceptibility genes, the differ-
ent ways inwhich this imbalancemay be triggered could
be better understood. With the rapid progress possible
usingmultiple different research approaches, the emerg-
ing understanding of the circuits underlying RRB may
translate to potential treatments for TS, OCD, or RRB
within neurodevelopmental disorders.
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39.1 INTRODUCTION

A core feature of several neurodevelopmental disor-
ders is the difficulty in overriding or suppressing
inappropriate thoughts and behaviors in favor of appro-
priate ones. This ability is referred to as cognitive control.
Examples of disorders of cognitive control include atten-
tion deficit hyperactivity disorder (ADHD), which is
characterized by both distractibility and impulsivity;
Tourette syndrome, which is characterized by difficulty
suppressing repetitivemovements andvocalizations that
may be complex, emotionally provocative, and exacer-
bated by stressful situations; obsessive–compulsive
disorder (OCD), which is characterized by intrusive
thoughts and ritualistic behaviors; and schizophrenia,
which involves disorganized thoughts, delusions, or hal-
lucinations and difficulty suppressing them. Cognitive
control problems are found in a range of disabilities with
limited ability to regulate attention, thought, behavior, or
emotions.Thenumberofdisorderswithcognitive control
problems underscores the need for a clearer understand-
ing of the development and neurobiological bases of cog-
nitive control.

Most theoretical and neuroanatomical accounts of cog-
nitive control have focused on the role of the prefrontal
cortex in this ability. This focus is based largely on the pro-
tracteddevelopmentof theprefrontal cortex thatcoincides
with cognitive maturity and the neuropsychological liter-
ature showing that frontal lobedamage impairs the ability
to regulate behavior and suppress inappropriate thoughts
or actions (e.g., Phineas Gage, as cited in Harlow, 1869).
Although the approach has been important in describing
problems in cognitive control, it has not captured the bio-
logical basis of how behavior is regulated or how it breaks
down in disorders of cognitive control.

This chapter integrates findings on the neurobiologi-
cal basis of disorders of cognitive control, highlighting
the role of cortical and subcortical brain regions in sig-
naling and implementing control. At first glance, the
involvement of a number of the same brain regions
across many disorders would seem too disparate to be
informative. However, considering these findings in
the context of cognitive control theory and development
paints a clearer picture of each region’s contribution to
the regulation of behavior and potential disruption in
different developmental disorders.
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39.2 DEVELOPMENT OF COGNITIVE
CONTROL

A key feature of cognitive development is a steady in-
crease in the ability to suppress irrelevant information
and inappropriate actions in favor of appropriate ones.
This ability becomes more efficient throughout child-
hood and adolescence. Failure to develop this ability
results in cognition that is susceptible to interference
from competing external or internal informationwithout
resolution.

A classic example of the child’s developing ability
to resolve behavioral conflict is demonstrated by the
Piagetian A-not-B task. In this task, the child reaches
for a hidden toy in one location (a covered well) and is
then required to find the hidden toy in a new location.
The infant continues to reach in the old well even though
the toy is hidden in full view of the infant and even
though the child may look in the correct new direction.
This failure has been interpreted as reflecting inhibitory
inefficiency rather than a lack of object permanence, as
originally proposed by Piaget (Diamond, 1988). As such,
obtaining the goal of reaching and finding the toy in the
original location biases motor systems in that direction
that compete with the new goal and the means to reach
in the new opposing direction. Development of the pre-
frontal cortex has been implicated in the development of
this goal-directed behavior.

The development of the ability to override inappro-
priate actions in favor of appropriate ones has a pro-
tracted course of development. In older children, this
ability is measured by developmentally appropriate ver-
sions of adult neuropsychological tasks including go/
no-go, working memory, and attention-switching tasks.
In all cases, children have a more difficult time ignoring
or suppressing irrelevant salient information or re-
sponses in favor of the relevant ones than adults. Perfor-
mance on these tasks shows a developmental trend over
the ages of 4–12 years, approximating adult levels by
12–13 years of age, as indexed by mean reaction times
and accuracy rates (Enns and Cameron, 1987).

The age-related differences in performance of cogni-
tive tasks are not observed on tasks in the absence of
competing information. For example, tasks that measure
the ability to detect and predict statistical regularities in
the environment are mastered by infancy (Saffran et al.,
1996). This ability is indicated by anticipatory saccades
in the direction of the expected stimulus or by a longer
duration of looking in the direction of an expected stim-
ulus, when it is not presented (violation in expectation).
Learning about one’s environment is essential for adap-
tive functioning, as well as for the development of neural
specialization and regulatory ability during toddler,
childhood, and adolescent years. Knowing when or
what or in which context to expect an event is critical

for planning and maintaining appropriate actions in dif-
ferent contexts over time. Adjusting behavior when
these expectations are violated is an essential element
of cognitive control and an aspect of cognition that
shows more protracted development (Mayr et al., 2005).

If this ability develops differently, or along a different
trajectory, it may contribute to difficulties in the matura-
tion of self-control abilities (or the concomitant neural
systems in which these abilities are instantiated). Thus,
with development, these cognitive systems become
more differentiated as they are modulated both by expe-
rience and by the top-down cortical projections from
the prefrontal cortex that help the organism alter behav-
ior when these predictions are violated (Casey, 2005;
Casey et al., 2006).

39.3 BRAIN DEVELOPMENT AND
COGNITIVE CONTROL

A significant amount of brain development occurs
in utero, but changes continue postnatally. These postna-
tal changes coincide with changes in cognitive control.
This period is characterized by rapid synapse formation
that begins well before birth in nonhuman primates
(Rakic, 1974) and results in overproduction of synapses
relative to its adult state. This process of synaptogenesis
appears to occur concurrently across diverse regions of
the nonhuman primate cerebral cortex (Rakic et al.,
1986). In both human and nonhuman primate studies,
the early synaptic density peaks are followed by a pla-
teau phase that decreases during childhood and into
adulthood. The plateau and pruning phases of some
cortical regions (e.g., prefrontal cortex) in primates are
relativelyprotracted in comparison toothers (e.g., sensori-
motor and subcortical regions; Bourgeois et al., 1994;
Huttenlocher and Dabholkar, 1997). Positron emission
tomography (PET) studies of glucose metabolism suggest
that maturation of local metabolic rates parallel the time
course of overproduction and subsequent pruning of syn-
apses (Chugani et al., 1987). These studies imply different
time courses in regional brain development.

Magnetic resonance imaging (MRI) technologies have
introduced a new set of tools for capturing features of
brain development in living, developing humans. MRI
is particularly well suited to the study of children, as it
provides exquisitely accurate anatomical images with-
out the use of ionizing radiation. However, these
methods lack the resolution to definitively characterize
the mechanism of change with development (e.g., den-
dritic arborization, synaptic pruning, and myelination).
The most informative studies to date are those based
on volumetric measures and large sample sizes (Giedd
et al., 1999a; Sowell et al., 2003). These studies have
yielded three consistent findings. First, total cerebral
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volume shows little significant change after 6 years of
age. Second, there is a significant decrease in cortical
gray matter by approximately 12 years of age in prefron-
tal and association cortices that is preceded by earlier
maturing cortical development in sensorimotor regions.
Finally, there is an increase in cerebral white matter
throughout childhood and young adulthood, especially
in prefrontal white matter tracts (Klingberg et al., 1999).

The protracted development of prefrontal and as-
sociation cortices, along with white matter fiber tract de-
velopment in this circuitry, contributes to children’s
developing capacity for cognitive control, as shown by
diffusion tensor imaging (DTI).DTI is ameasure sensitive
to myelination and neuroanatomical changes in white
matter microstructure (Liston et al., 2006). Further, vari-
ability in the myelination and regularity of prefrontal
white matter fibers contribute to individual differences
in cognitive control and have been linked to disorders
of cognitive control such as ADHD (Casey et al., 2007a).

To investigate neural circuits underlying disruption
of cognitive control in developmental disorders more
directly, an in vivo assessment of the physiological time-
course of behavior is needed. Functional magnetic reso-
nance imaging (fMRI) provides this ability (Logothetis
et al., 2001). These studies show that children recruit dis-
tinct butoften larger,morediffusebrain regionswhenper-
formingcognitivecontrol tasks thandoadults.Thepattern
of activitywithin brain regions central to cognitive control
performance, such as prefrontal cortex, becomes more fo-
cal or fine-tuned, based on cross-sectional (Brown et al.,
2005) and longitudinal studies (Durston et al., 2004). This
pattern of activity is suggestive of development within,
and refinement of, projections to and from the prefrontal
cortex with maturation. Recent developmental functional
connectivitydata (Kellyetal., 2009) are consistentwith this
observation of diffuse correlations among frontal brain
regions in children, whereas adults exhibit more focal
connections with distal regions.

39.4 DOPAMINE AND COGNITIVE
CONTROL

Structural and functional changes in the brain with
development occur together with changes in neurotrans-
mitter systems. For example, significant changes are
observed in the dopamine system that innervates pre-
frontal circuitry. The development of the dopaminergic
system parallels the development of performance on
cognitive control tasks; postnatal innervation of dopami-
nergic neurons to cortical and subcortical targets peaks
at times coincident with the development of cognitive
control. Such age-dependent effects of dopamine have
been best studied in humans using delayed response

tasks and Piaget’s A not B task in typically developing
and phenylketonuria (PKU)-affected children (reviewed
in Diamond, 1998). The genetic mutation that causes
PKU results in decreased levels of tyrosine, a precursor
of dopamine, in the central nervous system. In behav-
ioral tasks such as the A not B task, typically developing
children show sharp improvements in the first year of
life and gradual improvements in age-appropriate ver-
sions of the task until age 10; however, in PKU children,
the sharp increase in performance is not observed, and
only mild improvements occur. In typically developing
children, this task is highly dependent on prefrontal cor-
tex activation, a brain area that shows extremely high do-
pamine turnover, and is thus impaired in PKU children.

In nonhuman primates, the A not B task also shows a
sharp increase in performance during the first 6 months
of life. Behavioral performance is paralleled by an ob-
served postnatal increase in dopamine levels and in
dopamine receptor gene expression (Goldman-Rakic
and Brown, 1982; Lidow et al., 1991). An examination
of the laminar distribution patterns of tyrosine hydroxy-
lase (TH)-positive processes in prefrontal regions has
revealed that a gradual maturation of axons and varicos-
ities occurs up until 2–3 years of age in the monkey
(Rosenberg and Lewis, 1995), which is roughly 10–12
years in the human.

In rats with a pharmacologically induced form of
PKU, performance is also altered in delayed alternation
tasks (Diamond et al., 1994). Neuroanatomical studies in
rats have shown that dopaminergic cells in the ventral
tegmental area (VTA) and substantia nigra (SN) are fully
differentiated and have axons projecting into the pre-
frontal cortex by embryonic day 16. Only after birth,
however, does a dramatic increase in arborization and
innervation into deeper cortical layers occur. This post-
natal innervation is also paralleled by an increase in do-
pamine receptor gene expression and in dopamine levels
coincident with a postnatal period of rapid synaptogen-
esis in dendritic spines followed by a slower plateau
phase of growth until adolescence (Granger et al., 1995).

Several dopamine-related hypotheses have emerged
in an attempt to explain developmental disorders of
cognitive control such as ADHD (Swanson et al., 2007)
and schizophrenia (Snyder, 1976) based on pharmaco-
logical treatments for these disorders. Computational
models of dopamine based on animal and human imag-
ing studies suggest that dopamine controls the flow
of information from other areas of the brain to the pre-
frontal cortex in gating and maintaining information
(Braver and Cohen, 2000). Both gating and maintenance
are important in overriding or suppressing inappropri-
ate thoughts and behaviors in favor of appropriate ones
(i.e., cognitive control). Thus, dysfunction in this system
can result in dysregulated attention, behavior, and
thoughts.
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39.5 BRAIN CIRCUITRY IMPLICATED
IN COGNITIVE CONTROL

Most functional and developmental studies have fo-
cused on the role of the prefrontal cortex in cognitive
control. However, both cortical and deep subcortical
structures have been implicated in disorders of cognitive
control. Considering these findings in the context of
development and cognitive control theory may paint
a clearer picture of each region’s contribution in regu-
lating behavior and its disruption in developmental
disorders.

39.5.1 Disorders of Cognitive Control

As depicted in Figure 39.1, clinical neuroimaging
studies have identified several brain regions that appear
to be altered in childhood disorders of cognitive control.
These regions include the prefrontal cortex, anterior cin-
gulate cortex, posterior parietal cortex, basal ganglia,
and cerebellum. Abnormalities in these structures have
been reported in ADHD (Bush et al., 1999; Castellanos
et al., 1996; Durston et al., 2003; Tamm et al., 2006), Tour-
ette syndrome (Leckman et al., 2010), OCD (Baxter et al.,
1988; Fitzgerald et al., 2005; Swedo et al., 1992), and
childhood-onset and adult schizophrenia (Carter et al.,
2001; Frazier et al., 1996).

Abnormalities in size, asymmetry, function, or glucose
metabolism are typically reported. For example, MRI
volumetric studies of ADHDhave revealed abnormalities
in the size of the prefrontal cortex, basal ganglia, and cer-
ebellum, showing decreased volumes in each. Decreased
activity in these regions as well as in the anterior cingu-
late and parietal cortices during performance of cogni-
tive control tasks has been reported (Bush et al., 1999;
Tamm et al., 2006). Activity in these regions, and cogni-
tive control, is largely normalized with stimulant

medications (Epstein et al., 2007; Vaidya et al., 1998),
presumably due to increases in the availability of dopa-
mine (Volkow et al., 2001).

PET studies of OCD have revealed hypermetabolic
activity in these regions, particularly in the caudate nu-
cleus, anterior cingulate cortex, and orbitofrontal cortex
(Baxter et al., 1988; Swedo et al., 1989). Both pharmaco-
logical and behavioral treatments have been shown to
normalize these patterns of activity. Abnormalities in
the basal ganglia, specifically the striatum, in children
with Tourette syndrome have been reported in fMRI
studies during provocation of symptoms (Peterson
et al., 1998). Structural imaging studies have shown cor-
tical thinning in the frontal and parietal cortices in indi-
viduals with Tourette syndrome relative to typically
developing children (Sowell et al., 2008).

Individuals with schizophrenia show suboptimal
levels of activity in prefrontal and parietal regions when
performing cognitive control tasks such as theWisconsin
Card Sorting Task or the n-back working memory tasks
(Barch and Csernansky, 2007; Berman et al., 1988).
MRI-based decreases in volume of the basal ganglia
and cerebellum have been reported in this disorder
too, especially in those individuals with childhood onset
(Frazier et al., 1996; Giedd et al., 1999b). Therefore, a
number of cortical and subcortical regions appear to
be significantly involved in a range of disorders that
have as a key symptom a problem overriding inappro-
priate actions (i.e., cognitive control).

The presence of common disturbances in cognitive
and neural systems across discrete syndromes may be
surprising at first. However, there has been increas-
ing concern regarding the validity of the boundaries
between discrete syndromes as well as the underlying
dimensional nature of specific functional systems under-
lying these disorders (Frances et al., 1990). Specific
disorders may be associated with differential salience,
valence, or combinations of the core underlying func-
tional systems. The identification of core processes
involved in a disorder can move a field from a disparate
set of data-driven findings to a more theoretically coher-
ent collection of findings. Theoretical understanding and
identification of specific neurophysiologic function may
provide valuable information for validating the core fea-
tures of and distinctions between psychiatric disorders.

39.5.2 Theoretical Framework: Signaling and
Implementation of Control

Cognitive control processes such as the ability to
suppress or override competing attentional and behav-
ioral responses have been included in a number of
cognitive theories (Cohen and Servan-Schreiber, 1992;
Desimone and Duncan, 1995; Shallice, 1988). For
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ganglia
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FIGURE 39.1 Brain regions implicated in disorders of cognitive
control.
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example, Shallice (1988) proposed a “supervisory atten-
tion system” as a system for inhibiting or replacing
routine, reflexive behaviors with more appropriate be-
haviors.DesimoneandDuncan (1995)describe top-down
biasing signals as important in attending to relevant in-
formation by virtue of mutual inhibition or suppression
of irrelevant information. Finally, Miller and Cohen
(2001) proposed a model of cognitive control based
largely on their respective nonhuman primate and com-
putational modeling studies of prefrontal function.
According to this theory, the function of the prefrontal
cortex in cognitive control is active maintenance of pat-
terns of activity that represent goals and the means to
achieve them. The prefrontal cortex biases relevant sen-
sory and motor systems for goal-directed behavior,
through the buildup and integration of rules learned
throughout development (Bunge and Zelazo, 2006).
Functional imaging studies of cognitive control have fo-
cused largely on this form of top-down cortical control
in trying to understand the breakdown in regulating
actions and biasing of attention in favor of relevant
information.

The focus on prefrontal brain regions is based on the
neuropsychological literature showing that frontal lobe
damage impairs the ability to regulate behavior. Al-
though this approach has been important in describing
problems in cognitive control, it has not captured the
biological basis of how this ability breaks down in such
a broad range of clinical disorders. Figure 39.2 illustrates
a theoretical framework that includes the popular con-
struct of top-down implementation of control by
the prefrontal cortex. In addition, it provides mecha-
nisms by which control is called. Specifically, different
brain regions can signal the prefrontal cortex for control.
Each of the regions identified is part of unique circuitry
that project both to and from the prefrontal cortex, thus
providing a means for signaling prefrontal regions to

help impose top-down control of behavior by biasing
signals relevant to goal-related behavior.

Immaturity, developmental delay, or dysfunction
within these circuits can lead to cognitive control prob-
lems. Ineffective signaling of control systems by any
one of these regions could lead to poor regulation of
attention or behavior, though with subtle differences,
depending on the system impacted. Likewise, intact sig-
naling of prefrontal systems in the presence of inefficient
top-down control could result in poor regulation of
attention or behavior, though presumably in amore gen-
eral way. This theoretical framework of cognitive control
moves findings of a variety of disparate brain regions’
involvement in several disorders toward a cohesive un-
derstanding of where cognitive control can break down
in these disorders.

The conditions in which these regions may signal the
prefrontal cortex are summarized below in terms of fron-
tocortical and frontosubcortical circuitry. Each circuit is
generally described. Examples are provided for how
each circuit might break down and lead to what appears
to be an implementation of control problem, but which
could simply be a signaling problem. For example, pre-
frontal dysfunction could result in a failure of top-down
biasing of attention or behavior. Dysfunction in cortico-
cortical signaling from posterior parietal cortex or from
anterior cingulate cortex could result in a failure to
resolve perceptual conflict among competing inputs
or response conflict among competing outputs, respec-
tively. Dysfunction in corticosubcortical signaling from
the cerebellum or from the basal ganglia could result
in a failure to detect and alter responses to violations
in predicted timing or frequency of events, respectively.
Finally, a detailed description of one of the frontosubcor-
tical circuits is provided as an example of how a signal-
ing or implementation problem could occur at one of
many different locations within a given circuit. This

Corticocortical signaling

Anterior cingulate
cortex

(response conflict)

Posterior parietal
cortex

(perceptual conflict)

Cerebellum
(temporal violation) Basal ganglia

(frequency violation)

Prefrontal cortex
(biasing relevant

signals)

Implementing control

Corticosubcortical
signaling

FIGURE 39.2 Locationswithin prefrontal circuitrywhere con-
trol might break down in disorders of cognitive control. Each re-
gion is part of unique circuits that project both to and from the
prefrontal cortex, thus providing a means for signaling prefrontal
regions to help impose top-down control of behavior and a loca-
tion where control could break down.
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example emphasizes the importance of circuit develop-
ment and function rather than a homunculus approach
of emphasizing a single brain region such as the frontal
lobes to explain disorders of cognitive control.

39.5.2.1 Frontal Cortical Control Circuitry

There is an expansive literature implicating the
prefrontal cortex in cognitive control from imaging stud-
ies (Cohen et al., 1994; D’Espostio et al., 1995; Duncan
and Owen, 2000; Smith and Jonides, 1999) to studies of
patients with frontal lobe lesions (e.g., Milner et al.,
1985; Stuss et al., 1982) to electrophysiological and lesion
studies in animals (Fuster, 1980; Mishkin and Pribram,
1955) to computational models (Braver and Cohen,
2000). Each of these approaches consistently supports
the involvement of the prefrontal cortex in implementa-
tion of cognitive control.

Anterior cingulate and posterior parietal cortices
have been shown to be involved in aspects of cognitive
control too, especially in overcoming prepotent response
tendencies and switching attentional sets (Barber and
Carter, 2005; Liston et al., 2006). Activity in both regions
has been shown to predict increased prefrontal activity
and subsequently enhance behavioral performance in
switching behavioral and attentional sets (Hedden and
Gabrieli, 2010; Liston et al., 2006). These results are con-
sistent with a network of cortical structures that regulate
prefrontal activity by signaling the need for greater
control (Birrell and Brown, 2000; Blais and Bunge,
2010; Dias et al., 1996a; Fox et al., 2003; McAlonan and
Brown, 2003; O’Reilly et al., 2002).

Each of these brain regions has functionally been
dissociated. There is a growing consensus that the pre-
frontal cortex acts to support task-relevant representa-
tions of stimulus information and stimulus–response
mappings, thus favoring them in competitions with
task-inappropriate representations in posterior cortex
(Desimone and Duncan, 1995; Miller and Cohen, 2001).
The posterior parietal cortex has been implicated in the
generation of motor plans via transformations of
sensory inputs from multiple modalities (Andersen and
Buneo, 2002) in the service ofperceptual decision-making
(Gold and Shadlen, 2001; Platt and Glimcher, 1999). As
such, this region helps to detect and resolve perceptual
conflict. The anterior cingulate cortex, in contrast, has
been shown to be involved in the response to conflict de-
tection and its resolution (Botvinick et al., 2001; Posner
and Petersen, 1990). One influential theory, known as
the conflict-monitoring hypothesis, provides a plausible
account of how anterior cingulate and dorsolateral
prefrontal cortices act in concert to detect conflict and im-
plement control to resolve it. Accordingly, the anterior
cingulate cortexmonitors conflicts in informationproces-
sing and recruits lateral portions of the prefrontal cortex
to resolve competition as needed (Botvinick et al., 2001).

While the prefrontal cortex, anterior cingulate, and
posterior parietal cortex respond to manipulations of
conflict, the role of the anterior cingulate is limited to
conflict at the level of the response and not at the level
of the stimulus representation (Bhanji et al., 2010;
Milham and Banich, 2005). Just as the anterior cingulate
is anatomically well situated to detect conflicts at the
level of a motor response and signal these to the lateral
prefrontal cortex (Barbas and Pandya, 1989; Bates and
Goldman-Rakic, 1993), several studies suggest that the
posterior parietal cortex is anatomically well suited to
detect stimulus conflict and signal this to the prefrontal
cortex. The primate posterior parietal cortex receives am-
ple, direct input from the extrastriate visual cortex and
sends direct projections to the lateral prefrontal cortex
(Wise et al., 1997). Previous studies have emphasized a
role for the posterior parietal cortex in detecting unex-
pected or behaviorally relevant stimuli and facilitating
goal-directed attention to task-relevant aspects of a vi-
sual stimulus (Corbetta and Shulman, 2002; Corbetta
et al., 2000). Together, these findings suggest one mech-
anism bywhich these processes may bemediated: detec-
tion of conflicts in information processing at the level of
the stimulus representation may signal to the prefrontal
cortex the need for enhanced top-down control (Casey
et al., 2000; Desimone and Duncan, 1995; Dias et al.,
1996b; O’Reilly et al., 2002).

These findings are consistent with the anterior cingu-
late and parietal cortex being involved in signaling the
prefrontal cortex in the presence of competing inputs
and outputs (perceptual or response conflict) as depicted
in Figure 39.2. The ability to detect conflict is necessary
for triggering cognitive control to bias the relevant input
or output being promoted to resolve the conflict (Miller
and Cohen, 2001). If conflict is not detected, then the
control system is not signaled and competition between
inputs or outputs may not be resolved in the goal-
oriented direction (e.g., the schizophrenic child attends
to intrusive thoughts over appropriate ones).

39.5.2.2 Frontal Subcortical Control Circuitry

Subcortical regions implicated in disorders of cogni-
tive control include the basal ganglia and cerebellum.
The basal ganglia and cerebellum have been implicated
in learning about the frequency and the timing of events
(i.e., learning what to expect and when). These regions
make up frontostriatal and frontocerebellar loops that
have similar features. For example, both the cerebellum
and the basal ganglia project to the prefrontal cortex via
the thalamus. The primary neurotransmitter in both the
basal ganglia and the cerebellum is GABA, an inhibitory
neurotransmitter. Glutamate is found in the prefrontal
cortex and thalamus, which is an excitatory neurotrans-
mitter and dopamine is a critical neuromodulator of both
circuits (Braver and Barch, 2002; Cohen et al., 1992;
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Montague et al., 1996; Schultz et al., 1997) that is
expressed preferentially in portions of the prefrontal cor-
tex, basal ganglia, and dentate nucleus of the cerebellum,
all regions implicated in disorders of cognitive control.

These circuits have been shown to support bothmotor
and cognitive behavior with cognitive-related actions
being driven by projections from the prefrontal cortex
and modulated by input from the dentate nucleus of
the cerebellum and from the dorsal and ventral striatum
of the basal ganglia (caudate and nucleus accumbens).
This circuitry is perhaps most well described within
the basal ganglia thalamocortical circuitry for which at
least five circuits have been identified (Alexander
et al., 1986). The basal ganglia thalamocortical circuits in-
clude a motor, oculomotor, prefrontal (dorsolateral and
lateral orbital), and limbic circuit. These circuits involve
the same projection regions (basal ganglia, thalamus,
and cortex), but differ in the exact projection zone within
each region and in the set of thoughts and actions they
support.

The general organization of these circuits involves
prefrontal projections to different portions of the stria-
tum (i.e., putamen or caudate nuclei), which then
project to either a direct or an indirect pathway (see
Figure 39.3). The direct pathway involves an inhibitory
projection to the internal capsule of the globus pallidus
(GPi) and substantia nigra (SNr) resulting in the damp-
ening of an inhibitory projection to the thalamus (i.e.,
disinhibition). The indirect pathway consists of an inhib-
itory GABA projection to the external capsule of the
globus pallidus (GPe) that dampens the inhibitory pro-
jection to the subthalamic nuclei (STN) resulting in exci-
tation of the internal capsule of the globus pallidus and
substantia nigra. This in turn leads to inhibition of the
thalamus. The direct pathway presumably facilitates
thalamo-cortically mediated behavior, while the indirect
pathway is thought to inhibit thalamo-cortically medi-
ated behavior.

As the prefrontal cortex projects directly to the basal
ganglia and cerebellum and as both project back to

the prefrontal cortex via the thalamus, an account of
suppression of competing actions may be described
here in somewhat more mechanistic terms. That is,
the basal ganglia and cerebellum have been implicated
in monitoring the frequency and/or timing of events
(Davidson et al., 2003; Hayes et al., 1998; Ivry and
Keele, 1989; McClure et al., 2003; Spencer et al., 2003;
VanMier and Petersen, 2002). The ability to predict what
and when an event will occur is an essential component
of cognitive control, in planning andmaintaining appro-
priate thoughts and actions in different contexts over
time. Maintaining representations of such events and
information is critical in suppressing competing ones.

Thus, frontocerebellar and frontostriatal circuits may
provide neural mechanisms for the maintenance of
representations of events over time. In contrast, detect-
ing violations in such predictions (which presumably
allows the system to attend to and learn new informa-
tion) may be linked to intrinsic inhibitory functions of
GABA-related functions of the basal ganglia and cerebel-
lum in the absence of frontally driven planned thoughts
and actions. Accordingly, the basal ganglia and cerebel-
lum do not generate planned or voluntarymovements or
behaviors per se, but rather the prefrontal cortex gener-
ates these voluntary actions. They do, however, detect
violations in the timing and nature of events, providing
the system with a way to shift out of prefrontally driven
behavior when highly salient events occur. The basal
ganglia and cerebellum then act broadly to inhibit com-
peting thoughts and behaviors that would otherwise
interfere with the prefrontally driven goal or behavior
(Casey, 2000; Mink, 1996).

39.6 DISRUPTION OF COGNITIVE
CONTROL CIRCUITRY

How does the previously described circuitry contrib-
ute to the symptoms and behaviors observed in the
childhood disorders of cognitive control? First, the typ-
ical assumption made when a child presents with a cog-
nitive control problem is that it is due to top-down
prefrontal dysfunction or inefficiency. For example,
disruption of the prefrontally mediated direct pathway
within the basal ganglia corticosubcortical circuit de-
scribed can result in constantly interrupted behaviors
such as those observed in ADHD or constantly inter-
rupted thoughts observed in schizophrenia. In contrast,
if the basal ganglia and cerebellum are involved in shift-
ing out of prefrontally driven thoughts or behaviors
(Redgrave et al., 1999), then their disruption may result
in irrepressible repetitive behaviors and thoughts similar
to those observed in OCD and Tourette syndrome. Like-
wise, disruption in cortical signaling from the posterior
parietal and anterior cingulate cortex of perceptual or
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FIGURE 39.3 Direct and indirect pathways of the basal ganglia cor-
ticosubcortical circuit involved in cognitive control.

78939.6 DISRUPTION OF COGNITIVE CONTROL CIRCUITRY

III. DISEASES



response conflict may result in failure of prefrontal sys-
tems to bias appropriate signals in favor of goal-directed
behavior. As such, inappropriate attentional or behav-
ioral responses (i.e., distractibility and impulsivity) as
observed in ADHD may result (Bush et al., 1999;
Tamm et al., 2006). Finally, neuromodulatory (e.g., dopa-
mine) imbalances or deficiency in prefrontal circuitry
can lead to problems in cognitive control resulting in
constantly interrupted behaviors and thoughts as seen
in ADHD and schizophrenia. Several psychiatric and
neurologic disorders have been linked to disruptions
in specific frontostriatal (Alexander et al., 1986, 1991),
frontocerebellar (Dum and Strick, 2003; Middleton and
Strick, 2002), and corticocortical loops (Bush et al.,
2005; Casey et al., 2007b).

The theoretical framework distinguishing between
signaling and implementation of control suggests that
information is maintained in an active state over time
in the prefrontal cortex by means of recurrent excitatory
connectivity (Cohen et al., 1992). The prefrontal cortex,
which consists primarily of excitatory projections (gluta-
mate), is thus involved in maintenance of relevant infor-
mation for action and disruption of this brain region
results in deficits in the ability to carry out the relevant
actions, as evidenced in ADHD. The basal ganglia and
cerebellum, which consist primarily of inhibitory projec-
tions (GABA), are involved in switching or shifting
attention elsewhere when there is a lack of sufficient
prefrontal input to drive the behavior in an organized
way. Disruption to these brain regions (basal ganglia
and cerebellum) or their development may therefore re-
sult in cognitive control deficits related to an inability to
shift out of particular behavioral sets (Hayes et al., 1998),
as evidenced in OCD and schizophrenia. Likewise, dis-
ruption in cortical signaling from the posterior parietal
and anterior cingulate cortex of perceptual or response
conflict may result in failure of prefrontal systems to bias
appropriate signals in favor of goal-directed behavior, as
observed in ADHD (Bush et al., 1999; Tamm et al., 2006).

39.7 SUMMARY

A key feature of cognitive development is the gradual
increase in the ability to suppress competing thoughts
and actions in favor of goal-oriented ones, referred
to as cognitive control. This ability is disrupted in several
neurodevelopmental disorders including ADHD, OCD,
Tourettesyndrome,andschizophrenia.Theprotractedde-
velopment of the prefrontal cortex has made this region a
primary candidate in the studyof thedevelopment of cog-
nitive control. Further, the neuropsychological literature
showing that frontal lobe damage impairs the ability to
regulate behavior and suppress inappropriate thoughts
or actions has driven the focus of clinical studies.

Recent theoretical and empirical studies suggest that
the function of the prefrontal cortex in cognitive control
relates to the active maintenance of patterns of activity
that represent goals and the means to achieve them.
The implementation of control requires signaling of
the prefrontal cortex to bias relevant sensory and motor
systems for goal-directed behavior. These signals may
arise from cortical or subcortical regions. Cortical regions
include the posterior parietal cortex and anterior cingu-
late cortex, which have been implicated in detecting per-
ceptual and response conflict and signaling the prefrontal
cortex to implement control. Subcortical signaling regions
include the basal ganglia and cerebellum. These regions
have been implicated in detecting violations in the
expected nature and timing of events, providing the sys-
tem with a way to shift out of prefrontal-driven behavior
when highly salient or novel events occur.

Each region is thus unique and part of an interactive
circuitry that project both to and from the prefrontal cor-
tex, thus providing a means for signaling prefrontal
regions to help impose top-down control of attention
and behavior by biasing signals relevant to goal-related
behavior. Immaturity, developmental delay, or dysfunc-
tion within these circuits can lead to cognitive control
problems. Ineffective signaling of control systems by
any one of these regions can lead to poor regulation of
attention or behavior, but with subtle differences
depending on the system impacted. Ineffective biasing
of circuits by control systems can likewise lead to poor
regulation of attention or behavior, though in a more
general way.

In sum, basic learning and attention systems are im-
portant in signaling top-down control systems to adjust
attention and behavior when predicted outcomes are
violated (Botvinick et al., 1999; Casey et al., 2000). The ba-
sic assumption is that learning where, when, or what
contexts to expect an event is critical for goal-directed be-
havior across different contexts over time. Deficits in
learning to detect regularities in the environment can
lead to less signaling of control systems to help alter or
adjust behavior when these expectations are violated.
Such deficits can mimic those observed when top-down
control systems themselves are impaired.
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Glossary

ADHD Characterized by both distractibility and impulsivity, with fre-
quent overlap of these behaviors; symptoms usually start before 7
years of age.

Anterior cingulate cortex The frontal part of the cingulate cortex with
connections to the prefrontal cortex; implicated in response conflict
detection and its resolution.

Basal ganglia A group of nuclei situated at the base of the forebrain
with strong connections to the prefrontal cortex and thalamus;
implicated in learning about the frequency of events.

Cerebellum It is tucked underneath the cerebral hemispheres at the
posterior ventral portion of the brain with connections to the pre-
frontal cortex and thalamus; implicated in learning about the timing
of events.

Cognitive control The ability to override or suppress inappropriate
thoughts and behaviors in favor of appropriate ones.

Diffusion tensor imaging (DTI) An imaging technique that enables
the measurement of the restricted diffusion of water in tissue in or-
der to produce images of neural tracts in the brain.

Direct pathway Involves an inhibitory projection from the striatum to
the internal capsule of the globus pallidus (GPi) and substantia
nigra (SNr) resulting in the dampening of an inhibitory projection
to the thalamus (i.e., disinhibition); implicated in facilitation of
thalamo-cortically mediated behavior.

Dopamine A catecholamine neurotransmitter produced in the sub-
stantia nigra and ventral tegmental area; acts as a neuromodulator
of the frontostriatal and frontocerebellar loops and is implicated in
controlling the flow of information from other areas of the brain to
the prefrontal cortex in the service of gating and maintaining
information.

Functional magnetic resonance imaging (fMRI) A specialized type of
MRI that measures the hemodynamic response (change in blood
flow) related to neural activity in the brain or spinal cord of humans
or other animals.

Glutamate The most abundant excitatory neurotransmitter in the
nervous system with high concentrations in the prefrontal
cortex and thalamus; implicated in maintenance of information
for action.

Go/No-go task A task assessing cognitive control in which a subject
presses a button to each target stimulus and must withhold a
response when a rare nontarget stimulus appears on screen.

Indirect pathway Consists of an inhibitory GABA projection from the
striatum to the external capsule of the globus pallidus (GPe) that
dampens the inhibitory projection to the subthalamic nuclei
(STN) resulting in excitation of the internal capsule of the globus
pallidus and substantia nigra, leading to inhibition of the thalamus;
implicated in the inhibition of thalamo-cortically mediated
behavior.

Magnetic resonance imaging (MRI) A noninvasive medical imaging
technique used in radiology to visualize the detailed internal struc-
ture of the body and brain.

N-back working memory task A task assessing cognitive control in
which the participant sees stimuli one at a time and must respond
whether the stimulus they see is the same stimulus as they saw a
predetermined number of trials back.

OCD An anxiety disorder characterized by intrusive thoughts and rit-
ualistic behaviors; age of onset is seen earlier in men, ranges from
childhood to young adulthood, and is often before 15 years of age.

Phenylketonuria (PKU) An autosomal recessive metabolic genetic
disorder characterized by a deficiency in the hepatic enzyme phe-
nylalanine hydroxylase, which ultimately results in decreased
levels of tyrosine, a precursor of dopamine, in the central nervous
system.

Piaget’s A-not-B task A classic task demonstrating a child’s develop-
ing ability to resolve behavioral conflict in which an infant reaches

for a hidden toy in one location and is then required to find the toy
in a new location hidden in full view.

Positron emission tomography (PET) A nuclear medicine imaging
technique which produces a three-dimensional image of functional
processes in the body through the detection of gamma rays emitted
indirectly by a positron-emitting tracer, which is introduced into the
body on a biologically active molecule.

Posterior parietal cortex The posterior section of the parietal cortex
with connections to the prefrontal cortex; implicated in the genera-
tion of motor plans via transformations of sensory inputs from
multiple modalities in the service of perceptual decision-making
and detecting and resolving perceptual conflict.

Prefrontal cortex Located in the anterior part of the frontal lobes of
the brain with widespread connections to many areas of the brain,
including the anterior cingulate cortex, the posterior parietal cortex,
the basal ganglia, and the cerebellum; implicated in cognitive
control capabilities and biasing relevant signals; development is
protracted and maturity is not reached until young adulthood.

Schizophrenia A mental illness characterized by disorganized
thoughts, delusions, or hallucinations and difficulty suppressing
them; symptom onset typically occurs in young adulthood.

Tourette syndrome Characterized by difficulty suppressing repetitive
movements and vocalizations that may be complex, emotionally
provocative, and exacerbated by stressful situations; disease onset
is usually seen in childhood.

Wisconsin card sorting task A task assessing cognitive control in
which the participant sorts cards according to rules that change
over the course of the experiment.
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40.1 INTRODUCTION

Language represents a complex and unique aspect of
human neurocognitive processing and, as such, is vul-
nerable to disturbance through disruption of or damage
to underlying neural systems. Such disruption is gener-
ally divided into two types: developmental (encompass-
ing pre- and perinatal brain injury) and acquired.

Acquired disturbances of language generally present
as deficits in the comprehension (reception) and/or pro-
duction (expression) of language following traumatic in-
jury to established neural language systems, generally in
the left cortical hemisphere (although a minority of indi-
viduals seem to have language functions in the right cor-
tical hemisphere; Figure 40.1). These language regions
include interconnected areas, such as a left perisylvian
posterior lateral temporal (auditory) region called
Wernicke’s area. This region is believed to mediate the
perception and processing of spoken language. Another
key language area is Broca’s area, found in the left infe-
rior frontal/motor cortex, which generally is thought
to mediate production of oral speech. Additional areas
routinely activated during neuroimaging measures
of language tasks include left parietotemporal and

occipitotemporal areas implicated in reading. Damage
to these regions results in a range of language deficits
collectively termed aphasias, with symptoms reflecting
the functions mediated by the damaged regions. For ex-
ample, Wernicke’s aphasia presents as a loss in receptive
language processing, whereas Broca’s aphasia presents
as a general deficit in language production (but not com-
prehension). More recent evidence suggests that these
disorders are not as circumscribed as once believed
(e.g., Blank et al., 2002), but the terms continue to be used
in clinical diagnosis. More global forms of aphasia,
encompassing both expressive and receptive language
deficits, may also be seen after more extensive damage
affecting multiple brain regions. Acquired language dis-
orders may also include deficits in reading skills, termed
acquired dyslexia or alexia. Importantly, all of these disor-
ders are – by definition – confined to the assessment of
acquired injury in previously language-competent indi-
viduals (older children and adults) and reflect a loss in
language skills due to damage of already-developed neural
systems subserving these processes (see Jordan and
Hillis, 2006, for review). Interestingly, language func-
tions do seem to reorganize to the right hemisphere after
left-hemisphere damage in young children, evidencing a
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high degree of plasticity in language systems during
early development. Indeed, young children who un-
dergo left temporal lobectomy because of intractable ep-
ilepsy show a surprisingly normal course of language
development (Vargha-Khadem et al., 1997). However,
comparable injuries in older children and adults with
established language functions lead to more permanent
language function loss and substantially less reorganiza-
tion (less plasticity). These early plasticity effects parallel
evidence that a second language is acquired more
quickly and effortlessly in young children compared
with adults.

In contrast to acquired aphasias, developmental disrup-
tions to language systems occur as a result of early fac-
tors influencing the initial establishment of neural
systems needed to support emergent language. These
disruptions may occur as one component of a more
global neural disruption, resulting in overall degrada-
tion of cognitive processing (e.g., mental retardation,
learning disorders, or pervasive developmental disor-
ders; Broman and Grafman, 1994; Pennington, 1991),
or may be specific to language systems (meaning overall
intellect or IQ is within the normal range). The latter con-
dition is most commonly associated with the term lan-
guage impairment (LI), and therefore the rest of this
chapter addresses behavioral features and underlying
factors implicated in the developmental disruption of
language systems.

40.2 SPECIFIC LANGUAGE IMPAIRMENT
AND RELATED DISABILITIES

The ability to understand and produce spoken words
represents a profoundly complex process that most
young children acquire with remarkable ease, despite
a lack of formal instruction (i.e., most young children

are not explicitly taught how to speak). Such evidence
of innate predisposition toward language skill has fueled
debates about intrinsic ‘preadaptations’ in the human
brain for language, particularly compared with neural
substrates underlying other species-specific use of
communicative vocalizations or even learned communi-
cative systems (such as sign or computer use in nonhu-
man primates; see Fischer and Marcus, 2006; Hauser,
1996). Despite the language-ready predisposition seen
in most typically developing human children, a subset
nonetheless experiences delays in the achievement of lan-
guage milestones in the absence of known causal factors.
That is, even when potential underlying impairments
such as epilepsy or other neurologic abnormalities, disor-
ders of vision or hearing, psychiatric impairments,
or environmental deprivation are excluded, about
5–10% of children exhibit unexplained deficits/delays
in language development (Beitchman et al., 1986;
Leonard, 1998; see Heim and Benasich, 2006, for review).
These problems are specific to language and occur despite
a nonverbal IQ in the normal range. Such language-
specific developmental disorders are termed either (LI)
or specific language impairment (SLI), and deficits associ-
ated with SLI can be further subdivided into receptive
(SLI-R, comprehension), expressive (SLI-E, production),
or combined deficits.

What is implied by SLI being defined, in part, by the
exclusion of other impairments and disabilities? One ex-
ample of this ‘exclusionary criteria’ would be applied
when fetal lead or fetal alcohol exposure (FAS) results
in generalized cognitive impairments that include im-
paired language skills. A young child with language de-
lays related to FAS would not likely be diagnosed as
having SLI, based on the more generalized underlying
cognitive deficit. A diagnosis of SLI also requires the
exclusion of other related disorders with similar or over-
lapping symptoms. For example, a subset of exclusively

Broca’s area
(inferior frontal gyrus)

Dorsal parietotemporal
(angular gyrus, supramarginal gyrus,
posterior superior temporal gyrus)

Ventral occipitotemporal
(middle temporal gyrus, middle
occipital gyrus)

Wernicke’s area
(posterior superior temporal gyrus)

FIGURE 40.1 Left-hemisphere cortical
regions implicated in language processing.
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expressive language difficulties specific to articulation,
phonology, and/or oral-motor skills are thought to
represent a related but separate disability termed
speech-sound disorder (SSD; Pennington and Bishop,
2009; Peterson et al., 2007). Receptive deficits in language
processing may also overlap with central auditory pro-
cessing disorder (CAPD or APD). However, CAPD gen-
erally presents as a broad-based difficulty in listening to
and processing sounds that include, but are not limited
to, speech sounds. Moreover, CAPD has been character-
ized by the American Speech & Hearing Association to
include deficiencies in ‘blocking out’ noise and acoustic
distracters (Bamiou et al., 2001), which are not diagnostic
features of SLI. Therefore, CAPD may be a contributing
factor in the development of SLI, but the two disorders
are, at least at the present time, considered clinically
different.

SLI can also be diagnosed as comorbid with other
co-occurring developmental disabilities. For example,
SLI might co-occur with attention difficulties, as seen
in attention deficit disorders with or without hyperacti-
vity (ADD/ADHD) (see Chapter 22). SLI might also
be comorbid with SSD or CAPD. From a diagnostic per-
spective, SLI might further ‘overlap’ with characteristics
of related disorders. For example, autism spectrum dis-
order (ASD; see Chapter 34) encompasses substantial
communicative disabilities, and ASD individuals pre-
senting with significant LI have even been designated
as ASD-LI (e.g., Williams et al., 2008). While these over-
laps may lead to complications and difficulties in
individual diagnosis, when taken from a research per-
spective, the existence of overlapping phenotypic defi-
cits across SLI and ASD-LI populations presents an
opportunity to study potential commonalities in under-
lying etiology. Such studies have revealed some evi-
dence of phenotypic similarity between ASD-LI and
SLI populations (e.g., evidence of common neuroana-
tomic abnormalities, and similarities in anomalous infor-
mation processing; Herbert and Kenet, 2007), but others
suggest that the underlying etiology (i.e., genetics) lead-
ing to language disruptions in these two disorders may
follow different neurodevelopmental routes and that
ASD-LI versus SLI are in fact likely to stem from very dif-
ferent causes (Williams et al., 2008). Ongoing research in
this area will be critical in ascertaining whether common
mechanisms across these disorders may account for the
similarities in phenotypic language disturbance or
whether perhaps differing vectors of disruption to early
brain development might exert such fundamental (core)
effects on information processing that they ultimately
lead to seemingly similar phenotypes in higher-order
language processing (‘phenocopies’).

Overall, the most common comorbidity seen with SLI
is the subsequent diagnosis of dyslexia or reading disability
(RD, also called specific reading disability or developmental

dyslexia). Dyslexia is defined by exclusionary criteria
(much like SLI), but in this case represents an unex-
pected delay or deficit in the acquisition and perfor-
mance of reading, despite an overall nonverbal IQ in
the normal range. This prevalent comorbidity between
SLI and dyslexia likely reflects the fact that, while most
children with SLI do eventually reach normal language
milestones (i.e., they learn to understand and produce
speech), the subsequent milestones in reading require
the translation of learned phonemes (letter sounds) onto
orthographic representation (written letters). Since defi-
cits in phonemic representation and/or phonologic pro-
cessing comprise a core and persisting component of SLI
(see below formore discussion), it is not surprising that a
large portion (>50%) of children with SLI go on to be di-
agnosed as dyslexic/RD (Bishop and Snowling, 2004;
Catts et al., 2005; Schuele, 2004; Sices et al., 2007). It is
a matter of ongoing debate whether those children
who are initially diagnosed as SLI but overcome their
disorder without further reading difficultiesmay, in fact,
comprise a different subtype of the SLI population as
compared to those who go on to be comorbid for
dyslexia/RD. Moreover, another subgroup may be com-
prised of older children/adults diagnosed with dys-
lexia/RD in the absence of any prior history of SLI (see
Bishop and Snowling, 2004; Pennington and Bishop,
2009, for discussion). In fact, it has been suggested that
the latter subset of dyslexics, generally thought to corre-
spond to a subcategory termed orthographic, or surface,
dyslexics, exhibit primarily visual and higher-order
reading deficits but lack the core phonological deficits
characteristic of SLI. Conversely, the remaining dys-
lexics do show core phonological deficits and are accord-
ingly designated phonologic dyslexics. Many or most of
the dyslexics in this category do have some history of SLI
or language-related difficulties.

Ongoing assessment of these various subgroups ap-
pears likely to support the existence of core functional
components that characterize both SLI and dyslexia/
RD, andmay speak to the fact that some of these core def-
icits show a large amount of overlap across the two dis-
orders (Figure 40.2). For this reason – and recognizing
the obvious underlying heterogeneity inherent to the
term – some researchers have begun to use combined
terms such as language disabilities (LD), language-learning
disabilities, or language-learning impairments to refer to
this set of language-related developmental disabilities
(Peterson et al., 2007; Tallal et al., 1993; but see Bishop
and Snowling, 2004, for an opposing view). The remain-
der of this chapter will discuss the phenotypic features
and underlying genetics for this common category of
LD, inclusive of both SLI and dyslexia/RD. This group-
ing reflects the fact that much of the pertinent neuroim-
aging and genetic research has been performed using
adult dyslexic and/or combined LD populations, with
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a comparatively limited amount of research performed
exclusively on SLI children (but see Webster and
Shevell, 2004 for data specific to SLI).

40.3 BEHAVIORAL FEATURES OF LD

Behavioral profiles in clinically defined language-
disabled groups vary, but are typically characterized by
deficits in both lower-order (e.g., sensory/motor) and
higher-order (e.g., grammatical, syntactic, and verbal
memory) processes (e.g., Menghini et al., 2010). In fact,
the LD population appears to be a heterogeneous mix
of individuals with an assortment of deficits correspond-
ing to some subset of the following functional core areas
(along with other possible deficits not listed here).
(1) Oral-motor skills and articulation, as required for
tasks such as rapid naming. (2) Rapid auditory proces-
sing, as required to discriminate rapidly changing
acoustic sounds such as consonant–vowel syllables. (3a)
Phonemic awareness, as required to distinguish and
identifyphonemes, or subunits ofwords, and (3b)phono-
logical processing, as required to manipulate phonemes
withinwords and performmapping to-and-from sounds
and letters, as required for non-word reading. (4) Short-
term and/orworking verbal memory and the related au-
ditory and phonological memory, required for nonword
repetition. (5) Visuospatial processing, visual memory,
and/or visuospatial attention, required for specific read-
ing tasks. Evidence further suggests that unique patterns
of these core deficits may characterize specific subsets of

individuals (i.e., SLI/SSD only, SLIþdyslexic/RD, and
dyslexic/RD only; see Figure 40.2). Thus, dyslexic/RD-
only individuals (orthographic dyslexics) are less likely
to show motor/articulation deficits. Conversely, SLI-E
populations are less likely to show visual-processing
and memory deficits. However, both groups, as well as
the comorbid overlapping population, share evidence
of common deficits in rapid auditory processing (Farmer
and Klein, 1995; Fitch and Tallal, 2003), phonemic and
phonological processing (Pennington and Bishop, 2009;
Schuele, 2004; Shankweiler et al., 1995), and aspects of
short-term/working memory (Briscoe and Rankin,
2009; Montgomery et al., 2010). Each of these core func-
tional features of LD (including SLI and dyslexia/RD)
is discussed in greater detail below.

40.3.1 Motor/Articulation Deficits, SSD, and the
KE family

As young children learn to speak, it is not unusual
to hear substitutions of letter sounds (e.g., /w/ for /r/,
as in ‘wabbit’), lisps, or stutters. Normally, children
outgrow these charming but immature articulation
patterns. Some children, however, persist with articula-
tion difficulties (lisp, stutter, and other oral mispro-
nunciations) that may reflect chronic defects in oral
musculature, vocal apparatus, palate formation, or gen-
eral oral-motor ‘weakness.’ When evidenced in the ab-
sence of any delays in language comprehension or
reductions in vocabulary, these articulation deficits tend
to be less predictive of long-term language and literacy

Core underlying
deficits

Developmental
language disabilities

Motor/articulation deficits

Rapid auditory processing deficits

Short-term/working memory deficits

Visuospatial attention deficits

(Visual short-term memory deficits)

Phonological processing/
 phonemic awareness deficits

(Auditory memory deficits)

Expressive/articulation
deficits; SSD and/or SLI-E

Mixed deficits; SLI and
SLI + dyslexia/RD
           (phonologic dyslexia?)

Dyslexia/RD
(orthographic dyslexia?)

(Phonological memory deficits)

FIGURE 40.2 A proposed schematic diagram
relating identified core function deficits associated
with developmental language disability, and clinically
defined populations evidencing those underlying defi-
cits. SSD, speech sound disorder; SLI, specific language
impairment; SLI-E, specific expressive language impair-
ment; RD, reading disability.
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problems, although the chronic incorrect encoding of
certain letter sounds may, in fact, lead to some difficul-
ties in the orthographic translation of those same sounds.
On the other hand, children with expressive language
difficulties characterized by multiple speech-sound er-
rors (phonemic omissions, substitutions, and distortions
characterized as phonological processing difficulties) ex-
hibit more marked impairment of articulation and ex-
pressive language. (In a phonological (or phonemic)
disorder (PD), a child has difficulty learning the sound
system of the language, and, specifically, fails to recog-
nize and identify specific sounds as unique. For exam-
ple, the sounds /k/ and /t/ may not be recognized as
different and may therefore be substituted for each
other). Children exhibiting language difficulties charac-
terized by such deficits in the oral production or expres-
sion of language are, depending on other deficits, likely
to be diagnosed with specific expressive language impair-
ment (SLI-E), PD, SSD, or some combination of these
(Fischer and Scharff, 2009; Pennington and Bishop,
2009). Concurrent research also aims to examine a puta-
tive role for more generalized motor deficits associated
with SLI, and to separate these features from related
overlapping disorders such as developmental coordina-
tion disorder (e.g., Archibald and Alloway, 2008).

An intriguing series of studies have been performed
on a single extended family with an inherited form of ex-
pressive LI (also called ‘verbal dyspraxia’; Alcock et al.,
2000). Half the members of the patient KE’s family (so
named for anonymity) show this disorder, exhibiting
severe impairments in phonology and syntax, as well
as oral praxis. Ongoing studies of this family have led
to the isolation of a gene termed FOXP2 that may be as-
sociated with the expressive and oral language deficits
evidenced in the KE family. Interestingly, animal studies
of the Foxp2 homolog have shown that disruptions of this
gene lead to defects in motor learning, including the ac-
quisition of birdsong and the production of vocalizations
in mice (reviewed in Fischer and Scharff, 2009; see below
for further discussion).

Ongoing research will continue to assess the specific
role of articulation and motor-specific deficits in defin-
ing subtypes within the heterogeneous LD population.

40.3.2 Rapid Auditory Processing Deficits

A key series of studies by Tallal and colleagues
showed that SLI children were unable to discriminate
two sequential tones when the interval between the
tones fell below a threshold interval and were also
impaired in the identification and discrimination of con-
sonant–vowel syllables characterized by short, rapidly
changing formant transitions (e.g., /ba/, /da/, /pa/,
/ta/; see Tallal, 1977, 1980; Tallal and Newcombe,

1978; Tallal and Piercy, 1973a,b, 1975; Tallal and Stark,
1981; reviewed in Fitch and Tallal, 2003). Additional
studies showed that performance on these auditory tasks
was correlated not only with speech perception indices,
but also with nonword reading scores (Tallal, 1980).
Thus, it was posited that basic defects in low-level audi-
tory processingmay be associatedwith deficits in speech
perception and phonology and thus could represent a
core factor in the development of LD.

This suggestion of a low-level auditory processing
deficit as a possible causal factor in developmental LD
has elicited some controversy (e.g., Mody et al., 1997;
Ramus, 2003; Rosen and Manganari, 2001). However,
ongoing behavioral and psychophysical studies of
language-disabled subjects appear to support the notion
of an auditory processing deficit that may underlie
(or at least be related to) some deficits in speech percep-
tion and subsequent language development (Au and
Lovegrove, 2007; Cardy et al., 2005; Cohen-Mimran
and Sapir, 2007; Corbera et al., 2006; Edwards et al.,
2004; Farmer and Klein, 1995; Gaab et al., 2007; Hari
and Kiesla, 1996; King et al., 2007; Kraus et al., 1996;
McAnally and Stein, 1996, 1997; McCrosky and
Kidder, 1980; Neville et al., 1993; Reed, 1989; Renvall
and Hari, 2002; Robin et al., 1989; Sutter et al., 2000;
Watson, 1992; Witton et al., 1998; Wright et al., 1997).
Again, while it remains to be determined whether these
auditory deficits represent causal or comorbid (parallel
but noncausal) deficits (see McArthur and Bishop,
2001; Ramus, 2003; Rosen andManganari, 2001), an early
deficit in auditory processing could reasonably precede
observable LI, in which case assessment of auditory pro-
cessing in at-risk infants would be extremely useful in
identifying those likely to develop later language prob-
lems. In fact, Benasich et al. (2002) found that infants
with a family history of LI or dyslexia (and thus at an el-
evated risk of developing language problems them-
selves; Tallal et al., 1991) were impaired relative to
controls in their ability to discriminate two-tone se-
quences when there was a short interval between the
tones, but not with a longer interval. Prospective
follow-up of these children revealed a predictive rela-
tionship between the threshold at which rapidly pre-
sented auditory stimuli could be processed in infancy
and language outcomes at 12–24 months (Benasich
et al., 2006; Choudhury et al., 2007). More recently,
a comparable relationship was seen between early
auditory-evoked response potential and electroencepha-
logram (AERP/EEG) scores using these same stimuli
and later language outcomes (Choudhury et al., 2007).
In addition, predictive associations between early audi-
tory processing skills have been related to language
performance later in life in normally developing sam-
ples. Trehub and Henderson (1996) found that children
who had performed above the median on a variety of
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acoustic gap detection tasks at 6 or 12 months were
found to have larger productive vocabularies, use lon-
ger, more complex sentences, and produce more irregu-
lar words compared with children who had scored
below the median. Such findings are also supported by
evidence from studies recording evoked response poten-
tials (ERPs) to auditory stimuli in infancy. Molfese and
Molfese (1997) found that ERPs to consonant–vowel
syllables recorded from infants within 36 h of birth dif-
fered between children whose verbal IQ was above,
versus below, the norm at 5 years of age. Similarly, in-
fants with a family history of dyslexia showed different
patterns of ERPs to consonant–vowel stimuli as com-
pared with matched controls when recorded at 1 week
and at 6 months (Leppänen and Lyytinen, 1997;
Leppänen et al., 1999; Pihko et al., 1999). Importantly, ev-
idence indicates that these group differences do in fact
relate to emergent language skills, based on longitudinal
analysis (Benasich et al., 2006; Choudhury et al., 2007).

Collective data thus support the notion that the ability
to make fine auditory discriminations (rapid auditory
processing) is strongly correlatedwith later language de-
velopment and that deficits in this basic function may
impair subsequent language development, with ulti-
mate implications for higher-order processes seemingly
distal to basic acoustic processing (e.g., reading). Ongo-
ing researchwill continue to evaluate the role of basic au-
ditory processing deficits in the later emergence of
language deficits.

40.3.3 Phonemic and Phonological Processing
Deficits

Awide variety of language-based developmental dis-
orders appear to encompass a central deficit in the ability
to learn to identify and discriminate individual speech
sounds as unique (phonemic awareness). Studies of
both SLI and dyslexic/RD populations have consistently
shown deficits in phonemic awareness, aswell as phono-
logical processing (i.e., using and manipulating pho-
nemes and translating them to and from print) within
these populations. Tasks that tap such processes include
asking individuals to remove phonemes from words
(e.g., /slid/ to /lid/), substitute phonemes (e.g., /bat/
to /hat/), map phonemes from or onto letters (phoneme
to grapheme), and/or decode phonemes during non-
word reading tasks. The consistency of profound deficits
observed in such tasks within both SLI and dyslexic
populations has led to some speculation that phonolog-
ical deficits may form a critical core deficit spanning di-
verse language disorders (e.g., Bradley and Bryant, 1983;
Catts et al., 2005; reviewed in Vellutino et al., 2004).
However, speculation still continues regarding the puta-
tive etiological underpinning of core phonemic and

phonological difficulties. For example, many studies
suggest that difficulties with phonological processing
in LD populations may reflect underlying deficits in
sound processing and identification (or rapid auditory
processing deficits, as described above), while others
suggest that phonological deficits may arise in parallel
with separate auditory problems, but remain specific
to linguistic systems (e.g., Ramus, 2003). Still others as-
cribe core phonological deficits in LD to primary difficul-
ties with phonological memory (e.g., Gathercole and
Baddeley, 1990). In fact, a plausible explanation would
suggest that the core demands of phonological proces-
sing in language development may be such that disrup-
tion from a variety of different routes or causes (bottom-
up or top-down) might lead to impairments in this key
process of language development and reading and lead
in turn to shared or overlapping phenotypes of language
disruption.

Again, ongoing research into the role of core deficits
in phonemic awareness and phonological processing
will continue to inform the diagnosis, treatment, and eti-
ologic understanding of developmental LD as a whole.

40.3.4 Short-Term/Working Memory Deficits

Evidence has shown consistent evidence of deficits in
language processing using working and/or verbal short-
term memory (STM) to process sentence morphology,
syntax, and/or semantics in LD populations (Brady
et al., 1983; Shankweiler and Crain, 1986; Shankweiler
et al., 1995; Smith et al., 1989). Clearly, the effective use
of language requires the use of STM to hold letter sounds
in memory during word processing (prior to combining
the sounds into ameaningful word), as well as in proces-
sing complex semantic meaning within sentences, para-
graphs, and narratives (e.g., the meaning of later parts of
a sentence may be modified by early sentence structure
that must be held in STM to fully interpret the complete
sentence). Tasks that tap these underlying capacities in-
clude digit-span recall tasks, word-memory tasks, and
more complex assessments of active narrative compre-
hension during reading (see Montgomery et al., 2010,
for review). Evidence for STM deficits specific to proces-
sing phonological information, such as is required for re-
peating nonwords, has also been reviewed (Gathercole
and Baddeley, 1990; see also Catts et al., 2005). In a recent
review by Briscoe and Rankin (2009), the authors discuss
data dissociating deficits specific to the ‘phonological
memory loop’ versus more generalized deficits in exec-
utive working memory systems in SLI subjects, conclud-
ing that evidencemore strongly supports a deficit in core
phonological memory processes (phonological loop) as
opposed to overall executive memory. However, these
assertions are counted by findings such as those of
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Smith-Spark and Fisk (2007), who demonstrated deficits
in cross-modal executive working memory, as well as
phonological memory, in dyslexics.

An intriguing family-based genetic association study
has also shown a genetic–behavioral linkage within a
subset of dyslexic individuals, with deficits in STM
appearing to correspond to variations in a segment of
the dyslexia-risk geneDYX1C1 (Marino et al., 2007). Spe-
cifically, a significant linkage was observed between
single-letter backward-span scores and a genetic variant
within this segment of the DYX1C1 gene. Further evi-
dence suggests associations between memory and/or
attentional difficulties and anomalies in other dyslexia-
risk genes such as DCDC2 (Berninger et al., 2008). These
collective results support the view that ongoing genetic
research into LD may eventually reveal a correspon-
dence between specific genes (out of multiple LD risk
genes that have been, and are likely yet to be, identified)
and specific core functional deficits contributing to LD
(e.g., STM).

40.3.5 Visuospatial Processing, Visuospatial
Memory, and/or Visuospatial Attention Deficits

A series of studies in the 1990s suggested that, in ad-
dition to rapid auditory processing deficits, adult dys-
lexics might also be characterized by deficits in
processing rapidly changing, but not slowly changing
(or static), visual information. This assertion was based
on evidence of impairments in processing visual rapid
change in human dyslexics and led to suggestions
that LDmay include a core deficit in ‘magnocellular’ sys-
tem processing, since rapidly changing visual informa-
tion is processed in the magnocellular (rather than
parvocellular) subsystem of the visual thalamic nucleus
(Lehmkuhle et al., 1993; Livingstone et al., 1991;
Lovegrove et al., 1990; Slaghuis et al., 1992). Evidence
of a ‘magnocellular theory’ of dyslexia continues to
be explored (e.g., Stein, 2001). With regard to visual
memory, a recent study of adult dyslexics and age/IQ-
matched controls reported evidence of workingmemory
deficits in dyslexics for both verbal and nonverbal
(visuospatial) working memory span tasks that encom-
passed simple, complex, and dynamic span assessments
(Smith-Spark and Fisk, 2007). These latter studies were
of particular interest in showing that STM deficits in
dyslexic populations are not seen exclusively in the pho-
nological domain and may therefore reflect a more fun-
damental defect in neurological memory systems that in
turn impacts on language processing (as well as other
functions; but see Briscoe and Rankin, 2009). Ongoing
research also continues to explore the role of visual
memory and/or attention as a feature of LD populations.
For example, Shaywitz and Shaywitz (2008) have shown

that attentional processing plays a key role in reading
for dyslexic individuals as measured by fMRI, further
suggesting that this component of LD may even be ame-
nable to pharmacological remediation, similar to treat-
ment for ADHD.

Clearly, research has shown a range of core function-
al deficits associated with SLI and/or dyslexia/RD
(Figure 40.2), and research continues to refine these be-
haviorally established criteria for reliable subtyping
within the LD population. Thus, a very strong impetus
exists to establish markers of genetic or neural features
that could be used to segregate this heterogeneous LD
population. Unfortunately, what are needed first are re-
liable markers by which to identify homogeneous sub-
groups for testing, which will in turn yield significance
in genetic linkage and neuroimaging studies. Thismakes
the task circular and very difficult. Recognizing these
limits, studies have proceeded nonetheless by using het-
erogeneous populations (i.e., both SLI and dyslexic/RD)
with post hoc analysis of subgroups, by separating
groups based on core behavioral features (e.g., those
with/without phonologic deficits), by correlating one
putative marker with another (e.g., memory scores and
genetic mapping), by using longitudinal analyses of
emergent language measures to segregate groups, and
by assessing distinctions and overlaps with related dis-
orders (such as ASD-LI and SLI). Each of these ap-
proaches (as well as others) moves us forward in
understanding the underlying etiology of LD. The fol-
lowing sections will review some of the anatomic, neu-
roimaging and genetic data that have resulted from
these approaches.

40.4 NEUROPATHOLOGY OF LD

To date, structural neuroimaging and postmortem
studies performed on clinically defined childhood and
adult LD populations (SLI and dyslexic/RD) have, by
and large, failed to reveal consistent neurological factors
as markers for developmental language and reading dis-
abilities. Some evidence of reduced cortical and subcor-
tical volume in children with LD (e.g., Jernigan et al.,
1991) has been reported. Others have reported evidence
of anomalous hemispheric asymmetry in language-
disabled subjects as measured by postmortem anatomical
analysis (e.g., Galaburda, 1991; Galaburda et al., 1985;
Humphreys et al., 1990) and MRI (Hynd et al., 1990,
1991; Jancke et al., 1994; Larsen et al., 1990; Leonard
et al., 1993, 2006; Robichon et al., 2000; Schultz et al.,
1994). Generally, these studies report greater evidence
of abnormal (increased) symmetry in affected popula-
tions, specifically in the planum temporale, an area be-
tween Heschl’s gyrus and the sylvian fissure and
including Wernicke’s area, and, more recently, in the
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inferior frontal gyrus (with both regions showing a left
greater than right asymmetry in typical populations).
Interestingly, these effects appear to be larger and more
reliable for SLI subjects, as compared to dyslexics. In fact,
recent work by Leonard et al. (1993, 2006) specifically
compared cortical asymmetry for SLI and dyslexic popu-
lations and found evidence for smaller cerebral volume
and greater temporal symmetry only in SLI children.
Some evidence also shows reductions in cerebellar vol-
ume, as well as in the cortex and caudate nucleus, in in-
dividuals with a speech/language disorder (Watkins
et al., 2002). The cerebellar deficits are postulated to re-
late more specifically to motor component deficits in
LD. Clearly, more research is needed using homoge-
neous subtypes of the LD population in order to gain in-
formation about the biological underpinnings of
identified functional deficits associated with LD.

Notably, failure to identify a consistently observable,
gross anatomical neural feature of LD does not imply a
normal brain, which has led some to investigate more
subtle, but no less deleterious, mechanisms of neural dis-
ruption in developmental disabilities of language. For
example, key neurodevelopmental processes may be
disrupted early in life, leading to anomalous neurocir-
cuitry not necessarily evident at the gross anatomical
level. Such complex and subtle effects, however, could
have potentially severe behavioral consequences. One
scenario that could lead to such effects involves a conflu-
ence of genetic and/or environmental factors that occurs
in the perinatal period, during key periods of neural
development that disrupt the cascade of normal devel-
opmental events. One such example is neuronal mi-
gration disorders (Barth, 1987). Neuronal migration
disorders occur when control mechanisms regulating
the final positioning of newly generated migrating neu-
ral cells are disrupted and can result in permanent cellu-
lar/structural anomalies including agyria/pachygyria,
microgyria, dysplasia, and neuronal and leptomeningeal
heterotopias and focal ectopias (see Barth, 1987 for re-
view). In fact, Galaburda and Kemper (1979) reported
the presence of such focal cellular anomalies in the post-
mortem brain of an adult dyslexic male. This subject was
characterized by delayed speech development in the
preschool period, and difficultieswith reading and spell-
ing soon after entering elementary school, despite
normal intelligence and special tutoring. These neuroan-
atomical findings, including the presence of cortical dys-
plasias and polymicrogyria in the left temporal lobe and
cortical dysplasias throughout the left hemisphere, pro-
vided one of the first suggestions that language and
reading impairments may represent behavioral manifes-
tations of an underlying neuroanatomical disorder. Sub-
sequently, Galaburda et al. (1985) published an account
of three additional brains obtained at post mortem from
adult male dyslexics. One of these subjects exhibited

delayed speech development followed by reading
difficulties in school, and the others exhibited early
childhood learning disabilities followed by reading diffi-
culties. Again, numerous neuronal ectopias and cortical
dysplasias were observed, primarily in left perisylvian/
temporal (language) regions. The authors ascribed these
cellular anomalies to focal disruption of neocortical neu-
ronal migration, which probably occurred during the
prenatal period (see also Chang et al., 2005, 2007; Preis
et al., 1998; Rocha de Vasconcelos Hage et al., 2006).
This assertion is supported by developmental studies of
animal models exhibiting similar neuronal migration
disorders.

In addition to neocortical neuronal migration disor-
ders, fMRI studies have revealed clear evidence of
abnormal cortical activation in LD subjects during lan-
guage tasks, which is thought to reveal abnormal cortical
connectivity and/or circuitry in these subjects (e.g.,
Hoeft et al., 2006; Shaywitz et al., 1998, 2002; Temple
et al., 2001). In general, these results correspond to ana-
tomic findings, with evidence of reduced activation in
left perisylvian, occipitotemporal, and temperoparietal
regions during phonological and reading tasks in dys-
lexic/RD individuals (see Figure 40.1). Abnormalities
in white matter tracts connecting anterior and posterior
perisylvian regions have also been reported in subjects
with impaired reading ability (Klingberg et al., 2000).
Anomalous patterns of activation could in turn stem
from a common underlying etiology relating to pro-
cesses involved in neuronal migration, or they could re-
flect aspects of LD largely orthogonal to focal anomalies.
An improved understanding of how these disruptions in
neural functioning may underlie, or relate to, expressed
behavioral deficits would further our understanding of
the relationships among and between the behavioral def-
icits that characterize LD overall (as well as within var-
ious subtypes). In other words, the ambiguity in our
understanding of the etiology and interrelation of neural
anomalies characterizing LD parallels clinical controver-
sies regarding the role of core characteristic behavioral
deficits that define human LD (as discussed above).
Are neural anomalies – perhaps with a common under-
lying etiology – expressed in a variety of interrelated
structures and in turn expressed as a cascade of
interwoven functional deficits defining the fabric of
‘language disability’? Alternatively, can multiple and
semi-orthogonal anomalies simultaneously arise in neu-
ral development (both cortical and subcortical), leading
in turn to semi-orthogonal functional deficits that con-
tribute (in varying degrees) to a heterogeneous behav-
ioral expression of LD (with some features more
pronounced in certain subtypes than others)?

As an interesting aside, histopathological analysis
of sections from the same postmortem brains that had
previously shown focal cortical anomalies (Galaburda
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et al., 1985) also subsequently revealed abnormalities
at the thalamic level, specifically, in the lateral geniculate
(visual) nucleus (LGN; Livingstone et al., 1991).
The dyslexic brains showed significantly smallermagno-
cellular LGN cells (28% smaller in surface area), but no
size differences in parvocellular LGN neurons, as com-
pared to controls. Concurrent electrophysiological evi-
dence showed that healthy adult dyslexics exhibited
anomalies in neural activation during performance of vi-
sual tasks known to depend on the magnocellular sys-
tem. Livingstone and colleagues suggested that the
focal cortical anomalies seen in dyslexics were linked
to disruptions of thalamic development, including the
visual pathways of the LGN responsible for transmission
of low spatial frequency, low luminance contrast, and
high temporal rate of change of information (magnocel-
lular pathways; see also Lehmkuhle et al., 1993;
Lovegrove et al., 1990; Slaghuis et al., 1992). Subsequent
analysis of the same brains showed a similar type of
anatomical change in the auditory (medial geniculate)
nucleus (MGN). Specifically, dyslexics exhibited a sig-
nificant shift toward more small and fewer large cells
in the left MGN as compared to controls (Galaburda
et al., 1994). The latter findings have been viewed in light
of concurrent data demonstrating that language-
disabled subjects also exhibit fundamental defects in
the processing of rapidly changing auditory information
(discussed above).

40.5 CANDIDATE LD AND DYSLEXIA
SUSCEPTIBILITY GENES

Another approach to understanding the basic etiology
of language disorders derives from epidemiological and
family studies designed to draw linkages between the in-
cidence of specific genetic variants and the incidence of
language disorders (including dyslexia/RD). Studies
have examined the incidence of LD in families in order
to determine estimates of heritability, used linkage anal-
ysis to assess genetic ‘markers’ shared at above-chance
levels among affected individuals from the same family,
and used genetic association studies to examine corre-
spondence between variations in regions of genes and
specific phenotypes within a group (generally a clini-
cally defined group, such as dyslexics). Such studies
have revealed that language disorders are characterized
by a degree of heritability, but do not conform to any
single-gene models. Moreover, a degree of environmen-
tal influence seems to exist as well, since affected indi-
viduals can appear in families with no history of LD.
The etiology of these ‘nonheritable’ incidences could re-
flect factors such as chronic ear infections (which impair
hearing and thus may disrupt language acquisition),
perinatal birth incidents, or the cumulative effects

multiple ‘risk’ genes inherited from parents with sub-
threshold expression, but expressed in offspring due to
recombination or environmental exacerbation.

Cumulative studies appear to implicate a role for re-
gions on chromosomes 1, 3, 6, and 15 for SSD; 13, 16, and
19 for SLI; and 1, 2, 3, 6, 15, 18, and X for dyslexia/RD
(reviewed in Bishop, 2009; Gibson and Gruen, 2008;
Pennington and Bishop, 2009). Studies honing in on spe-
cific genes have further revealed a role for the FOXP2
gene in the KE family, as associated with the incidence
of an expressive language disorder (Fischer and
Scharff, 2009). Researchers have also reported on evi-
dence for six candidate dyslexia susceptibility genes.
These include DYX1C1, KIAA0319, DCDC2, ROBO1,
MRPL19, and C2ORF3 (see Anthoni et al., 2007;
Brkanac et al., 2007; Cope et al., 2005; Francks et al.,
2004; Hannula-Jouppi et al., 2005; Harold et al., 2006;
McGrath et al., 2006; Meng et al., 2005; Paracchini
et al., 2006; Schumacher et al., 2006; Taipale et al.,
2003, see Fischer and Francks, 2006, for review).

Of these genes, KIAA0319 and DCDC2 are located on
chromosome 6, FOXP2 is located on chromosome 7,
ROBO1 is located on chromosome 13, and DYX1C1 is
located on chromosome 15. MRPL19 and C2ORF3 are
coregulated genes on chromosome 2, the function of
which is not yet known. Research suggests that each of
the remaining genes appears to be involved in early cor-
tical development, including neuronal migration, axon
growth, and synaptic plasticity (Wang et al., 2006). Since
neurodevelopmental processes such as neuronal migra-
tion and axon growth share several common features
and requirements, including dependence upon coordi-
nated changes in cell adhesion and cytoskeletal restruc-
turing, the overlapping functions implicated for these
genes is not surprising. For example, ROBO1 has well-
understood roles in axon growth and neuronal migra-
tion. The proteins in the DCX family, of which DCDC2
is a member, play well-documented roles in neuronal
migration to neocortex and may also play a role in the
development of the corpus callosum (LoTurco et al.,
2006; Miller, 2005; Rosen et al., 2007; Wang et al.,
2006). In addition, KIAA0319 appears to play a role in
cortical cell adhesion and migration, as does FOXP2
(possibly via regulation of contactin-associated protein).
Moreover, FOXP2 appears to specifically modulate
cortical synaptic plasticity, and acts as a transcriptional
factor (transcriptional repressor) that may further
regulate the expression of other genes important to
brain development (Fischer and Scharff, 2009). Indeed,
research has revealed very minor changes to a pro-
moter sequence in the FOXP2 gene when comparing
humans and nonhuman primates, and this evolutionary
change may modulate some aspects of the develop-
ment of unique human language-processing capabilities
(Konopka et al., 2009).
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In terms of functional implications, studies using an-
imal models have provided a unique insight into the role
of these various genes by linking individual gene actions
with core functional deficits characteristic of human LD
populations. For example, studies have demonstrated
that knockdown of the avian ortholog to FOXP2 in birds
leads to an impairment in the motor learning of bird-
song, and also that Foxp2 knockout mice show anoma-
lous vocalizations (Gaub et al., 2010; Shu et al., 2005).
Similarly, recent research has used rodent models to
knock down the actions of identified dyslexia-risk genes
transiently, specifically through the transfection of ‘in-
terference RNA’ (RNAi) into the cerebral ventricles of
fetal rats. This RNAi is taken up by new neurons in the
ventricular zone, thus deactivating the target genes in
these specific cells. Behavioral testing of rodents treated
using this technology shows that male rats with embry-
onic cortical RNAi of the homologDyx1c1 exhibit deficits
in complex auditory processing later in life (Threlkeld
et al., 2007). These results have intriguing implications
for the possible role of DYX1C1 in modulating auditory
processing deficits, and perhaps even associated phone-
mic/phonological deficits. More recent research has
extended these findings to rodent models using another
dyslexia-risk gene, KIAA0319. Specifically, rats with
embryonic RNAi for the homolog Kiaa0319 also showed
significant deficits in rapid auditory processing for fast
frequency-modulated (FM) sweep stimuli as compared
to sham controls (Szalkowski et al., 2012). Again, these
effects are interpreted to parallel evidence of rapid
auditory processing deficits in LD populations. As an
aside, it is important to note that neither group of RNAi
animals was categorically impaired in sound processing
tasks, and both groups performed quite normally on
discrimination tasks with easier/slower stimuli (e.g.,
single tones). This point is important when developing
animal models for clinical conditions, since a genetic
defect resulting in comprehensive learning and cognitive
impairments would provide a poor model for the rela-
tively specific pattern(s) of deficits seen within the LD
phenotype.

More recently, another study examined STM perfor-
mance on a delayed match to sample radial arm maze
task in male rats with or without embryonic RNAi of
Dyx1c1 (Szalkowski et al., 2011). In this study, results
showed persistent STM deficits in Dyx1c1 knockdown
rats, as indicated by higher numbers of errors, parallel-
ing evidence of cross-modal STM deficits in human dys-
lexics (Smith-Spark and Fisk, 2007). These effects were
seen despite parallel evidence that Dyx1c1 RNAi rats
do not show deficits on basic spatial maze learning (Mor-
ris maze) unless migrational anomalies specifically ex-
tended into the hippocampus (as was seen in a small
subset of subjects; Threlkeld et al., 2007). Interestingly,
similar working memory deficits were not seen in a

sample of Kiaa0319 knockout rats, suggesting that these
genetic risk factors may exert dissociable effects on
core behavioral deficits related to dyslexia (Szalkowski
et al., 2012). Again, this pattern of behavioral–genetic
associations provides a relatively specific profile to
model deficits seen in LD (i.e., deficits in STM). Future
work will continue to explore a role for animal models
in evaluating these gene–brain–behavior relationships.

40.6 CONCLUSIONS

As will by now be readily apparent from the current
chapter, research in the field of language-related disabil-
ities represents one of the most comprehensive and
complex cross-disciplinary research fields currently con-
fronting the scientific and clinical community. On the
one hand, the breadth of expertise and approaches
brought to bear on the issue has led to a vast database
concerning the behavioral, neural, and genetic features
of LD. On the other hand, the field also suffers from
the challenge inherent to processing and integrating the
enormous amount of information that now exists.
These difficulties are reflected in the fact that different
researchers have created conflicting acronyms for what
appear to be the same terms, that substantial disagree-
ments exist regarding the distinctions and overlap be-
tween subgroups as a function of behavioral criteria
(leading to studies that use differently defined popula-
tions as subjects for assessment and experimentation),
and that it remains quite nearly impossible to achieve
expertise in fields as diverse asmolecular genetics to clin-
ical behavioral evaluation (thus constraining efforts to
integrate data on LD populations fully). Nonetheless, re-
searchers continue to move forward in refining and
reshaping our conceptions of language-related develop-
mental disorders from a behavioral perspective and in
adding new information to the database of neural and ge-
netic features that characterize thesepopulations. Finally,
animal studies provide a unique opportunity to test and
assess some of the putative genetic–neural–behavioral
links in an experimental manner that is virtually impos-
sible to employ with human subjects.

With regard to future directions, two of the most
promising goals toward which research efforts continue
to strive are (1) the development and implementation of
effective early diagnostic criteria that might detect in-
fants at risk for later language problems, and provide
an opportunity for very early intervention (while brain
systems are still highly plastic), and (2) the development
of effective remediation strategies tailored to unique pat-
terns of deficits in subpopulations of LD (Hoeft et al.,
2006). Promising efforts currently continue in both re-
spects. For example, studies have shown that measures
of acoustic processing obtained from infants as young
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as 6 months of age may predict their later risk for lan-
guage difficulties (Benasich et al., 2006; Choudhury
et al., 2007). In addition, intriguing neuroimaging stud-
ies have shown that effective intervention strategies
can actually shift the abnormal patterns of brain activity
in affected subjects observed during language tasks to-
ward more normative patterns following training (e.g.,
Gaab et al., 2007). All of these promising routes of inves-
tigation will continue in the next decade, as we continue
to make inroads in our diagnosis, understanding, and
treatment of developmental LD.
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behavior relationship 432, 439
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221–225, 223f
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357f
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assumptions 195–196
brain networks:

attention 396–397
developmental changes 397–401, 401–405

cognitive control circuits 786–789
brain regions:
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associated genes 733t, 736
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signaling pathways 163–164
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675–676
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obsessive compulsive disorder 768
sex differences 480
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cell adhesion molecules:
autism spectrum disorder 660–663, 660t
axon guidance, molecular turnover 585
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growth factor regulation 526–527
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cerebellum 75–93
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visual cortex 115–116, 115f
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development simulations 199–200
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neonatal cortical rhythms 131–153
prenatal ethanol exposure effects in rodents
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401–405
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CHRNA7 gene, microdeletions,

neurodevelopmental disorders 619f, 624
chromatin architecture genes, autism
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neural-tube defects association 504
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mouse models 552, 553t, 554
chromosome 15:
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disorders 624–625
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multisensory
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clarin-1 (CLRN1) 741–742
classical conditioning, nondeclarative
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frameworks 185–188
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imaging studies 187

language acquisition 315–330
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379–380, 381–382
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299
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empathy effects 379, 388, 389f

brain activity responses to observed pain
388, 389f

hypotheses 390
executive function development 434, 440
reward system, responses to pain in others

389f, 390
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visuospatial processing 273–275, 274f
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237–238
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plasticity 161–162

cortical matrix models, neural network
abnormal development simulations
199–200

cortical rhythms:
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cytokines, excitation–inhibition epilepsies 719
cytomegalovirus (CMV):

acquired hearing loss 732
congenital infections, autism spectrum

disorder 677

D
daily life, attention development 406–408
dairy products, azetidine-2-carboxylic acid

from sugar beet 541, 542–543
DCC netrin receptors, axon guidance 575,

578–579

DCN see deep cerebellar nuclei;
developmental cognitive neuroscience

deafness, see also hearing impairments
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neural substrate 305–306
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dendrodendritic synapses, olfactory bulb
8–9, 8f

dentate gyrus, memory development 306
deprivation-induced plasticity, spike timing-

dependent plasticity 172–173
desires - understanding, theory of mind

development 368, 369, 370
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389f
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dominant responses, inhibitory control in
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diurnal cortisol patterns 458–459
hypothalamic–pituitary–adrenocortical

axis 457–459
social regulation 457–458

early gamma oscillations (EGOs), rodent
somatosensory cortex 139–140

early hormonal influence studies, human
behavior 475

early network oscillations (ENOs), rodent
visual cortex 137–138

early network patterns, mechanisms 138–141,
138f
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early postnatal period, cerebellum, climbing
fiber–Purkinje cell connectivity 77–78

EC see effortful control
educational interventions, fragile X syndrome

643–644
EEG see electroencephalography
EF see executive function
efferent circuits, auditory system

development 25–27, 26f
efferent projections, cortical columns,

114–115
effortful control (EC), attention development

399, 405
EGOs see early gamma oscillations
EIF4E see eukaryotic translation initiation factor

4E gene
electric fish, sensory image cancellation 174
electroencephalography (EEG):
cognitive development studies 186
face processing studies 334–335
theory of mind development studies

371–372
electromotility, outer hair cells 24
electromyography (EMG), facial 382
electrophysiological methods:
cognitive development studies 186–187
contingent negative variation test 396,

398–399, 402
face processing 334–335, 337, 337f,

339–340, 339b
elicited imitation, memory assessment in

young children 302
EMG see electromyography
emotion:
autobiographical memory 304
empathy and understanding 380, 382–384
infant-directed talk 319–320

emotional development:
social perception 352

limbic system 355, 356f, 360
medial prefrontal cortex 358

emotional recognition:
face processing 355
sex differences 483

emotion regulation:
empathy 380–382, 384–385

antisocial behavior disorders 388, 390
empathy 379–393

affective sharing 380, 381–382
affective versus cognitive aspects 380,

381–382
antisocial behavior disorders/conduct

disorder 379, 388–390, 389f
brain region responses 380, 381, 381f, 386
development 381–384
emotion regulation 380–382, 384–385
emotion understanding 380, 382–384
neurodevelopmental changes 386–388, 387f
related concepts 380

EN2 see engrailed 2 gene
encephalocele, cranial neural-tube defect 503
encoding, cochlear transduction 22–23, 23f,

24–25
encoding of memory, neural substrate

305–306, 307–308
end-bulb of Held, auditory system circuits 26

endocrine system:
autism spectrum disorders 653t, 670
sex differences 474–477
see also adrenocorticotropic hormone;

hypothalamic–pituitary–
adrenocortical axis

endophenotypes, autism spectrum disorders
653–654, 653t

endoplasmic reticulum (ER), dendritic
spines 97

engrailed 2 (EN2) gene, autism spectrum
disorder 672–673, 673t

enlarged vestibular aqueducts (EVA),
Pendred syndrome 738–739

ENOs see early network oscillations
environmental autisms 675–678
environmental factors:

autism/schizophrenia risk 704f
executive function 435
executive function development 434–440
neural-tube defects 504–505, 513

environmental pollutants, autism spectrum
disorder 676–677

environmental restriction, repetitive
behavior, animal models 771–772

enzootic disease, azetidine-2-carboxylic acid
from sugar beet 542

Eph/ephrin signaling:
axon guidance 575, 576–577
cortical column development 124, 124f

epidemiology, autism spectrum disorder 652
epigenesis, deterministic versus probabilistic,

developmental cognitive neuroscience
194–195

epigenetics, 15q11-q13 locus 618, 620
epilepsy:

excitation–inhibition type 709–730

developmental brain differences 710–714
experimental developmental models

714–717
genetics 716–717
seizure-induced changes in the brain

717–721
treatment 721–724, 722t

epileptogenesis, definition 709–710
episodic memory 298

children over two years 303–304
children under two years 302–303
developmental changes 301
theories and studies 301

EPSP see excitatory postsynaptic potentials
ER see endoplasmic reticulum
ERK–PI3K–mTOR pathway 666f
ERN see error-related negativity
ERPs see event-related potentials
error monitoring, cognitive control

development 413, 415–416,
417, 423

error-related negativity (ERN), neural activity
pattern 416

estrogens, brain effects, sex differences
489–490

ethanol:
prenatal exposure
causing alcoholism in later life 521
clinical effects 522

rodent models 522–523
brainstem effects 524
cell cycle effects 523–524
cell fate effects 525–526
cerebral cortex effects 523–524
dentate gyrus effects 524–525
dose effects 522
effects on brain cell numbers 523–529
fetal programming 524–525
growth factor regulation of cell

proliferation 526–527
thalamus effects 524
timing and duration 522
see also fetal alcohol spectrum disorder

eukaryotic translation initiation factor 4E

gene (EIF4E), autism spectrum
disorder 660t, 666

EVA see enlarged vestibular aqueducts
event-related potentials (ERPs):
cognitive control development studies 415,

417, 419, 421, 422
cognitive development studies 186, 187
face processing studies 334–335, 337, 337f,

339–340
language development studies 322,

323–324
excitation–inhibition epilepsies 709–730
acute seizure-induced changes 717–718
AMPA receptors, postnatal development

714
brain-derived neurotrophic factor 718–719
chemoconvulsants 715–716
chlorine gradients 712–713, 712f, 722t, 724
chronic seizure-induced changes 720–721
environmental/perfusion models,

714–715
experimental models 714–717, 715t
GABAergic neurotransmission postnatal

development 711–713
GABAergic treatments 721–723
GABA receptor subunit changes 713
genetics 716–717
glutamatergic neurotransmission, postnatal

development 713–714
infantile spasms models 716
inflammation 719
kindling 716
NMDA receptors, postnatal

development 714
non-GABAergic treatments 723–724
postnatal development 710–714
seizure-induced changes 717–721
subacute seizure-induced changes 718–720
tetanus toxin 715
toxin models 715
treatments 721–724, 722t

excitatory postsynaptic potentials (EPSP),
spike timing-dependent plasticity 156,
160–161, 162–166

excitatory synapses:
dendritic spines 97–99, 98f
spike timing-dependent plasticity 160

executive attention network 396, 396f,
397, 398f

childhood 403–404
infancy 400–401
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executive function (EF) 429–445
abnormal development 429–430, 433–434
adolescents 434
clinical insights 433–434
infants 433
preschool children 433
school children 434

academic performance relationship
437–438

adolescents 432, 434
attention shifting/inhibitory control 417
biological studies 434
biological versus environmental predictors

of differences 434–440
clinical insights, abnormal development

433–434
definition 429
development 429–445
abnormal 429–430, 433–434
influences 434–440
normal 430–432

early development effects 437
empathy 380, 384
environmental factors 434–440
family influence 435, 436–437
genetic factors 435
infants 430–431, 433
inhibitory control relationship with

temperament 417
intervention effects 432, 437, 440, 441
interventions
interrelationship 440
randomized control trials 435–436, 440
training in tasks 435

neural substrate 429
normal versus aberrant developmental

pathways 429–430
normative developmental trajectory

430–432
adolescents 432
infants 430–431
preschool children 431
school children 431–432

parental influence 435, 436
preschool children 431, 433
restricted/repetitive behaviors 763
scaffolding 436, 440
school children 431–432, 434
self-regulation 399
social cognition relationship 438–439
social competence relationship 439–440
see also cognitive control; emotion

regulation
existence constancy, visual/cognitive

development 259, 259f, 264
experience, multisensory integration effects,

superior colliculus 51–55, 51f, 53f, 54f
experience-dependent functional circuit

development, auditory system 31,
36–37, 37f

experience-dependent map reorganization,
auditory system 36–37, 37f

experience-dependent plasticity, mammalian
V1 cortex 171–172

experimental models, excitation–inhibition
epilepsies 714–717, 715t

explicit memory 298–299
see also declarative memory

expression, see also genetic expression
expression recognition:

face processing
adults 332, 333
autism 344
infants 336
neural substrates 333
preschool children 338–339
school children/adolescents 341

extrastriate body area, lateral fusiform gyrus,
identity recognition 352

eye gaze processing, face processing 333
eye movement:

axon guidance disorders 591–592, 595–596
cortical control development 256
oculomotor development 256, 256f
visual attention development 255–256
see also Duane retraction syndrome;

horizontal gaze palsy with progressive
scoliosis

eyes:
anterior segment 742–747
corneal dystrophy 742–747, 743t
visual impairment 740–750, 743t

F
FA see fractional anisotropy
face processing 331–349

adolescents 340–342
adults 332–335

neural substrates 333–335, 334f
strategies 332
theoretical models 333

autism 344
children

emotional perception 382, 383
neural substrates 341–342
school age 340–342
toddlers/preschoolers 338–340

cognitive dysfunction 342–345
configural/holistic processing

adults 332, 333, 334–335, 336
development 336, 338, 340
dysfunction 342, 343–344

congenital cataracts 343–344
development

first year of life 335–338
preschoolers 338–340
school children/adolescents 340–342
ventral occipital temporal cortex 353,

353f
developmental cognitive neuroscience

theories
atypical experiences 198–199
functional MRI 197
interregional coordination 202
skill learning 194

electrophysiological/neuroimaging
methods 339b

emotional recognition
empathy in infants/young children 382,

383
limbic circuitry/amygdala 355

expression recognition
adults 332, 333
autism 344
infants 336
neural substrates 333
preschool children 338–339
school children/adolescents 341

identity recognition
adults 332, 333
infants 335
neuroanatomical substrates 352

impairments 342–345
infants 335–338

developmental changes 335–336
emotional perception 382, 383
expression recognition 336
neural signatures 337, 337f
neural substrates 336–337
visual perception 253, 253f

neural signatures 339b
infants 337, 337f
young children 339–340

neural substrates
adults 333–335, 334f
autism 344
children/adolescents 341–342
infants 336–337

neuroanatomical substrates
limbic circuitry 355
ventral occipital temporal cortex 352,

353f, 354f
neuroimaging methods 339b
perceptual narrowing 335–336
piecemeal versusholistic processing 259–261
prosopagnosia 342–343
strategies, adults 332
theoretical models, adults 333
ventral visual processing stream 275–276
visual system development 259–261, 260f
young children 338–340

developmental changes 338
emotional perception 382, 383
expression recognition 338–339

facial electromyography, affective sharing 382
facial features, fragile X syndrome 634, 634f
false beliefs:
theory of mind 367–368

infants 372
4/5 year olds 368–369

false belief task 368, 368f
false photograph task 369, 370
false sign task 370
family influence, executive function

development 435, 436–437
FASD see fetal alcohol spectrum disorder
fast mapping, lexical development 321
featural/configural levels, visuospatial

processing 273–275, 274f
feedforward networks, spike timing-

dependent plasticity 160
ferrets, superior colliculus 65f
fetal alcohol spectrum disorder (FASD)

521–537

animal models 522–523
behavioral consequences 529–530
clinical consequences 522
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ethanol effects on brain cell numbers
523–529

fetal programming 521, 530
see also ethanol, prenatal exposure

fetal development, adrenal glands, maternal
stress effects 452–453

fetal programming:
fetal alcohol spectrum disorder 521, 530
prenatal ethanol exposure in rodents

524–525
prenatal stress 451, 456

FFA see fusiform face area
FFG see fusiform gyrus
fiber tractography, diffusion tensor

imaging 220
fine-scale connectivity, auditory system 27
firing rates, spike timing-dependent plasticity

160–161, 161f
firing rate stability, spike timing-dependent

plasticity 160
flanker tests, interference suppression 414
fluorthyl, excitation–inhibition epilepsies,

716
flupirtine, excitation–inhibition epilepsies

722t, 724
FMR1 gene see fragile X mental retardation

protein
fMRI see functional magnetic resonance

imaging
FMRP see fragile X mental retardation protein
folic acid, neural-tube defects protection

204–205, 513–514
food chain, azetidine-2-carboxylic acid,

neurodevelopmental disorders 541,
542–543

forward genetic screens, mouse models of
neurulation/neural-tube defects 507

fractional anisotropy (FA):
structural brain development studies

218–219, 219f, 221, 222f
theory 217–218, 218f
visuospatial pathways 282–283, 282f, 287f

fragile X-associated tremor/ataxia syndrome
(FXTAS) 637–638

fragile X mental retardation protein (FMRP)
640

dendritic spine alterations 105
FMR1 gene 105, 632, 637, 639–640

fragile X syndrome (FXS) 631–650
assistive technology 644
associated medical conditions 635–636
ataxia syndrome 637–638
autism 635
behavioral interventions 643–644
behavioral phenotypes 635
clinical description 633–639
clinical phenotypes 633–635
connective tissue abnormalities 634, 634f
CYFIP1, 15q11-q13 locus 621
dendritic spine alterations 105
facial features 634, 634f
full mutation 632–633
future perspectives 645
genetic counseling 641
genetics 105, 639–640
gray zone 633

inheritance 640
intermediate zone 633
neurobiology 639–640
premutation carriers 632f, 633, 636–639
psychiatric manifestations, premutation

carriers 638–639, 643
symptomatic treatments 643
targeted treatments 641–643
testing 640–641
tremor/ataxia syndrome 637–638
visuospatial processing effects 286, 287f

frequency, cochlear transduction 23, 23f,
24–25

frontal cortex, cognitive control 786f, 787f,
788

frontal lobe maturation, empathy
development 385

frontal subcortex, cognitive control 786f, 787f,
788–789

frontoparietal attention networks, empathy
role 381, 386

functional brain imaging:
developmental cognitive neuroscience

197–198
theory of mind 369–371, 370f, 373–375,

374f
see also functional magnetic resonance

imaging
functional circuit development:

auditory system 21–39

activity-dependent 31, 36–37, 37f
afferent circuits 25–27, 26f
brainstem circuits 27–32
cochlea place codes 24–25
efferent circuits 25–27, 26f
interaural time difference recognition

28–29, 29f
midbrain and forebrain connectivity

32–38, 32f, 33f, 34f
peripheral 23–27, 24f, 26f

functionalized lateralization, sex differences
483–484

functional magnetic resonance imaging
(fMRI):

cognitive development studies 187
cognitive control development 415, 418,

420, 421, 424
evidence for theoretical frameworks 194,

195, 197–198, 200, 201
empathy
antisocial behavior disorders 388–389,

389f
emotion understanding 384
neurodevelopment 386
pain and distress 385–386

face processing studies 333, 339, 341–342
theory of mind studies 369–370, 373, 375

functional properties, spike timing-
dependent plasticity 159–162, 168–170

functional rationales, cortical columns 122
fusiform face area (FFA) 333, 334f,

352, 353–354, 353f
fusiform gyrus (FFG) 333, 352
FXS see fragile X syndrome
FXTAS see fragile X-associated tremor/ataxia

syndrome

G
GABA see g-aminobutyric acid
GABRB3 see gamma-aminobutyric acid

receptor subunit genes
g-aminobutyric acid (GABA):
GABAergic neurons

basal ganglia, repetitive behavior 772
chlorine gradients, excitation–inhibition

epilepsies 712–713, 712f, 722t, 724
early network pattern generation 140
postnatal development,

excitation–inhibition epilepsies
711–713

GABAergic treatments,
excitation–inhibition epilepsies
721–723, 722t

g-aminobutyric acid (GABA) agonists, fragile
X syndrome 642

g-aminobutyric acid (GABA) receptors:
autism spectrum disorders 673–674, 765–766
GABAA receptors
benzodiazepines, excitation–inhibition

epilepsies 722t, 723
developmental changes,

excitation–inhibition epilepsies 713
phenobarbital, excitation–inhibition

epilepsies 721–723, 722t
posttranscriptional regulation, seizure-

induced changes 717
topiramate, excitation–inhibition

epilepsies 722t, 723–724
transcriptional alterations,

excitation–inhibition epilepsies
719–720

GABAB receptors, developmental changes,
excitation–inhibition epilepsies 713

pharmaceutical agents,
excitation–inhibition epilepsies
721–723

subunit changes, excitation–inhibition
epilepsies 713

transcriptional alterations,
excitation–inhibition epilepsies
719–720

g-aminobutyric acid receptor subunit genes
(GABRB3), autism spectrum disorder
673–674

g-aminobutyric acid receptor subunit genes
(GABRB3, GABRA5, and GABRG3),
15q11-q13 locus genes 621

gamma bursts:
GABAergic neuron participation, neonates

140
rodent somatosensory cortex, neonatal

134–136, 135f
gamma-tubulin complex component 5

(TUBGCP5), neurodevelopmental
disorders, 15q11-q13 locus 621

gamma waves, rodent somatosensory cortex
139–140

gap junctions, cortical column development,
125

garden beets, azetidine-2-carboxylic acid in
food chain 541

gaze shifts, superior colliculus control 42, 45
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Gband karyotypes, autism spectrumdisorder
655t

GCs see granule cells
GDPs see giant depolarizing potentials
gene expression, cortical columnar pattern 116
genetic counseling, fragile X syndrome 641
genetic disorders, repetitive behavior

phenotypes 766–767
genetic factors:

attention development 405–406
catechol-O-methyl transferase 407
CHRNA4 gene 406–407
DRD4 gene 407–408
longitudinal studies 406–408

autism spectrum disorders 653–654, 654t,
655t, 657t

brain sex differences 487–488
Down syndrome 563
gene dosage effect 563
genetic/proteomic dysregulation 561
molecular genetics 548–549
neurodegeneration 562–563

language impairment 803–804
phylogeny versus ontogeny 191–192
psychological sex differences 474
repetitive behaviors 764–767
stress response systems 460–461

genetics:
excitation–inhibition epilepsies 716–717
fragile X syndrome 639–640
monogenic autisms 659–667
neural-tube defects 504–505
apoptosis disruption 512
convergent extension/PCP pathway

508–509, 508f
future directions 513–514
mouse models 507
neural-fold fusion disruption 511–512
neural plate bending disruption 510–511
patterning disruption 509–513
proliferation disruption 512–513

genomic architectures, recurrent copy
number variants 697

genomic engineering, Down syndrome
mouse models 552, 553t, 554

genomics, 15q11-q13 locus 618–620, 619f
geographical evidence, azetidine-2-carboxylic

acid role in neurodevelopmental
disorders 541–542

Gestalt theory, visual system development
251

gestational stress see maternal stress; prenatal
stress

giant depolarizing potentials (GDPs),
hippocampus 139

glial cells, seizure-induced changes 719
global/local levels:

visuospatial processing 273–275, 274f
perinatal stroke effects 283–284, 284f

glucocorticoid receptive elements (GREs),
stress physiology 448–449

glucocorticoid receptors (GRs), stress
physiology 448

glucocorticoids:
stress mediators 448
see also corticosterone; cortisol

glutamate receptors:
parallel fiber–Purkinje cell synapses,

cerebellum 83–85
posttranscriptional regulation, seizure-

induced changes 717–718
transcriptional alterations,

excitation–inhibition epilepsies
719–720

glutamatergic neurotransmission, postnatal
development, excitation–inhibition
epilepsies 713–714

glutamate transporter EAAC1 gene (SLC1A1),
obsessive compulsive disorder 765

glutaminergic neurons, basal ganglia,
repetitive behavior 772

goal directed action - understanding, theory
ofmind development studies 369, 370, 371

go/no-go decision tasks, response inhibition
414

G-protein-regulated inward rectifying
potassium channels (KCNQ channels),
excitation–inhibition epilepsies 722t, 724

grammatical development 323
infant statistical learning 237, 239, 240, 245
neural basis 323–324

grammatical morphology 323
granule cells (GCs), cerebellar circuits

75–76, 76f
graph theory, cognitive development theory

201–202
gray matter:

cortical thickness measurement 214, 214f,
215f

decrease in development 210, 213, 213f, 214,
215f

density/concentration mapping 213, 213f
in vivo volume analysis 210
sex differences 480
structural changes, IQ relationship 222–223
voxel-based morphometry 213, 213f

gray zone, fragile X syndrome 633
GREs see glucocorticoid receptive elements
growth factors, prenatal ethanol exposure

effects in rodents 526–527, 528–529
growth patterns, fragile X syndrome 636
growth-regulating genes, autism spectrum

disorder 664–666
GRs see glucocorticoid receptors
guidance cues and receptors, axon

guidance 575

H
habit formation, repetitive behavior 775
habituation, infant visual behavior 253, 256
hardware/software analogy, brains and

behavior 192–193
HDC see histidine decarboxylase
Head Start REDI, executive function

development studies 435–436
hearing, see also auditory system
hearing impairments:

acquired 732
auditory neuropathy 740
deafness/autosomal dominant

nonsyndromic sensorineural 1 gene
(DFNA1) 739

hereditary 732–740, 733t
hereditary deafness–blindness 740–742
hypothyroidism 738
reinstating hearing in the deaf 35–36
sensorineural 737
sensory organ disorders 731–740
tectorial membranes 737–738

hearing onset, afferent/efferent circuit
development 25–27, 26f

Hebbian spike timing-dependent plasticity:
circuit development 168–169, 169f
concepts 157, 158f
firing rate dependency 160–161, 161f
signaling pathways 163–164

hemispheric specialization, visuospatial
processing 278, 279f

hemodynamic responses:
empathy studies 385, 386, 388

antisocial behavior disorders 390
hereditary hearing loss 732–740
deafness–blindness 740–742
sensorineural hearing loss 737

heritability:
autism spectrum disorder 696
fragile X syndrome 640
schizophrenia spectrum disorders 696
see also genetics

heterosynaptic competition, parallel
fiber/Purkinje cell connectivity 85–86,
85f

heterotopia:
neuronal migration disorder 610–611

clinical characteristics 611
genetics 611
neuroradiological findings 611

heuristic models, copy number variants and
autism/schizophrenia risk 704f

hexalaminar columns, isocortex 111–113
HGPPS see horizontal gaze palsy with

progressive scoliosis
hierarchical form-processing tasks,

visuospatial processing 273–275, 274f
hierarchical networks, cognitive development

theory 202
higher auditory circuits:
afferent regulation developmental,

34–35
development 32–38, 32f, 33f, 34f
experience-dependent map reorganization

36–37, 37f
organization 32f
postnatal development 33–34, 34f
thalamocortical subplate transient

microcircuits 32–33, 33f
hippocampal pyramidal neurons:
CA1 cells, spike timing-dependent

plasticity 174
GABAergic neurotransmission,

excitation–inhibition epilepsies
711–713

glutamatergic neurotransmission,
excitation–inhibition epilepsies
713–714

postnatal development,
excitation–inhibition epilepsies
710–714
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seizure-induced changes,
excitation–inhibition epilepsies
717–721

hippocampus:
dendritic spine dynamics 102–103, 103f
dentate gyrus 306
giant depolarizing potentials 139
memory

development 306
role 306
spike timing-dependent plasticity 174

sex differences 480
L-histidine decarboxylase (HDC) gene,

Tourette syndrome 765
histological studies, structural brain

development 208–210
holistic face perception, development 259–261
holistic processing:
faces

adults 332
development 338, 340
dysfunction 342, 343–344
see also configural processing

homeobox A1 gene (HOXA1), autism spectrum
disorder 660t, 664–665

horizontal gaze anomalies, see also Duane
anomaly; Duane retraction syndrome

horizontal gaze palsy with progressive
scoliosis (HGPPS):

axon guidance signaling 595–596
clinical characteristics 595–596
genetics 596
neuroradiological findings 596

hormones:
adolescent behavior 476
autism spectrum disorders 653t, 670
early behavioral influence studies 475
human behavior 476–477, 489–490
sex differences 474–477
see also adrenocorticotropic hormone;

hypothalamic–pituitary–
adrenocortical axis

HOXA1 see homeobox A1 gene
HPA see hypothalamic–pituitary–

adrenocortical axis
HSA21 see human chromosome 21
11b-HSD see 11 beta hydroxysteroid

dehydrogenase
human behavior:
adolescents, hormone influences 476
circulating hormone influences 476–477,

489–490
early hormonal influence studies 475
superior colliculus 53f

human cellular models, Down syndrome
555–556

human chromosome 21 (HSA21):
insertion of genes/segments into mouse

chromosomes 547–548, 554
trisomy see Down syndrome

human cortex, spike timing-dependent
plasticity 174–175

human development, neurulation 507
human functional brain development theory

193–194
critical/sensitive periods 198–199

deterministic versus probabilistic
epigenesis 194–195

evidence from functional brain imaging
197–198

interactive specialization 194
maturational viewpoint 193–194
plasticity 196
predictions and evidence 196–197
sensitive periods 198–199
skills learning 194
static versus dynamic structure–function

mapping 195–196
underlying assumptions 194–196

human infants, testing visual organization at
birth 252–253

human neonates:
cortical rhythms
discontinuous temporal organization

141–144, 141f
perceptual development 144–147, 145f,

146f
11 beta hydroxysteroid dehydrogenase

(11b-HSD), stress physiology 448
hyperextensibility of metacarpal-phalangeal

joints, fragile X syndrome 634, 634f
hyperserotoninemia, autism spectrum

disorder 674–675
hyperthermia, excitation–inhibition

epilepsies 715
hypothalamic–pituitary–adrenocortical

(HPA) axis:
early care effects 458–459
fetal
maternal biological stress effects 455
maternal psychosocial stress effects

454–455
maternal, prenatal stress effects 451–452,

452f
postnatal development 456–457
social regulation in development 457–458
stress physiology 448, 449f, 450f
stress studies 448

hypothyroidism, hearing impairment 738
hypoxia, excitation–inhibition epilepsies

714–715

I
ICX see inferior colliculus
identity recognition:

face processing in adults 332, 333
ventral occipital temporal cortex 352–355

IDT see infant-directed talk
IGF-1 see insulin-like growth factor 1
IGT see Iowa gambling task
IHCs see inner hair cells
illusory contour perception studies, visual

system development 261
image cancellation, electric fish 174
imaging studies see neuroimaging
imitation facial expression, affective sharing

382
immediate early genes, seizure-induced

changes 717
immunological factors, autism spectrum

disorders 653t

impersonal moral judgments, cognitive
control 421

implicit memory 298–299
see also nondeclarative memory

imprinting, 15q11-q13 locus 618, 620
impulse control development:
cross-cultural differences 418–419
executive function development

relationship 432
see also inhibitory control

inbred mouse strains, repetitive behavior 772
inducible nitric oxide synthesis (iNOS),

excitation–inhibition epilepsies 719
induction, spike timing-dependent plasticity

156–159, 157f, 158f
infant-directed talk (IDT), early language

acquisition 319–320
infantile spasmsmodels, excitation–inhibition

epilepsies 716
infants:
attention development 255–256, 399–401
empathy, affective sharing 382
executive function development

abnormal 433
normal 430–431

face processing 335–336
expression recognition 336
identity recognition 335
“innate” factors 335
perceptual narrowing 335–336

language acquisition
speech production 318
statistical learning mechanisms 231–248

neonatal cortical rhythms 131–153
social–cognitive foundations of language

319–320
statistical learning mechanisms 231–248
theory of mind development 372–373
visual attention development 255–256
visual system development 252–253

infections:
autoimmune-mediated repetitive

behaviors 764
congenital, autism spectrum disorder

677–678
vertical, autism spectrum disorder 678

inferior colliculus (ICX), auditory spatial
tuning 66–67, 66f

inflammation, excitation–inhibition epilepsies
719

information flow, prefrontal cortex,
dopamine regulation 785

infrared spectroscopy (IRS), cognitive
development studies 187

inheritance see genetic; hereditary...;
heritability

inhibitory control:
cognitive control development 413,

414–415, 423
disorders 783–794
impulses, cross-cultural differences

418–419
individual differences 417, 418
moral judgment 421, 422
temperament–social outcome relationship

417
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inhibitory synapses:
activity-dependent remodeling, cerebellum

88
cerebellar circuits 86–88, 87f

activity-dependent remodeling 88
basket cell–Purkinje cell connectivity

86–87, 87f
stellate cell–Purkinje cell connectivity

87–88, 87f
olfactory bulb 8–9, 8f
spike timing-dependent plasticity 159

inner hair cells (IHCs):
afferent/efferent circuit development

25–27, 26f
cochlear transduction 23–24, 23f

inner supporting cells (ISCs), auditory system
development 24f, 25

iNOS see inducible nitric oxide synthesis
inositol 1,4,5-triphosphate (IP3) signaling,

parallel fiber–Purkinje cell synapse
stabilization and maintenance 84–85

insistence of similarity (IS):
animal models 772
genetic correlations, autism spectrum

disorders 766
insula cortex, empathy role 381, 381f, 386
insulin-like growth factor 1 (IGF-1),

regulation of cell proliferation 526
integrated perspectives, sex differences 477
integration:

multisensory circuits, superior colliculus
44–45, 50–51, 51f, 68

neuronal level 44
olfactory bulb 6–9

integrins, b3 subunits, autism spectrum
disorder 674–675

intellectual disability see cognitive deficits/
dysfunction

intellectual functioning, structural brain
development relationship 224, 224f

intentional communication, language
acquisition 320

“intentionality detector”, social perception
356–357

intentions of others:
perception of pain and distress in accidental

versus intentional harm 386, 387f
social perception 351–352, 355–356, 359,

360–361
theory of mind development 369

interactive specialization (IS):
postnatal human functional brain

development 194, 196, 200
atypical development 199–200
atypical experiences at critical/sensitive

periods 198–199
dynamic structure–function

relationships 195
functional brain imaging studies 197, 198
plasticity 196
probabilistic epigenesis 195

interaural time differences (ITD):
auditory system maturation 28–29, 29f
spatial tuning, inferior colliculus 66–67, 66f

interference suppression, inhibitory control
414

interhemispheric commissures, sex
differences 479

intermediate zone, fragile X syndrome 633
interneurons:

cerebellar circuits, granular layer 76, 76f
early network pattern generation 140
olfactory bulb 10–11, 10f, 13–14, 14f

interpersonal sensitivity development 386
see also empathy

interstitial duplications, 15q11-q13 locus
623–624

intracellular organelles, dendritic spines 97
intracortical elements, apical dendrite

microcolumn bundles 120, 121f
in vivo studies:

developing brain volume analysis 210–212
spike timing-dependent plasticity 166–167,

170–173
ion channels:

autism spectrum disorder 666–667
posttranscriptional regulation, seizure-

induced changes, excitation–inhibition
epilepsies 717–718

topiramate, excitation–inhibition epilepsies
722t, 723–724

Iowa gambling task (IGT), decision making
skill development 420

IP3 see inositol 1,4,5-triphosphate
IQ, structural brain development relationship

222–223, 223f
Iridogoniodysgenesis, associated genes 743t
IRS see infrared spectroscopy
IS see insistence of similarity; interactive

specialization
ischemia, excitation–inhibition epilepsies 715
ISCs see inner supporting cells
isocortex, hexalaminar arrangement,

111–113
isodicentric duplications:

interstitial q11-q13 duplications 623
15q11-q13 locus 623

isoelectric EEG epochs, network silence
141–142, 142f

ITD see interaural time differences

J
Jervell and Lange–Nielsen syndrome 733t, 739
Joubert syndrome 591–595, 743t
juxtaglomerular cells, connectivity 7–8

K
kainate, excitation–inhibition epilepsies 716
kainate receptors, excitation–inhibition

epilepsies 720, 722t, 723–724
Kallmann syndrome 596–599, 751
KCNQ channels see G-protein-regulated

inward rectifying potassium channels
KE family, language impairment heritability

798–799, 803
keratitis-ichthyosis-deafness syndrome (KID)

733t
KID see keratitis-ichthyosis-deafness

syndrome
kindling, excitation–inhibition epilepsies 716
Krause–Kivlin syndrome 743t

L
L1 cell adhesion molecule, axon guidance

577–578, 585
L1 syndrome 590–591
labeling, word–object associations, infant

statistical learning 242–245
Lange–Nielsen syndrome 733t, 739
language, see also communication; speech...;

verbal...
language abilities:
lip reading 333
sex differences 209–210, 482–483

language acquisition 315–330

adults role 319–320
characteristics of speech 316
co-occurrence statistics 235
correlational structure 239–240
intentional communication 320
lexical development 320–322
neural basis 316, 322, 323–324, 326
pragmatic development 320
social–cognitive foundations 319–320
speech perception 316–318
speech production 318–319
syntactic development 321–324
tracking probability distributions 232–234
transitional probabilities 235–236, 239–240
word–meaning association 242–245

internal statistics of labels 243–244
statistics of objects with same label

243–244
language areas:
left-hemisphere cortical regions 796f
structural brain development 213, 214–215,

215f, 224, 224f
language impairment (LI) 324–326, 797–798,

795–808, 798f
behavioral features 798–801, 798f
core function deficits 798–801, 798f
lexical development 325–326
neural bases 326
neuropathology 801–803
phonemic and phonological processing

deficits 798f, 800
rapid auditory processing deficits 798f,

799–800
short-term memory 798f, 800–801
social–cognitive foundations of language

325
specific disabilities 796–798, 798f
speech perception 324
speech production 324–325
susceptibility genes 803–804
syntactic development 326
terminology 797–798
visuospatial processing 801
working memory 798f, 800–801

lateral fusiform gyrus, face processing 333,
352

lateral inhibition, olfactory bulb 9–10
lateralized functions, sex differences 483–484
lateral superior olive (LSO), auditory circuits

28f, 29
lateral temporal cortex, biological motion

perception 355–358, 357f
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LCA see Leber congenital amaurosis
LCRs see low-copy repeats
LDs (language disabilities/disorders)

see language impairment
learning:
infants

associations between visible and
occluded objects 262–264

atypical experience at critical/sensitive
periods 198–199

postnatal human functional brain
development 194, 195–196

statistical mechanisms 231–248
targeted visual exploration 261–262
understanding of objects 261–265
visual–manual exploration 264–265
see also cognitive development; language

acquisition; memory; skill learning
Leber congenital amaurosis (LCA) 743t, 749
left hemisphere of cortex, language

processing 796f
levels of observation, developmental

cognitive neuroscience 192–193
levetiracetam, excitation–inhibition epilepsies

722t, 724
lexical development 320–322
constraints in word meanings 321
developmental process 321–322
language disorders 325–326
neural bases 322
stages 321
word–referent associations 242–245

LFP see local field potentials
LHPA see limbic-hypothalamic-pituitary-

adrenal
LI see language impairment
lie-telling, social and cognitive development

422
limbic-hypothalamic-pituitary-adrenal axis

(LHPA axis), stress physiology 449f
limbic systems:
empathy role 381, 385
social perception development 355, 360,

361f
lip reading, face processing 333
lissencephalies 573–615
cerebellar hypoplasia 610
classical 606–608
clinical characteristics 606, 609, 610
cobblestone 608–609
genetics 606–608, 609–610
microlissencephaly 610
neuronal migration abnormalities,

605–610
neuroradiological findings 608, 609, 610
X-linked with ACC 609–610

lithium–pilocarpine, excitation–inhibition
epilepsies 715–716

local cortical circuits, postnatal development,
auditory system 33–34, 34f

local field potentials (LFP), olfactory bulb
10–11, 10f

local/global visuospatial processing 273–275,
274f

perinatal stroke effects 283–284, 284f
localization, spatial perception 277–278

longitudinal studies, attention development
406–408

long-term depression (LTD), spike timing-
dependent plasticity 155–181

long-term memory 298
neural substrate 306

long-term neuroadaptations, repetitive
behavior 774–775

long-term potentiation (LTP):
dendritic spines 100, 102–105, 103f
spike timing-dependent plasticity 155–181

looking-time studies, theory of mind
development in infants 372

loop tail (lp)mouse, neural-tube defect models
508–509

LORETA see low-resolution brain
electromagnetic tomography

low-copy repeats (LCRs), 15q11-q13 locus
618–620

low-resolution brain electromagnetic
tomography (LORETA) 371–372

lp see loop tail

LSO see lateral superior olive
LTD see long-term depression
LTP see long-term potentiation

M
macroscopic patterning, cortical columns

117–118
magnetic resonance imaging (MRI):

cognitive development studies 187
structural brain development studies
comparison with older techniques

207–208
comparison to postmortem/histological

studies 208
cortical thickness measurement 214
diffusion MRI techniques 217–221
in vivo volume analysis 210
see also functional magnetic resonance

imaging
maintenance:

map alignments, superior colliculus 45–46
parallel fiber–Purkinje cell synapses,

cerebellum 83–85
mammals:

cortical column modular circuitry 115f
olfactory bulb synaptic organization

4–12, 5f
V1 cortex sensory tuning 171–172

manual–visual exploration, infant
understanding of objects 264–265

map alignment, superior colliculus
45–46

mapping, brain structure–function, static
versus dynamic 195–196

MAPs see microtubule associated proteins
maternal behavior, early caregiving 457
maternal diabetes, neural-tube defects

association 504–505
maternal stress:

biological, infant/child developmental
effects 455–456

fetal programming 451
HPA/placental effects 451–452, 452f

human fetus 453–454
neurobehavioral effects 447
psychosocial, infant/child developmental

effects 454
mathematical abilities, sex differences 470
maturation:
delay, superior colliculus 50
multisensory circuits 63–68, 64f

sensitive periods 69–70
superior colliculus 50

postnatal human functional brain
development 193–194, 196, 197

atypical experience at critical/sensitive
periods 198–199

deterministic epigenesis 194–195
functional brain imaging studies 197
plasticity 196
static structure–function relationships

195
superior colliculus 46–55

MD see mean diffusivity
mean diffusivity (MD), diffusion tensor

imaging 217–219, 218f, 221, 222f
mechanosensory transduction, cochleal

stereocilia 23–24, 23f
MeCP2 see methyl-CpG-binding protein 2 gene
medial fusiform gyrus:
face processing 333
see also fusiform face area

medial hinge point (MHP), neural plate
bending 506, 508–509, 510–511

medial olivocochlear (MOC) neurons,
functional circuit development 25–27, 26f

medial posterior parietal cortex (mPPC),
social perception 358, 361, 361f

medial prefrontal cortex (MPFC):
empathy role 381, 381f
representation of self and other 358, 361f
theory of mind development 369–370, 370f,

371–372, 374
medial superior olive (MSO), auditory circuits

28–29, 28f
medial-temporal structures, memory role 298,

306
medication-induced repetitive behaviors:
animal models 771
phenomenology and treatment 764

mediumspiny cells of basal ganglia, repetitive
behavior 772

meiotic nondisjunction, aneuploidy 548, 549f
memory 297–314

autobiographical memory 298, 301, 304–305
capacity of different types 298
child studies and theories 301
consolidation/storage 306, 308–309
co-occurrence statistics, infant learning 235
declarative 298, 300–306
developmental changes 300–305

functional consequences 307
mechanisms 305–310

encoding, neural substrate 305–306,
307–308

forms 297, 298–300
hippocampus, spike timing-dependent

plasticity 174
language impairment 798f, 800–801
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memory (Continued)
long-term 298
neural structures and processes 305
nonadjacent co-occurrence probabilities,

language acquisition 237
nondeclarative 298, 300–305
relationship between forms 299–300
retrieval, neural substrate 306, 309–310
sex differences 470, 480
short-term 298, 305–306
language impairment 798f, 800–801

spike timing-dependent plasticity,
hippocampal memory functions 174

storage 306, 308–309
temporal–cortical network 298, 306, 307
visual development 256–258
visuospatial, language impairment

798f, 801
working memory
academic performance relationship 437
language impairment 798f, 800–801
neural substrates 305–306

young children 301
meningocele:

cranial neural-tube defect 503
spinal neural-tube defect 504

meningoencephalocele, cranial neural-tube
defect 503

mental rotation, dorsal visual processing
stream 280–281

metabotropic glutamate receptors (mGLuRs):
antagonists, fragile X syndrome 641–642
spike timing-dependent plasticity 162–166

metacarpal-phalangeal (MP) joint
hyperextensibility, fragile X syndrome
634, 634f

metarepresentational theory of mind 368–369
methyl-CpG-binding protein 2 gene (MeCP2),

autism spectrum disorder 660t, 664
N-methyl-D-aspartate receptors (NMDAR),

excitation–inhibition epilepsies 711f,
713–714

MET protooncogene, autism spectrum
disorder 669–670

MFs see mossy fibers
mGLuRs see metabotropic glutamate

receptors
MHP see medial hinge point
microcircuits:

cerebellum overview 75–77, 76f
olfactory bulb synaptic processing 6–9

microcolumns, apical dendrite bundles 120
microdeletions, neurodevelopmental

disorders 619f, 624
microduplications, neurodevelopmental

disorders 624–625
microglia, seizure-induced changes 719
microlissencephaly 610
microphthalmia, sensory organ disorders 742,

743t
microscopic patterning, cortical columns

117–118
microtubule associated proteins (MAPs),

axon guidance 585
microtubule cytoskeleton, axon guidance,

585

midline crossing:
axon guidance 578, 579

corpus callosum 586
disorders 574, 587, 589, 595

midline patterning, corpus callosum
development 577, 586

mind-mindedness, executive function
development 436

minds of others, understanding see theory of
mind

mineralocorticoid receptors (MRs), stress
physiology 448

minicolumns, dendritic bundle relationships
120–122

minimum principle, Gestalt theory of vision
251

minocycline, fragile X syndrome 642–643
misoprostol, autism spectrum disorder 676
mitochondrial DNA (mtDNA), autism

spectrum disorder 657–658, 657t
mitral cells of the olfactory bulb 8–9, 8f, 9–10,

10f
receptive fields 9–10, 10f

mitral valve prolapse (MVP), fragile X
syndrome 636

mixed auditory and visual impairment
740–742

mixed hearing loss, hereditary 732–737
MOC see medial olivocochlear neurons
modular circuitry, visual cortex 115–116, 115f
modulation, odor responses 12
molecular genetics, autism spectrum disorder,

schizophrenia associations 696–697
monkeys, primary visual system 121f,

272–273, 272f
monoallelic expression, 15q11-q13 locus 618
monogenic autisms, genetics 659–667
mood stability, fragile X syndrome 643
moral behavior:

cognitive control 421–423, 424
empathy relationship 379, 380, 383
lie-telling 422
social convention rules relationship 422

moral judgment:
cognitive control 421–423
personal versus impersonal 421

morphemes, definition 316
morphogenetic genes, autism spectrum

disorder 664–666
morphological characteristics, dendritic

spines 96–97, 96f
morphological factors, autism spectrum

disorders 653t
mosaicism, fragile X syndrome 639
mossy fibers (MFs), cerebellar microcircuit

overview 75–76, 76f
motion perception, biological versus non-

biological 355–358, 357f
motivation:

cognitive control relationship
cultural differences 419
decision making 419–423
reward responses 420, 421

motor deficits:
Down syndrome 556–558
language impairment 798–799, 798f

motor development:
speech production 318
superior colliculus 55

motor skills:
nondeclarative memory 299
sex differences 471

mototropic representation, superior colliculus
45, 55

mouse models:
Down syndrome 547–548, 552–556, 553t
neurulation/neural-tube defects 505, 506,

507
apoptosis disruption 512
convergent extension/PCP pathway

disruption 508–509
folic acid role 513–514
genetic approaches 507
neural fold fusion disruption 511–512
neural plate bending disruption 510–511
proliferation disruption 512–513

15q11-q13 deletions/duplications 626
see also rodents

MP see metacarpal-phalangeal
MPFC see medial prefrontal cortex
mPPC see medial posterior parietal cortex
MRI see magnetic resonance imaging
MRs see mineralocorticoid receptors
MSO see medial superior olive
mtDNA see mitochondrial DNA
Muckle–Wells syndrome 733t
multifactorial disorders, neural-tube defects

504–505
multimodal imaging, structural brain

development 221, 222f
multiple sclerosis:
azetidine-2-carboxylic acid role 541
enzootic mimic, swayback in lambs 542

multisensory behavior 61–62
multisensory circuits 61–73
auditory system spatial tuning 65–68,

66f, 67f
behavior and perception 61–62
cortex, development 68–69, 69f
integration, superior colliculus 68
map alignment, superior colliculus 65–68
maturation 63–68, 64f
sensitive periods 69–70
superior colliculus 62–63, 64f
temporal resolution 61–62

multisensory integration:
superior colliculus 44–45, 68

receptive fields 50–51, 51f, 52f, 53f, 54f
multisensory neurons, superior colliculus

44–45, 50–51, 51f, 52f
multisensory perception 61–62
mutations:
autism spectrum disorder 655t
copy number variants

autism 697
nonallelic homologous recombination 697
schizophrenia 697

mouse models, neural-tube defects 507
15q11-q13 locus 619–620

mutual exclusivity constraint, word learning
321

MVP see mitral valve prolapse
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myelination, structural brain development
209, 210, 215

myelin basic protein (MBP), multiple sclerosis
541, 542

myelomeningocele, spinal neural-tube defect
504

N
NAHR see nonallelic homologous

recombination
nativism, genetic role in development

191–192
naturally occurring neuronal death (NOND):
developmental pattern 527–528
see also apoptosis

NDD see neurodevelopmental disorders
near infrared spectroscopy (NIRS), cognitive

development studies 187
neocortex:
cortical columns, ontogenic units 123–124
memory role 305–306

neonatal cortical rhythms 131–153
discontinuous temporal organization

141–144, 141f, 142f
early network patterns 138–141, 138f
perceptual development 144–147, 145f, 146f
premature humans 132–133, 133f
rodents 133–138, 135f, 137f, 138f

neonates:
empathy development 382
fragile X screening 641
speech perception 317
visual system development 252–253

netrins-DCC/UNC5 receptor system, axon
guidance 575, 578–579

network hierarchies, cognitive development
theory 202

networks, attention 396–397
network silence, isoelectric EEG epochs

141–142, 142f
network structures, graph theory 200, 201–202
neural bases of language:
disorders 326
grammatical development 323–324
lexical development 322
perception and production 316

neural fold fusion, neural-tube defects
511–512

neural networks:
cortical matrix models 199–200
development of interregional functional

connections 200
social perception 360, 361f

neural plate bending:
control genes 510–511
hinge points 506, 510–511

neural-tube defects (NTDs) 501–519
anterior–posterior patterning genes

509–510
apoptosis disruption 512
convergent extension/PCP pathway

508–509, 508f
dorsal–ventral patterning genes, neural-

tube defects 510
environmental factors 504–505

epidemiological research 513–514
etiology 504–505
genetics 504–505, 507
molecular basis 507–513
mouse models 507
neural-fold fusion disruption 511–512
neural plate bending disruption 510–511
patterning disruption 508, 509–513
prognosis 504
proliferation disruption 512–513
types 503–504

neurexins, autism spectrum disorder 660t,
663–664, 671–672

neurobiology:
auditory system development 22
fragile X syndrome 639–640

neurocircuitry:
cognitive control 786–789
repetitive behavior 772–775

neurodegeneration, Down syndrome
549–550, 561–563

neurodegenerative diseases:
cortical columns 123
dendritic spines 105

neurodevelopmental changes:
empathy 386–388
maternal stress effects 453, 455, 456

neurodevelopmental delay, Down syndrome
552, 556–557, 558–559

neurodevelopmental disorders (NDD):
animal models, 15q11-q13 disorders

625–627
complex diseases, 15q11-q13 locus 624–625
contiguous gene deletion/duplication

syndromes, 15q11-q13 locus 621–624
deletions, 15q11-q13 621–622
duplications, 15q11-q13 623
E3 ubiquitin ligase gene 620–621
executive function 429–430, 433–434
face processing 342, 344–345
interstitial q11-q13 duplications 623–624
isodicentric chromosome 15q duplications

623
microdeletions at 15q11-q13 locus 619f,

624
microduplications at 15q13.3 locus,

624–625
nonprotein amino acids 539–545
alternative splicing molecule effects

542–543
aminoacyl-tRNA prolyl synthetases 540
azetidine-2-carboxylic acid 539, 541

15q11-q13 locus 619f, 617–630
animal models 625–627
complex diseases 624–625
contiguous gene deletion/duplication

syndromes 621–624
deletions 621–622
duplications 623
interstitial q11-q13 duplications 623–624
isodicentric duplications 623
microdeletions 619f, 624
microduplications 624–625
SnoRNAs 619f, 621

SnoRNAs 619f, 621
theory of mind development 369

see also autism spectrum disorders; Down
syndrome; fragile X syndrome;
lissencephalies

neurodevelopmental genomics:
autism spectrum disorder 695–708
schizophrenia spectrum disorders 695–708

neurofibrillary tangles (NFTs), Down
syndrome–AD similarity 550, 561–562

neurogenesis:
adult olfactory epithelium 13
cerebellar Purkinje cells 77
Down syndrome 558–559
excitation–inhibition epilepsies 720

neurogenetic syndromes:
visuospatial processing effects 285–287
see also fragile X syndrome; Turner

syndrome; Williams syndrome
neurohemodynamic responses:
empathy studies 385, 386, 388

antisocial behavior disorders 390
neuroimaging:
cognitive development studies 187
empathy 384, 385–386
face processing studies 333, 339b
repetitive behavior 767–769
structural brain development

brain mapping approaches 212
in vivo volume analysis 210
multimodal imaging 221, 222f
safety issues 207–208

theory of mind 369–371, 370f, 373–375,
374f

Tourette syndrome 767–768
visuospatial pathways 282–283, 282f, 287f
see also diffusion tensor imaging; functional

magnetic resonance imaging; magnetic
resonance imaging; near infrared
spectroscopy

neurolignin genes, autism spectrum disorder
660–663, 660t

neuromodulatory control:
executive attention development 406
spike timing-dependent plasticity,

165–166
neuronal death:
excitation–inhibition epilepsies 718
naturally occurring 527
prenatal ethanol exposure effects 527–529

neuronal glutamate transporter EAAC1 gene
(SLC1A1), obsessive compulsive disorder
765

neuronal growth cones, axon guidance
574–575

neuronal integration, multisensory 44
neuronal migration:
overview 603–605
prenatal ethanol exposure effects 525

neuronal migration disorders 605–613
heterotopia 610–611
lissencephalies 605–610
polymicrogyria 612–613
schizencephaly 613

neurons:
multisensory, superior colliculus 44–45,

50–51, 51f, 52f
quantification, cortical columns 117, 118f
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neuropathologies:
autism spectrum disorder 652–653
cortical columns 123
dendritic spines 105
language impairment 801–803
repetitive behavior 767–769

neuropilin semaphorin receptors, axon
guidance 575, 577–578

neuropsychiatric disorders:
dendritic spine alterations 105
dendritic spines 105
fragile X premutation carriers 638–639
see also schizophrenia spectrum disorders

neurotrophic factors, excitation–inhibition
epilepsies 718–719

neurotrophins, prenatal ethanol exposure
effects 528–529

neurulation:
amniotes 506–507, 506f
animal models 505
apoptosis disruption 512
humans 507
primary and secondary 505–506, 505f
understanding neural-tube defects 505–507

newborns see neonates
NFTs see neurofibrillary tangles
nicotinic cholinergic receptors, CHRNA4

gene 406–407
night blindness 743t, 750
NIRS see near infrared spectroscopy
nitric oxide (NO):

dendritic spine formation 99
excitation–inhibition epilepsies 719

NKCC1 inhibition, bumetanide 722t, 724
NMDAR see N-methyl-D-aspartate receptors
N-methyl-D-aspartate receptors (NMDAR):

excitation–inhibition epilepsies 711f, 713–714
flupirtine antagonism 722t, 724
spike timing-dependent plasticity 161–162,

161f, 162–166
NO see nitric oxide
nomenclature, cortical columns 111–114, 112t
nonadjacent co-occurrence probabilities,

learning in infancy 237–238
nonallelic homologous recombination

(NAHR), copy number variants 697
noncognitive sex differences 471–472

prenatal hormonal influences 475–476
socialization 473

NOND see naturally occurring neuronal death
nondeclarative memory 298, 299

declarative memory relationship 299–300
developmental changes 300–305

nonhuman primates, primary visual system
121f, 272–273, 272f

nonhuman sex-typed behaviors, hormonal
influences 474–475

nonmammals:
cortical columns 122
Down syndrome models 554–555, 555t

nonprotein amino acids:
neurodevelopmental disorders 539–545
alternative splicing molecule effects

542–543
aminoacyl-tRNA prolyl synthetase 540
ring strain and reactivity 540, 540f

nonsyndromatic autisms:
common variants 667–675
environmental 675–678

nonsyndromic ear disorders 733t
Norrie disease 733t
NRXN1 gene, autism spectrum disorder 660t,

663–664
NTDs see neural-tube defects
numerical concept development, comparison

with theory of mind development 373

O
OA see ocular albinism
object labeling and categorization:

constraints in word meanings 321
language acquisition 241, 243–244
statistical learning 242–245

object perception development:
infant learning 261–265
newborns 253, 254f
occluded objects 253, 254f, 259, 259f
postnatal development 249, 259, 259f
spatial completion 259, 261–262, 264, 264f
spatiotemporal completion 259, 262–263,

264
surface segregation 265, 265f

object permanence:
executive function development 430–431
visual system development 251

obsessive–compulsive disorder (OCD):
disorder of cognitive control 783
genetic susceptibility 765
neuroimaging 768–769
phenomenology and treatment 762–763
15q11-q13 locus, deletions 621

OCA see oculocutaneous albinism
occipital temporal cortex, social perception

development 352–355
occluded objects, visual/cognitive

development 253, 254f, 259, 259f
OCD see obsessive–compulsive disorder
ocular albinism (OA), axon guidance

disorders 599
ocular dominance (OD) columns, visual

cortex 115–116, 116f, 125
oculocutaneous albinism (OCA), axon

guidance disorders 599
oculomotor development 256, 256f
OD see ocular dominance
OFC see orbitofrontal cortex
OHCs see outer hair cells
OKN see optokinetic nystagmus
olfactory bulb:

activity-dependent plasticity 14–16
adult neurogenesis 13
anatomical organization 7f
centrifugal fiber innervation 12
circuit development 13–14
dendrodendritic synapses 8–9, 8f
first synapses 6–8
glomerular layer 6–8
lateral inhibition 9–10
local field potentials 10–11, 10f
mitral/tufted-granule cells 8–9, 8f, 10f
neural circuits 1–19

output neurons 8–9, 8f, 9–12, 10f, 11f
sensory inputs 5–6, 5f
sensory processing

input layer 6–9
output layer 9–12, 10f, 11f

synaptic organization 4–12, 5f, 7f
synaptic processing microcircuits 6–9
temporal/population coding 10, 11f

olfactory system:
schematic representation 4f
sensory organ disorders 751–752, 751t
spike timing-dependent plasticity 174

ontogenetic development:
developmental cognitive neuroscience 192
versus phylogenetic development 191–192

ontogenic units, neocortex 123–124
opossum, cortical column neuron

quantification 118f
optic tectum (OT):
development 41–59
Xenopus, spike timing-dependent plasticity

170–171
see also superior colliculus

optokinetic nystagmus (OKN), visual stability
development 258–259

orbitofrontal cortex (OFC):
antisocial behavior disorders 389–390
empathy role 381, 381f, 386, 387
obsessive compulsive disorder 768

organ of Corti, sensory transduction 23, 23f
orientation columns, visual cortex 116
orienting attention network 396–397, 396f,

398f
childhood 402–403
infancy 399–400

OT see optic tectum
otitis media, fragile X syndrome 636
outer hair cells (OHCs):
afferent/efferent circuit development

25–27, 26f
cochlear transduction 23–24, 23f
electromotility 24

output neurons:
olfactory bulb

inhibitory connections 8–9, 8f
sensory processing 9–12, 10f, 11f

overlapping cortical columns, physiological/
anatomical structures 116–117

overlapping molecular genetic associations,
autism and schizophrenia spectrum
disorders 696–697, 697t

owls, prism adaptation 66–67, 66f
oxidative stress, Down syndrome

neurodegeneration 562
OXTR see oxytocin receptor gene
oxytocin receptor gene (OXTR), autism

spectrum disorder 670–671, 671t

P
P50 auditory gating defects, schizophrenia

624
pain:
perceiving distress in others

empathy 385–386, 387f
antisocial behavior disorders 388, 389f
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PANDAS see postinfections autoimmune
neuropsychiatric disorders associated
with group A streptococcal infection

parallel fibers (PFs):
cerebellar circuits 75–76, 76f
heterosynaptic competition 85–86, 85f
Purkinje cell connectivity 83–86

parental influence:
executive function development 435, 436
see also maternal...

parent-of-origin specific expression:
interstitial q11-q13 duplications 623–624
15q11-q13 locus 618, 626

parietal lobe, visuospatial pathways 271–272,
272f

parietal–frontal brain networks, visuospatial
pathways 273, 288

pattern analysis, ventral visual processing
stream 272f, 273–274

PC see posterior cingulate
PCP see planar cell polarity
PCs see Purkinje cells
PDGF see platelet-derived growth factor
pediatric epilepsy:
antiepileptic drugs 721–724, 722t
excitation–inhibition type 709–730

seizure-induced changes in the brain
717–721

treatments 721–724, 722t
Pendred syndrome 733t, 738–739
perception:
development, neonatal cortical rhythms

144–147, 145f, 146f
distress in others 385–386, 388, 389f
multisensory 61–62
see also face processing; object perception

development; social perception
perceptual conflict, posterior parietal cortex

786f, 787f, 788
perceptual localization, dorsal visual

processing stream 277–278
perceptual narrowing, face processing in

infants 335–336
perceptual priming, nondeclarative memory

299
perceptual speed, sex differences 470–471
perforated postsynaptic densities 96, 96f
perinatal brain damage, developmental

cognitive neuroscience 198–199
perinatal stroke, visuospatial processing

effects 283–285, 284f
periphery-related thalamocortical patterning,

barrel fields 118–120, 119f
personal distress, empathy response

380–381, 384
personality, sex differences 472
personal moral judgments, cognitive control

421
person recognition see identity recognition
PET see positron emission tomography
Peter’s anomaly 743t
PFC see prefrontal cortex
PFs see parallel fibers
phenobarbital, excitation–inhibition

epilepsies 721–723, 722t
phenomenology, repetitive behaviors 762–764

phenotypes, fragile X syndrome 633–636
phenylketonuria (PKU), cognitive control

impairment 785
phenylthiocarbamide (PTC) nontasters

750–751
phenytoin, autism spectrum disorder

675–676
philosophy of science:

role of reductionism 193
value of theories 192–193

phoetal anticonvulsant syndrome, autism
spectrum disorder 675–676

phonemes:
definition 316
processing deficits 798f, 800

phonetic contrasts 232
phonetic perception/discrimination:

neonates 317
probability distributions in speech sounds

232
phonological development, speech

production 318–319
phonological processing deficits, language

impairment 798f, 800
phonotactic constraints, definition 316
phonotactics, sequential learning 235
phosphatase and tensin homolog gene (PTEN),

autism spectrum disorder 660t, 665–666,
666f

physical skills, sex differences 471
physiological methods, cortical column

identification 114
Piagetian theories:

cognitive development 185–186
memory 301
visual system development 250–251

Piaget’s A not B task, cognitive control 784,
785

PKU see phenylketonuria
place code development, cochlea 24–25
placental responses, prenatal stress effects

451–452, 452f
planar cell polarity (PCP) pathway, neural-

tube defects 508–509, 508f
plasticity:

multisensory circuits 63–68
postnatal human functional brain

development 196
spike timing-dependent 155–181

platelet-derived growth factor (PDGF),
regulation of cell proliferation 527

plexin (Plex) semaphorin receptors, axon
guidance 575, 577–578

PNs see pyramidal neurons
POI see primary ovarian insufficiency
point-light displays, biological motion

perception 355–356
pollutants, autism spectrum disorder 676–677
polymicrogyria, neuronal migration disorder

612–613
polyomaviruses, autism spectrum disorder

678
pontine tegmental cap dysplasia (PTCD),

axon guidance signaling 603
population coding, odor responses 10, 11f
positive feedback, outer hair cells 24

positron emission tomography (PET), theory
of mind studies 369–370

posterior cingulate (PC), theory of mind
studies 369–370, 374

posterior parietal cortex (PPC):
cognitive control 786f, 787f, 788
social perception 358, 361, 361f
thinking about the thoughts of others

358–360
see also medial posterior parietal cortex

posterior superior temporal sulcus (pSTS):
intentional action processing 369–370,

373–374
theory of mind development 371

postinfections autoimmune neuropsychiatric
disorders associated with group A
streptococcal (PANDAS) infection,
autoimmune-mediated repetitive
behaviors 764

postmortem studies:
dyslexic brains 802
structural brain development 207–210

postnatal development:
deprivation-induced plasticity 172–173
excitation–inhibition epilepsies 710–714
GABAergic neurotransmission 711–713,

712f
glutamatergic neurotransmission

713–714
higher auditory circuits 33–34, 34f
human functional brain development

193–194
multisensory neurons 64f
pyramidal neurons 710–714
stress physiology 456–461

cortisol set points/reactivity,
459–460

diurnal cortisol patterns 458–459
early care effects 457, 458–459
HPA axis development 456–457
individual differences 460–461
social regulation 457–458

visual system 254–261
learning about objects 261–265
physiology 254
theories 250–251
see also human functional brain

development
postnatal maturation, structural brain

development 207–230
postnatal stress, neurobehavioral effects

447, 458
poststreptococcal rheumatic fever:
autoimmune-mediated repetitive

behaviors 764
see also Sydnham’s chorea

postsynaptic density (PSD):
segmentation/perforation 96, 96f
see also dendritic spines

postsynaptic differentiation, autism spectrum
disorder 660t, 663–664

postsynaptic somatic action potentials, spike
timing-dependent plasticity 159

posttranscriptional regulation, seizure-
induced changes 717–718

PPC see posterior parietal cortex
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Prader–Willi phenotype (PWP), fragile X
syndrome 636

Prader–Willi syndrome (PWS):
15q11-q13 locus 619–620, 621–622
repetitive behavior 766

precerebellin (Cbln1), parallel fiber–Purkinje
cell synapse stabilization and
maintenance 84, 84f

precuneus, theory of mind studies 369–370,
370f

prefrontal cortex (PFC):
cognitive control 786f, 787f, 788, 789–790
development 414, 416

empathy role 381, 381f, 385, 386
executive function 429
human functional brain development

201, 202
information flow, dopamine regulation 785
memory role 305–306
organizational role 201, 202
representation of self and other 358, 361f
social perception development 355, 358,

361, 361f
theory of mind development 369–370, 370f,

371–372, 374
pregnancy:

stress regulation 451–452
see also maternal stress; prenatal stress

premature birth:
neonatal cortical rhythms 132–133, 133f
prenatal stress relationship 451
retinopathy 747–748

premutation carriers, fragile X syndrome 632f,
633, 636–639

prenatal development, visual system 251–252
prenatal hormonal influences:

brain sex differences 488
cognitive sex differences 476
noncognitive sex differences 475–476

prenatal stress:
fetal adrenal development 452–453
fetal brain development 453
fetal programming 451, 456
human fetus 453–454
neurobehavioral effects 447, 451–456
stress regulation 451–452

preschool children:
executive function development 431, 433
face processing 338–340
see also very young children/toddlers

preterm birth see premature birth
preverbal communication, language

acquisition 320
primary neurulation 505–506, 505f
primary ovarian insufficiency (POI), fragile X

syndrome 633, 638
primary sensory cortex plasticity, adults 173
primary somatosensory cortex (S1 cortex):

deprivation-induced plasticity 172–173
spindle- and gamma-bursts, neonatal

rodents 134–136, 135f
primary visual system, monkeys 121f,

272–273, 272f
priming:

neural substrate 305–306
nondeclarative memory 299, 300–301

probabilistic versus deterministic epigenesis,
developmental cognitive neuroscience
194–195

probability distributions:
learning in infancy 232–235

sampling events 234–235
speech sounds 232–234

procedural memory 298–299
see also nondeclarative memory

proliferation disruption, neural-tube defects
512–513

proline:
anomalous amino acid structure 539, 540f
azetidine-2-carboxylic acid replacement in

proteins 539
proline-rich proteins, A2BP1, ataxin-2 543
PROP see 6-n-propylthiouracil
6-n-propylthiouracil (PROP), taste 750–751
prosocial behavior, empathy relationship

380, 383
prosopagnosia 342–343
pruning of neural network nodes 199–200, 201

see also synapse elimination
PSD see postsynaptic density
pSTS see posterior superior temporal sulcus
psychiatric disorders see neuropsychiatric

disorders
psychiatric manifestations, fragile X

premutation carriers 638–639
psychological sex differences:

disorders 472
explanations 473–477
genetic perspectives 474
hormonal perspectives 474–477
nature and development 468–472
socialization perspectives 473–474

psychology, see also developmental cognitive
neuroscience

psychosocial stress on mothers, infant/child
developmental effects 454

PTC see phenylthiocarbamide
PTCD see pontine tegmental cap dysplasia
PTEN see phosphatase and tensin homolog gene
Purkinje cells (PCs):

basket cell synapses 86–87, 87f
climbing fiber synapses 77–83, 79f

early postnatal period 77–78, 79f
heterosynaptic competition 85–86, 85f
inhibitory synapses

activity-dependent remodeling 88
basket cells 86–87, 87f
cerebellum 86–88, 87f
stellate cells 87–88, 87f

microcircuit overview 75–77, 76f
neurogenesis 77
parallel fiber synapses 83–86, 85f
stellate cell synapses 87–88, 87f

putamen, obsessive compulsive disorder 768
PWP see Prader–Willi phenotype
PWS see Prader–Willi syndrome
pyramidal neurons (PNs):

cortical columns 109–129
excitation–inhibition epilepsies 710–714,

717–721
GABAergic neurotransmission 711–713
glutamatergic neurotransmission 713–714

hippocampus, spike timing-dependent
plasticity 174

microcolumn dendritic bundle
relationships 120, 121f

minicolumn dendritic bundle relationships
120–122

postnatal development 710–714
seizure-induced changes 717–721

Q
quantification, neuron numbers in cortical

columns 117, 118f

R
radial diffusivity (RD), diffusion tensor

imaging 217–219, 218f, 221, 222f
randomized control trials (RCTs), executive

function development studies 435–436
rapid auditory processing deficits, language

impairment 798f, 799–800
RCTs see randomized control trials
RD see radial diffusivity
reaction time (RT) tasks, attention

development study 402–403, 405
reactive oxygen species (ROS), Down

syndrome 562
recall:
neural substrate of memory retrieval 306,

309–310
testing children’s memories 301–302, 308

receptive fields:
multisensory, superior colliculus 50–51,

51f, 52f, 53f, 54f
olfactory bulb 9–10, 10f
spike timing-dependent plasticity 162,

171–172
receptors:
neuronal growth cones 575
posttranscriptional regulation, seizure-

induced changes 717–718
transcriptional alterations 719–720
see also individual receptors

recurrent copy number variant mutations,
genomic architectures 697

REDI (REsearch based Developmentally
Informed) interventions, Head Start
program 435–436

reductionism, studying brains and behavior
192–193

reelin gene (RELN), autism spectrum disorder
667–669, 668t

regional brain structures, sex differences
479–480

regional dynamics, structural brain
development 211

regulatory of emotion 384–385
related potentials see event-related potentials
RELN see reelin gene
repetitive behaviors 761–782
animal models 769–772
autoimmune-mediated 764
basal ganglia circuitry 768, 772–773
cortical–basal ganglia circuitry 773–774,

773f
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genetic susceptibility 764–767
long-term neuroadaptations 774–775
medication-induced 764, 771
neurocircuitry 772–775
neuroimaging 767–769
neuropathology 767–769
normative development patterns 762
phenomenology 762–764

reporting events, children’s
memories 303

representation of self and other, prefrontal
cortex 358

REsearch based Developmentally Informed
(REDI) interventions, Head Start
program 435–436

resistance to change, animal models 772
response conflict, anterior cingulate cortex

787f, 788
response inhibition, go/no-go decision

tasks 414
resting state brain studies, developmental

cognitive neuroscience 200, 201
restricted, repetitive behavior (RRB):
autism spectrum disorder 763
definition 762
executive function deficit 763
genetic susceptibility 765–766
neurocircuitry 773–774, 773f

retinal waves, spindle-burst correlation
136, 137f

retinas:
cone–rod dystrophy 743t, 749
sensory organ disorders 747–750

retinitis pigmentosa:
associated genes 743t, 748–749
Usher syndrome 742

retinocentric saccades, visual development
258

retinopathy of prematurity (ROP) 747–748
retino-tectal circuits, development 41–59
retrieval of memory:
neural substrate 306, 309–310
testing children’s memories 301–302, 308

Rett syndrome (RS) 660t, 664, 766
reward responses, cognitive control

development in adolescents 420, 421
reward system, antisocial behavior disorders

389f, 390
ReyOsterrieth complex figure (ROCF), spatial

construction tasks 276, 277f
RF see rheumatic fever
rheumatic fever (RF), autoimmune-mediated

repetitive behaviors 764
right anterior superior temporal sulcus,

theory of mind 369–370
right posterior superior temporal sulcus:
facial expression analysis, neuroimaging

studies 369–370
intentional action processing,

neuroimaging studies 370, 373–374
right temporal lobe, human movement

perception and understanding 370
right temporoparietal junction (RTPJ), theory

of mind 370–371, 370f, 371–372, 371f
riluzole, fragile X syndrome 643
ring strain, nonprotein amino acids 540

risky behaviors, decision making skill
development in adolescents 420

Robo see roundabout
ROCF see Rey Osterrieth complex figure
rodents:

barrel cortex 118–119, 125
neonatal cortical rhythms 133–138, 135f,

137f, 138f
quantification of the number of neurons

118f
see also mouse models

ROP see retinopathy of prematurity
ROS see reactive oxygen species
roundabout (Robo) slits receptors, axon

guidance 575, 579–580
RRB see restricted, repetitive behavior
RS see Rett syndrome
RT see reaction time
RTPJ see right temporoparietal junction
rubella, congenital, autism spectrum

disorder 677

S
S1 cortex see primary somatosensory cortex
sampling events, tracking probabilities, infant

statistical learning 234–235
Sapap3, repetitive behavior 773–774
SATs see slow activity transients
SBA see spina bifida aperta
SC see superior colliculus; Sydnham’s chorea
scaffolding, executive function development

436, 440
scaffolding proteins, autism spectrum

disorder 660t, 663
schizencephaly:

neuronal migration disorder 613
clinical characteristics 613
genetics 613
neuroradiological findings 613

schizophrenia spectrum disorders (SSD):
16p13.11 deletions/duplications 702–703
16p11.2 duplications 702
1q21 deletions 701
3q29 deletions 701
15q13.2-13.3 deletions 701–702
17q12 deletions 703
22q11.2 deletion syndrome 699–701
copy number variants 697, 697t, 698t, 704f
copy number variants (CNV) 697, 697t, 698t
dendritic spine alterations 105
disorder of cognitive control 783
genomic risk locations 624
heritability of risk 696
heuristic models, copy number variants

and risk 704f
molecular genetics, associations with autism

spectrum disorders 696–697, 697t
neurodevelopmental genomics 695–708
phenotypic similarities to autism spectrum

disorders 696
15q11-q13 loci 617–630

schizophrenic autism 652
school children:

executive function development 431–432,
434

face processing 340–342

school readiness, executive function
development relationship 430, 437

screening, fragile X syndrome 640–641
SCTs see spatial conflict tasks
secondary neurulation 505–506, 505f
segmented postsynaptic densities 96, 96f
seizure-induced changes 717–721
seizures:
excitation–inhibition epilepsies 709–730
fragile X syndrome 635
treatments 721–724, 722t

selectionist theory, face processing
development 353, 354

self-monitoring, cognitive control
development 413, 415–416

self/other representation, prefrontal cortex 358
self-regulation:
attention development 395–411
executive attention network relationship

399, 400–401, 403, 405
see also cognitive control; self-monitoring

semantic memory 298
semaphorins (semas)-plexi/neuropilin

receptor systems, axon guidance 575,
577–578

sensitive periods:
developmental cognitive neuroscience

theories 198–199
multisensory circuit maturation 69–70

sensitivity, executive function development
436

sensorimotor transformation, superior
colliculus 42

sensorineural hearing loss, hereditary 737
sensory chronology, superior colliculus,

46–50
sensory deprivation, multisensory circuit

maturation, sensitive periods 70
sensory experience, multisensory integration

effects, superior colliculus 51–55, 51f,
53f, 54f

sensory image cancellation, electric fish, spike
timing-dependent plasticity 174

sensory inputs, olfactory bulb, synaptic
organization 5–6, 5f

sensory maps, alignment, superior colliculus
65–68

sensory networks, spike timing-dependent
plasticity 162, 171–172

sensory neurons, adult neurogenesis,
olfactory bulb 13

sensory organ disorders 731–759
anterior segment visual impairments

742–750
auditory neuropathy 740
chemical sensation 750–752, 751t
hearing impairment 731–740

acquired 732
inherited 732–740

mixed auditory and visual impairment
740–742

olfaction 751–752, 751t
retinas 747–750
taste 750–751, 751t
Usher syndrome 733t, 740–742
visual impairment 740–750, 743t
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sensory processing:
olfactory bulb
input layer 6–9
output layer 9–12, 10f, 11f

sensory systems:
olfactory bulb
neural circuits, form and function 1–19

synaptic organization, mammals 4–12,
5f, 7f

sensory tuning:
adult plasticity, spike timing-dependent

plasticity 173
V1 cortex, spike timing-dependent

plasticity 171–172
sentences, syntactic development 323
sequential learning:

co-occurrence statistic learning in infancy
auditory domain 235
neural correlates 239
visual domain 238–239

sequential structure of language:
co-occurrence statistic learning in infancy

235
grammatical patterns 237
nonadjacent co-occurrence 237–238
phonotactics 235
word segmentation 235–237

serotonin transporter (SERT, SLC6A4):
autism spectrum disorder 674–675, 765–766
obsessive compulsive disorder 765

SERT see serotonin transporter
sex differences:

activation 481–486, 486f
behavioral development 467–499
compared to other health and

psychological effects 469f
psychological explanations 473–477

brain development 477–486
causes 487–490
gray matter 480
implications 481
issues in studying 477–478
regional structures 479–480
white matter 481

brain function
development 484–485
implications 485–486

cognitive 468–471, 469f, 473–474, 476
genetic perspectives 487–488
hormonal perspectives 474–477
integrated perspectives 477
neurodevelopment, stress response

systems 460
noncognitive 471–472, 473, 475–476
psychological
explanations 473–477
nature and development 468–472

regional brain structures 479–480
responses to early postnatal care 460
socialization perspectives 473–474, 487

sex specific differences:
structural brain development
brain mapping techniques 215–216, 217f
diffusion imaging 220
in vivo volume analysis 211–212
postmortem/histological studies 209–210

sexual behaviors, subcortical structure sex
differences 480

sexual dimorphism, structural brain
development 209–210, 211–212, 215–216,
217f, 220

SG see spiral ganglion
SH3 and multiple ankyrin repeat domains 3 gene

(SHANK3) 660t, 663
SHANK3 see SH3 and multiple ankyrin repeat

domains 3 gene
shape-based categorization, associations

between words and referents, infant
statistical learning 243

short-term memory (STM) 298
language impairment 798f, 800–801
neural substrate 305–306

sibling-neuron circuits, cortical column
development 124–125

signaling, pathways, spike timing-dependent
plasticity 162–166

signaling mechanisms, dendritic spines
99–101

skill learning:
postnatal human functional brain

development 194, 196
atypical experience at critical/sensitive

periods 198–199
plasticity 196
static versus dynamic structure–function

relationships 195–196
SLC1A1 see glutamate transporter EAAC1

gene
SLC6A4 see serotonin transporter
SLI see specific language impairment
SLITRK1 see slit- and trk-like neuronal trophic

factor 1
SLITRK5 see slit- and trk-like neuronal trophic

factor 5
slits-roundabout receptor system, axon

guidance 575, 579–580
slit- and trk-like neuronal trophic factor 1

(SLITRK1), Tourette syndrome 765
slit- and trk-like neuronal trophic factor 5

(SLITRK5), repetitive behavior,
773–774

sLORETA see standardized low-resolution
brain electromagnetic tomography

SLOS see Smith–Lemli–Opitz syndrome
slow activity transients (SATs), rodent visual

cortex, neonatal 137, 138f
slow-wave sleep, network silence, neonatal

patterns correlation 141–142, 142f
small nuclear ribonucleoprotein-associated protein

N (SNRPN) gene, epigenetic control of
expression 620

small nucleolar RNAs (SnoRNAs):
neurodevelopmental disorders 619f, 621
15q11-q13 locus 619f, 621

small-ring molecules, nonprotein amino acids
540, 540f

Smith–Lemli–Opitz syndrome (SLOS) 767
Smith–Magenis syndrome (SMS) 766–767
smooth pursuit, oculomotor development

256, 257f
SMS see Smith–Magenis syndrome
SnoRNAs see small nucleolar RNAs

SNRPN see small nuclear ribonucleoprotein-

associated protein N

social adjustment, executive function
development relationship 439–440

social behavior:
cognitive control development 413–427
decision making, cognitive control

421–423
lie-telling, cognitive control development

422
prenatal ethanol exposure effects in rodents

529–530
see also moral behavior

social behaviors, sex differences 472
social cognition:
adults 351–352
definitions 351–352
executive function relationship 438–439
perception development 351–365

social competence, executive function
relationship 439–440

social context, perception of pain and distress
in others, empathy 386

social convention rules, moral behavior
relationship 422

social development, empathy 379–393

social engagement, early language
acquisition 319

socialization perspectives:
brain sex differences 487
psychological sex differences 473–474

social outcomes, cognitive control differences
416–417

social perception 351–365

biological motion perception, lateral
temporal cortex 355–358, 357f

definition 352
developmental 351–365
developmental model 360–361, 361f
emotional perception and experience,

limbic circuitry/amygdala
355, 356f

future directions 361–362
identity recognition, ventral occipital

temporal cortex 352–355
lateral temporal cortex 355–358
limbic circuitry 355, 360, 361f
medial prefrontal cortex 358, 361f
modeling 360–361, 361f
neural networks 360, 361f
neuroanatomical substrates 352–360

lateral temporal cortex 355–358, 357f
limbic circuitry 355, 360, 361f
medial prefrontal cortex 358
networks 360, 361f
posterior parietal cortex 358–360
superior temporal sulcus 355–356,

360, 361f
ventral occipital temporal cortex 352–355,

360, 361f
posterior parietal cortex 358–360
representation of self and other, medial

prefrontal cortex 358
superior temporal sulcus 355–356, 360, 361f
thinking about the thoughts of others,

posterior parietal cortex 358–360
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understanding intentions 351–352, 355–356,
359, 360–361

ventral occipital temporal cortex 352–355,
360, 361f

social–cognitive foundations of language
319–320

infant-directed talk 319–320
intentional communication 320
language disorders 325
pragmatic development 320
social engagement 319

socioemotional development:
prenatal maternal biological stress effects

455–456
prenatal maternal psychosocial stress

effects 454
sociopathy see antisocial behavior disorders;

conduct disorder
sodium valproate, autism spectrum disorder

675–676
somatosensory cortex:
rodents

early gamma oscillations 139–140
spindle- and gamma-bursts, neonatal

134–136, 135f
somatosensory system, prenatal ethanol

exposure effects in rodents 530
somatotopy, superior colliculus 43–44
spatial abilities:
sex differences 469–470, 482

behavioral development 469–470
spatial attention, dorsal visual processing

stream 277f, 279–280
spatial completion, object perception

development 259, 261–262, 264, 264f
spatial conflict tasks (SCTs), executive

attention development study 400, 403
spatial construction tasks:
ventral visual processing stream 276, 277f
Williams syndrome effects 285–286

spatial localization, dorsal visual processing
stream 277–278

spatial topographies, superior colliculus 43
spatial tuning:
auditory system

inferior colliculus 66–67, 66f
superior colliculus 66–67, 67f

spatiotemporal completion, object perception
development 259, 262–263, 264

specific language impairment (SLI) 324,
796–798

rapid auditory processing deficits 798f,
799–800

see also language impairment
speech development 315–330
see also language acquisition

speech perception 316–318
characteristics of speech 316
development 317–318
language disorders 324
neural structures 317
newborn responses 317
prenatal responses 316–317

speech production 318–319
characteristics of speech 316
errors in children 319

infants 318
language disorders 324–325
motor development 318
phonological development 318–319

speech signal processing, lip reading 333
speech-sound disorder (SSD) 797, 798–799,

798f
spikes, backpropagation, spike timing-

dependent plasticity 156, 160–161,
162–166

spike timing-dependent plasticity (STDP)
155–181

adult plasticity 169f, 173–175
all-long-term depression 157, 158f, 164
anti-Hebbian 157, 158f, 164
bidirectional Hebbian plasticity, excitatory

synapses 160
cannabinoid type 1 receptors 162, 163
cellular mechanisms 161f, 162–166
classes 157, 158f
dendritic excitability 164–165
developmental functionality 168–173, 169f
discovery 156
electric fish, sensory image cancellation 174
excitatory synapses 160
firing rate dependency 160–161, 161f
functional properties 159–162, 168–170
Hebbian
circuit development 168–169, 169f
concepts 157, 158f
firing rate dependency 160–161, 161f
functional properties 160
signaling pathways 163–164

hippocampal memory functions 174
human cortex 174–175
induction 156–159, 157f
inhibitory synapses 159
in vivo 166–167, 170–173
metabotropic glutamate receptors 162–166
neonatal cortical rhythm development 143
neuromodulatory control 165–166
N-methyl-D-aspartate receptors 161–162,

161f, 162–166
olfactory learning 174
prevalence and diversity 156–159, 157f
sensory image cancellation in electric

fish 174
signaling pathways 162–166
similarities to correlation-dependent

plasticity 161–162
V1 cortex tuning 171–172
Xenopus tectum directional selectivity

170–171
spina bifida:

use of term 504
visuospatial processing effects 285

spina bifida aperta (SBA) 504
spina bifida cystica 504
spina bifida meningomyelocele 285
spina bifida occulta 504
spinal dysraphisms:

origins of term 504
see also spinal neural-tube defect

spinal neural-tube defects:
prevalence 503
types 504

spindle-bursts:
GABAergic neuron participation, neonates

140
rodent barrel cortex, early network patterns

138–139, 138f
rodent somatosensory cortex, neonatal

134–136, 135f
rodent visual cortex, neonatal 136–138, 137f

spiral ganglion (SG) neurons, auditory circuit
development 23–24, 27

spoken language:
composition 316
see also language acquisition

sprouting, excitation–inhibition epilepsies
720–721

SSD see schizophrenia spectrum disorders;
speech-sound disorder

stabilization, parallel fiber–Purkinje cell
synapses, cerebellum 83–85

Stagardt’s disease, associated genes 743t,
750

standardized low-resolution brain
electromagnetic tomography
(sLORETA), theory ofmind development
studies 371–372

standard view, theory of mind 367–372
static versus dynamic structure–function

mapping, developmental cognitive
neuroscience 195–196

stationary night blindness, congenital 743t, 750
statistical learning mechanisms:
infancy 231–248

co-occurrence statistics 235–239
correlational structure 239–242
language acquisition 231–234, 235,

239–240
learning associations between words and

referents 242–245
probability distributions 232–235

STDP see spike timing-dependent plasticity
stellate cells, Purkinje cell synapses,

cerebellum 87–88, 87f
stereocilia, cochlear transduction, basic
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