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PREFACE

This work is intended to provide medical radiography programs with an
economical textbook that focuses on the practical aspects of digital radi-

ography, limited in scope to information that will be pertinent to each grad-
uating student as he or she enters into clinical practice. Nearly all textbooks
to date claiming the title “digital radiography” have dealt primarily with the
managerial aspects of the topic at the expense of any practical information
on how digital imaging actually works and its clinical implications for the
daily practice of radiography. 

Since no other books have yet filled this need, much of this information
has originated primarily from direct contact by the author with scientists at
Philips Healthcare, FujiMed and CareStream Health (previously kodak),
who were directly involved in actually developing these technologies, in
addition to numerous “white papers” published by companies that produce
digital radiography equipment. These sources are all listed at the end of the
book in the References.

A much more extensive treatment of the subject is found in Radiography
in the Digital Age (Charles C Thomas, Publisher, Ltd., 2018), a work by this
author of over 900 pages that provides experimental evidence and in-depth
explanations for all the various aspects of digital technology of interest to the
radiographer, in addition to the underlying physics of radiography, princi-
ples of exposure and technique, and a thorough coverage of radiation biol-
ogy and protection. Many of the lucid illustrations in this textbook are bor-
rowed here to make digital radiography comprehensible to the student, but
in this textbook we focus only on digital topics and state the facts with such
brief explanatory material as each topic will allow. 

Use of the glossary is highly recommended whenever a concise definition
is needed for a particular term. 

The goal of the author is to provide an accurate and adequate descrip-
tion of all of the aspects of digital images and digital equipment, and their
implications for radiographic technique and clinical application, but to do so
in the most student-friendly way possible by providing crisp, clear illustra-
tions along with readable text. Many digital topics are intimidating, and
every attempt is made to reduce these topics to a descriptive, non-mathe-
matical level that can be intuitively understood by the average student.
Feedback from educators and students is welcome.
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Ancillary Resources

Instructor Resources CD for Digital Radiography in Practice: This disc includes
hundreds of multiple-choice questions with permission for instructors’ use.
Answer keys for all chapter-end questions in the textbook are included,
along with keys to the multiple-choice question banks. (Instructors desiring
laboratory exercises and more extensive question banks are encouraged to
purchase the Instructor Resources CD for Radiography in the Digital Age, also
available from Charles C Thomas, Publisher, Ltd.) The website is
ccthomas.com.

PowerPoint™ Slides for Digital Radiography in Practice: PowerPoint™ slides are
available on DVD for classroom use. These are high-quality slides with large
text, covering every chapter of the textbook. (Instructors desiring more
extensive slides are encouraged to purchase the PowerPoint™ Slides for
Radiography in the Digital Age, also available from Charles C Thomas,
Publisher, Ltd.) The website is ccthomas.com.

Student Workbook for Digital Radiography in Practice: This classroom supple-
ment is correlated with the PowerPoint™ slide series for in-classroom use.
Although it can be used for homework assignments, it is designed to delib-
erately provoke student participation in classroom instruction while avoiding
excessive note-taking. All questions are in “fill-in-the-blank” format, focusing
on key words that correlate perfectly with the slide series. Available from
Charles C Thomas, Publisher, Ltd. The website is ccthomas.com.
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Chapter 1

NATURE OF THE DIGITAL RADIOGRAPH

3

Objectives

Upon completion of this chapter, you should
be able to:

1. Analyze the differences between analog
and digital data and how they relate to
radiographic images. 

2. Define the three steps in digitizing any ana-
log image.

3. Explain the relationships between bit
depth, dynamic range and image gray
scale.

4. Describe the aspects of a digital image
matrix and how it impacts image sharp-
 ness.

5. Define voxels, dexels (dels), and pixels and dis-
tinguish between them.

6. Describe the nature of voxels and how the x-
ray attenuation coefficient for each is trans-
lated into the gray levels of pixels.

Development of Digital Radiography

The first application of digital technology to
radiographic imaging occurred in 1979

when an analog-to-digital converter was at -
tached to the TV camera tube of a fluoroscopy
unit. It makes sense that digital con version
would first occur with fluoroscopy rather than
“still” radiography, because the signal coming
from a TV camera tube was in the form of elec-
trical current rather than a chemical photo-

graphic image, and computers are based on
electricity.

Three years later, in 1982, the introduction of
digital picture archiving and communication
systems (PACS) revolutionized the access, stor-
age and management of radiographic images.
Coupled with teleradiology, the ability to send
electronic images al most instantly anywhere in
the world, the efficiency of medical imaging de -
partments in providing patient care and diag-
noses was also revolutionized. 

Computed radiography or “CR” became com-
mercially available in the early 1980s, but was at
first fraught with technical problems. It was
found that “screens” coated with certain fluores-
cent materials, which had been used to convert
x-ray energy into light that exposed films, could
be made to glow a second time afterward when
stimulated by laser beams. This stimulated light
emission, using only the residual energy remain-
ing in the screen after x-ray exposure, was very
dim indeed. But, after being captured by light-
sensitive diodes and converted into a meager
electrical current, it could be electronically and
digitally amplified before be ing processed by a
computer to produce a bright radiographic im -
age on a display mon itor.

Early CR systems required an approximate
doubling of x-ray technique, resulting in a dou-
bling of patient exposure. But they were later
refined and paved the way for the development
of digital radiography or “DR,” first demonstrated
in 1996. 
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The advancing miniaturization of electronics
finally led to x-ray detectors that are smaller
than the human eye can detect at norm al read-
ing distance. By constructing image receptor
“plates” with thousands of these small detectors
laid out in an active matrix array, it was possible
to convert the latent image carried by the rem-
nant x-ray beam directly into electrical current,
called direct-conversion DR. Indirect-conversion
DR units use a phosphor plate to first convert
the x-rays into light, then the active matrix array
converts the light into electricity. Direct-conver-
sion systems convert the x-ray energy directly
into electricity without the intermediate step of
converting x-rays into light. In direct conversion
units have the advantage of saving patient radi-
ation dose, but direct-conversion units produce
better resolution. Since these are both desirable
outcomes, both types of systems continue in use.

All CR and DR imaging systems ultimately
produce an electronic signal that re presents the
original image information. It is this electrical
signal that is “fed” into a computer for digital
processing and then finally displayed on an elec-
tronic display monitor. Although both CR and

DR systems continue in use, after more than two
decades of refinement DR has emerged as the
state-of-the-art technology for medical radiogra-
phy.

Nature of the Digital Image

DR, CR, DF (digital fluoroscopy), digital pho-
tography, and all other methods of acquiring a
digital image result in the creation of a matrix of
numerical values that can be stored in comput-
er memory. A ma trix is a pattern of cells or loca-
tions laid out in rows and columns as shown in
Figure 1.1. Each location or cell can be identi-
fied by its row and column designations, which
the com puter keeps track of throughout any
processing operations. Each location or cell in
the matrix is referred to as a pixel, a contraction
of the term picture element. Each pixel in an
image is assigned a single numerical value, the
pixel value. For radiographs, the pixel value rep-
resents the brightness (or darkness) assigned to
the pixel’s location in the image. This brightness
level is taken from a range of values stored in
the computer that represent different shades

Figure 1-1. A digital image matrix with the location of each cell designated by column and row.



Nature of the Digital Radiograph 5

from “pitch black” all the way to “blank white,”
with hundreds of shades of gray in between.

Light images enter through the lens of a cam-
era in analog form, that is, the various intensities
of light can have any value. Likewise, x-rays
from a radiographic projection enter the image
receptor plate in analog form. During a medical
sonogram procedure, sound waves enter the
transducer in analog form, as do radio waves
emanating from the patient during an MRI
scan. All of these forms of input must be con-
verted into digital form so that we can manipu-
late the resulting images as we wish to do.

To better distinguish between analog and dig-
ital data, imagine that you are standing on a rail-
road track (preferably with no trains coming) as
shown in Figure 1-2. You can choose to walk
along the metal rails, doing a balancing act. or,
you can choose to hop along the wooden cross-
beams, stepping from tie to tie. The metal rails
are continuous, consisting of smooth, unbroken
lines. Your pro gress along the rails can be mea-
sured in any fraction of distance—meters, mil-
limeters, microns—there is no limit to how many
times you can divide these measurements into
smaller and smaller units. An analog measure-
ment can be as precise as we want, because, by

using a continuous scale, it is infinitely divisible. 
Now, suppose you choose to step along the

cross-beams. The wooden ties are discrete or sep-
arated into distinct units. Your progress along
them cannot be measured in fractions because
of the spaces between them. You must count
them in whole integers. Digi tizing data limits the
degree to which measurements can be subdi-
vided. It also limits the scale from which mea-
surements can be taken. For example, only so
many railroad ties of a particular size can be laid
between one point and another that is one kilo-
meter away. In radiography, digitizing the pixel
values limits the number of values that can exist
between “pitch black” and “blank white.” This
makes them manageable, be cause there is not
an infinite number of values to deal with.

For the purpose of building up an image and
manipulating it, we need all pixel values to be
discrete, that is, selected from a limited scale of
pre-set values. If our scale is set from 0 (for
blank white) to 4.0 (for pitch black), and we
limit decimal places to the thousandths, then we
will have 4000 values available to build up an
image. This is more than enough to allow the
image to be not only built up for initial display,
but also to be “windowed” up and down, lighter

Figure 1-2. on a railroad track, the steel rails represent analog information—they are continuous and can be infi-
nitely subdivided. on the other hand, the wooden ties represent discrete or digital information, since they cannot be
subdivided into fractions as one steps from tie to tie. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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or dark er at will, across the entire range of
human vision as needed. Yet, it is not an infinite
range of values.

Mathematically, digitizing means rounding all
measurements to the nearest available digital
value. In the above example, an analog mea-
surement of 1.0006 must be rounded up to the
nearest thousandth or 1.001, a measurement of
1.00049 will be rounded down to 1.000. This
rounding-out process may seem at first to be a
disadvantage for digital computers. Strictly
speaking, it is less accurate. However, when we
take into consideration the limitations of the
human eye and ear, we find that digitized infor-
mation can actually be more accurate when read-
ing out the measurement. This is why digital
equipment is used to clock the winner of a race
in the olympics: you may not be able to see that
the winning racer was just two-thousandths of a
second ahead of the second-place racer, but a
digital readout can make this distinction. As long
as the discrete units for a digital computer are smaller
than a human can detect, digitizing the data improves
readout accuracy.

For digital photography and for digital radi-
ography, if the units for pixel values are smaller
than the human eye can detect, the resulting dig-
ital image will appear to have the same quality
as an analog photograph or radiograph. Digiti -
za tion of incoming analog data is the function of
a device called the analog-to-digital converter (ADC),
which is used in all forms of medical digital
imaging.

Digitizing the Analog Image

We can identify three basic steps to digitizing
an image that apply to all forms of images. The
first step is scanning, in which the field of the
image is divided into a matrix of small cells.
Each cell will become a pixel or picture element
in the final image. In Figure 1-3A, the field is
divided into 7 columns and 9 rows, resulting in
a matrix size of 63 pixels. The photocopy scan-
ner connected to your home computer can be
heard making a pre-copying sweep before it
makes the actual copy, performing this function
of pixel allocation and matrix size deter mina-

tion. For computed radiography (CR), the pro -
cessor or reader scans the exposed PSP plate in
a predetermined number of lines (rows) and
samplings (columns) that de fine the correspond-
ing pixels.

For digital radiography (DR), the number of
available pixels is determined at the detector
plate by the number of hardware detector ele-
ments (dexels) physically built into the plate in
rows and columns. In this case, collimation of the
x-ray beam is analogous to the scanning function,
because collimation effectively selects which of
these detector elements will comprise the initial
matrix of the latent image that will be fed into
the computer for processing. A similar concept
holds true for digital fluoro scopy (DF): The ini-
tial field of view (FoV) selected for a dynamic
flat-panel system, or determined by the magnifi-
cation mode of an image intensifier at the input
phosphor, are analogous to collimation—they
determine the matrix size, the pixel size, and the
spatial resolution of the input mage that will be
processed by the computer.

All forms of digital imaging require the pre-
liminary step of formatting a matrix with a desig-
nated pixel size, and whatever method is used, it
would fall under the broad definition of scanning.

The second step in digitizing an image is sam-
pling, defined as the detection and measurement
of the intensity of signal coming into the system
at each pixel location, Figure 1-3B. For standard
photography, for CR, for indirect-conversion
DR, and for CCD or CMoS cameras mounted
atop a fluoroscopic image intensifier, this signal
consists of the intensity of light striking each des-
ignated pixel area. For direct-conversion DR,
the signal consists of the intensity of x-rays strik-
ing each pixel area. For an MRI machine, the
signal consists of radio waves, and for sonogra-
phy, sound waves. The type of imaging equip-
ment being used determines the size and shape
of the aperture or opening through which these
signal measurements are taken. For example,
the de tector elements of a DR machine are
essentially square, whereas the pixel aperture
inside a CR reader is round, and the initial pixel
samplings overlap each other, because a round
laser beam is used to stimulate the PSP plate to
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glow, Figure 1-4. This overlapping effect must be
“cropped” in order to form roughly square-
shaped pixels for the final displayed image.

The third and final step in digitizing an image
is quantization. In the previous section, we
described how analog values must be effectively
rounded out to form discrete values that the digi-
tal computer can recognize and manipulate.
These values must be selected from a predeter-
mined scale of numbers called the dynamic range.
The dy namic range of any imaging system is the
range of pixel values, or shades of gray, made available
by the combined hardware and software of the system
to build up a final displayed image. Actual values of
the signal intensity measured, which will be -
come the brightness level for every pixel, must
each be rounded up or down by an analog-to-dig-
ital converter (ADC) to the nearest available gray

level in the preset dynamic range. In Figure 1-
3C, there are only 11 such values available to
choose from to build up this simplified im age.
This is the process of quantization or quantizing
the image. 

Bit Depth, Dynamic Range,
and Gray Scale

The term dynamic range is frequently misap-
plied, even by physicists, and can be a source of
confusion. For example, some have limited the
term to describing the characteristics of a DR
detector plate. But, with such a narrow defini-
tion, digital features such as dynamic range com-
pression or dynamic range control (DRC), which
alter the dynamic range during processing, would
imply that we have effectively gone backward

Figure 1-3. Three steps for digitizing an image: A) Scanning to format the image into a matrix of defined pixels (or
dexels); B) Sampling, in which measurements are taken from each pixel or dexel; and C) Quantizing, in which each
measurement is rounded to the nearest digital value available within the dynamic range.
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in time to alter a characteristic of the image
receptor plate during the initial exposure. The
student must understand that although the terms
dy n amic range and bit depth are often used inter-
changeably in practice, we can find clarity by
examining the dominant use of each term by
experts.

The term bit depth is dominantly applied to
hardware devices such as computers, display monitors,
and DR detector plates. Bit depth is the maximum
range of pixel values the computer or other hardware
device can store. Bit depth is expressed as the
exponent of the base 2 that yields the corre-
sponding binary number; For example, if a typ-
ical DR detector has a bit depth of 10, it can
store 210 = 1024 pixel values. A display moni-
tor with a bit depth of 8 can store 28 = 256 pixel
values (or shades of gray). We say that the mon-
itor’s pixels are “8 bits deep.” The bit depth of the
human eye is only about 5, or 25 = 32 different
levels of brightness that it can discern. Since the
bit depth of nearly all types of imaging equip-
ment is well beyond the ca pacity of the human
eye, the resulting im ages can be indistinguish-
able from analog images to us. 

Therefore, the full bit depth of a hardware
system need not be used in presenting im ages at
the display screen, and doing so slows down com-
 puter processing time. Ap propriate to the med-
ical application of a particular imaging machine,
the system software determines the range of bright-
 ness levels or pixel values that are made avail-
able for building up images at the display mon-
itor. This is the dynamic range—the range of pixel
values, brightness, or gray levels made available by the
combined hardware and software of an imaging sys-
tem to build up a final image at the display monitor.

The displayed brightness level at each pix el
must be “selected” from this scale. This is the
quantizing step in digitizing an image, Figure 1-
3C. As with bit depth, the dynamic range of a
system is usually expressed as a binary expo-
nent, 2, 4, 8, 16, 32, 64, 128, 256, 528, 1024 or
2048. This range is available to each pixel in the
image. once the final image is built up and dis-
played, we define the gray scale of the image as
the range of grays or brightness levels actually
displayed. 

To summarize, bit depth generally de scribes
the capabilities of the hardware equip ment be -

Figure 1-4. The sampling aperture for DR equipment is roughly square, A. Since the aperture for CR is round, B
(due to the round scanning laser beam in the CR reader), the original samplings must overlap each other in order
to fill the square pixels of the final displayed image on the LCD. (From Q. B. Carroll, Radiography in the Digital Age,
3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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ing used to capture, process, and display an
image. Dynamic range is the range of pixel values
made available by the entire system (hardware
and software) to build up a displayed image.
And, gray scale is the range of grays actually ap -
parent in the displayed image. Dynamic range is
a subset of the bit depth of a system, and displayed
gray scale is a subset of the dynamic range.

In medical imaging, there is an essential pur-
pose for using a dynamic range that is much
larger than the displayed gray scale. There must
be “room” for image manipulation by the user,
such as windowing the bright ness or gray scale
up and down. As shown in Figure 1-5, “level-
ling” or changing the window level of the image
essentially slides the displayed gray scale up or
down the available dynamic range. From an
average brightness level, there must be room for
several doublings or halvings of the displayed
overall brightness. The same kind of flexibility
must also be provided to allow for adjustments
of the gray scale and contrast. 

In addition to this, even more “room” must
be allowed for special processing features such
as image subtraction to be ap plied without “run-
ning out” of available pixel values, a phenome-
non called data clipping (see Chapter 7). CT and
MRI systems require a 12-bit dynamic range
(4096 values) for their enhanced processing fea-

tures. Remember that the main advantage of dig-
ital imaging over conventional film imaging is its
enhanced contrast resolution, which de pends
entirely on an extended dynamic range and the
processing latitude it affords.

The “dynamic range” of the x-ray beam itself
is said to be approximately 210 or 1024 shades.
Most digital imaging systems used in health care
have dynamic ranges set at 10 bits (1024), 11
bits (2048) or in some advanced systems, 12 bits
(4096).

What is a Pixel?

To the computer expert, a pixel has no par-
ticular size or shape—it is a dimensionless point in
the image which has had a pixel value as signed
to it. In some contexts, this may be the best way
to think of a pixel. After all, an image can be
enlarged by simply magnifying the size of these
individual picture elements, while each element
still displays its single pixel value across what-
ever area it occupies. Inside a CR reader, the
pixels being sampled from an exposed PSP
plate are circular in their initial shape, while the
“final” pixels displayed from an LCD display
monitor are squares. Each pixel is defined only
by the pixel value it contains and by its relative
location in the matrix, not by its size or shape.

However, in the imaging chain there are sev-
eral different types of matrices involved in the
acquisition of the image, processing of the im -
age, and display of the image. In a DR system,
the detector plate is made up of many hundreds
of small detector elements that are essentially
square in shape, and which have a fixed size
since they are hardware devices. More impor-
tantly, the hardware pixels of an LCD (liquid-crys-
tal display) monitor are made up of the inter-
sections of flat, transparent wires crossing over
each other to form an overall square shape. For
the radiographer’s purposes, it is probably best
to visualize pixels as generally square in shape
and having a set size. This will help to under-
stand most of the concepts that are essential for
clinical practice.

For radiography, we define a pixel as the
smallest element of the matrix or device that can rep-

Figure 1-5. The dynamic range made available by the
computer and its software must be long enough to allow
windowing of the actual displayed gray scale up or
down by several factors of 2. 
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resent all pixel values within the system’s dy namic
range, that is, all available pixel values.

Voxels, Dexels, and Pixels

Digital radiography (DR) and computed radi-
ography (CR) both work on the basis of the
attenuation, or “partial absorption,” of x-rays as
they pass through the human body. Each differ-
ent type of tissue area within the body has an
attenuation coefficient defined as the percentage or
ratio of the original x-ray beam intensity that is
absorbed by it. But, as illustrated in Figure 1-6,
the x-ray beam is projecting data from 3-dimen-
sional volumes of tissue onto a 2-dimensional image
receptor surface. At this surface, each square de -
tector element (dexel or del ) records all of the
information within a square-shaped tube of tissue
above it that extends all the way from the front
of the patient to the back of the patient (for an
AP projection). In effect, the attenuation coeffi-
cients for all of the tissues within this square-
shaped tube are averaged together upon being
recorded at the detector. 

Because the x-ray beam is spreading out or
diverging as it passes through the body, each of
the squared tubes shown in Figure 1-6 actually
expands somewhat as it passes from the front to
the back of the body. Technically, then, these
tubes are long trapezoids that are square in their
cross-section.

We name these long square tubes volume ele-
ments or voxels. Each voxel represents the volume
of tissue within the patient from which data will
be collected and averaged by the dexel below it.
The averaged attenuation coefficient determines the
pixel value that will ultimately be assigned to the
image pixel corresponding to this detector ele-
ment. This pixel value must be selected from
the dy namic range made available from the
computer software, so the average attenuation
coefficient that is measured by the dexel must
be digitized or rounded to the nearest available
value in the dynamic range. 

As illustrated in Figure 1-6, we might sum-
marize the radiographic process for a DR sys-

tem as follows: To form a digital radiographic
image, data from the voxels within the patient are
collected by the dexels of the image receptor,
then computer processed to become the pixels of
the displayed image.

Figure 1-6. The averaged attenuation coefficient from
each voxel within the patient is measured by the corre-
sponding dexel of the DR detector plate below, then dig-
itally processed to become an individual pixel in the dis-
played image.
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Chapter Review Questions

1. The first application of digital technology
to radiographic imaging occurred in what
year?

2. “DR” systems convert the latent im age
carried by the remnant beam from x-rays
directly into _____________.

3. All digital images are laid out in  pattern
of pixel locations called a _____________.

4. Unlike digital data, analog measurements
are on a continuous scale that is infinitely
_____________.

5. To obtain discrete values for a set of digi-
tal data, analog measurements must be
mathematically _____________.

6. As long as the discrete units for a digital
computer are smaller than a human can
detect, digitizing data _______________ read-
out accuracy. (reduces or improves)

7. List the three steps to digitizing an image:
8. For a detector plate with hardware ele-

ments, collimation of the x-ray beam is
analogous to which of these three steps
(from question #7):

9. During the step of quantization, each pixel
has a discrete pixel value as signed to it,
selected from a predetermined scale of
values called the _______ _______.

10. The full range of pixel values that any
hardware device (such as a computer or a
display monitor), can store is best labeled
as its bit _____________.

11. The range of pixel values made available
by the combined hardware and software
of an imaging system to build up the final
displayed image is best labeled as the
_______ _______.

12. The range of brightness levels visually
apparent in the displayed image is best
labeled as its _______ _______.

13. For radiography, we define a single pixel
as the _____________ element that can rep-
resent all the pixel values within the sys-
tem’s dynamic range.

14. To ultimately formulate a pixel for a DR
or CR image, the first step is to measure
and average the attenuation coefficients
for all of the tissues within a square-
shaped tube of tissue called a ____________.

15. For a DR system, these measurements
(from question #14) are detected and
recorded by a _____________ in the image
receptor plate, then computer processed
to become the pixel values of the dis-
played image.
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Chapter 2

CREATING THE LATENT IMAGE

Objectives

Upon completion of this chapter, you should
be able to:

1. List and give examples of the six general
types of radiographic variables af fecting the
latent image carried by the remnant x-ray
beam to the image re ceptor.

2. Define subject contrast and describe how it
is controlled by different ratios of interac-
tions and penetration through body tissues.

3. Quantify the effects of tissue thickness,
phys ical tissue density, and tissue atomic
number on the production of subject con-
trast in the remnant beam signal.

4. Describe the effect of increasing x-ray en -
ergy upon subject contrast in the latent
image.

5. Explain why SID and mAs do not control
subject contrast in the latent image.

6. State the primary role of radiographic tech-
nique in the digital age.

7. Describe the advantage or disadvantage the
advent of digital imaging has for pro ducing
contrast and sharpness in the final dis-
played image.

The latent image will be defined throughout
this book as the image information carried

by the remnant x-ray beam and reach  ing the
image receptor, which is then passed from the image
receptor into the computer processing system. Three

distinct types of variables determine the nature
and quality of this information—technical vari-
ables, geometrical variables, and patient status.

Overview of Variables

Technical Variables

Technical variables include all the electrical
factors set by the radiographer at the console—
the kVp, the mA, and the exposure time or total
mAs used to make the exposure, as well as the
type of x-ray generator being used. Also includ-
ed are the field size set by collimation, “cone”
devices or masking materials, and the combina-
tion of inherent filtration within the x-ray tube
and collimator and any compensating filters
add ed by the radiographer. 

Geometrical Variables

Geometrical variables include the size of the
focal spot in the x-ray tube selected by the radi-
ographer at the console, all of the various dis-
tances employed (the SID, SoD, and oID) while
positioning the patient, the alignment between
the x-ray beam, the an atomical part of interest,
and the image re ceptor, and any angles placed
on the central ray of the x-ray beam, the part, or
the image receptor. All aspects of positioning
the pa tient are geometrical in nature. Motion of
the patient, the x-ray beam or the IR is also a
geometrical factor.
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A common misconception is that increasing
the source-to-image receptor distance (SID) re -
duces exposure to the image receptor (IR) be -
cause of substantial absorption of x-rays by the
air between the x-ray tube and the patient. As a
gas, the density of air is less than one-thousandth
the density of soft tissues in the body. Although
there is some absorption of the x-ray beam by
air molecules, these effects never reach 5 percent
of the simple geometrical effect of the inverse square
law. 

It is essential for the student to understand
that nearly all of the effect of distance changes on
the intensity of radiation reaching the IR is due
to the simple spreading out of x-rays as they
travel away from their source, the x-ray tube.
This spreading out is isotropic, that is, even in all
directions, and can be predicted by examining
the area across which the x-rays are distributed.
For example, when the IR is moved twice as far
away from the x-ray tube, the x-rays spread out
over 2 squared or 4 times the area, not just dou-
ble the area, because they spread out twice as
much lengthwise and also twice as much crosswise
within the field. When the field is doubled in
both length and width, the final result is 4 times
the area over which the x-rays are spread. This
entire process has nothing to do with absorption
by air molecules—it is strictly a geometrical phe-
nomenon for anything that spreads out evenly.

The absorption of x-rays by air is less than
5% of the effect of the inverse square law. Be -
cause the absorption of x-rays by air is so minor,
we do not generally take air absorption into con-
sideration when making x-ray exposures. For
our purposes, it is negligible. The geometrical
effects of the in verse square law, however, are
always im portant to consider.

Patient Status

Patient status encompasses body habitus and
general body condition including age and
health, as well as the impact of any specific dis-
eases present upon the anatomy of interest, be -
cause diseases can alter both the density and the
“average atomic number” of tissues, both of
which affect their absorption of x-rays. Inter -

ventional changes such as surgical alterations,
prostheses or other devices, casts, and the intro-
duction of contrast agents into body cavities all
affect x-ray absorption and the quality of the re -
sulting latent image. Even the state of breathing,
in halation or exhalation, can change the la tent
image enough to affect diagnosis. 

This is where the interactions of the x-ray
beam with various atoms in the body results in
a signal—a latent image being carried by the rem-
nant x-ray beam to the IR behind the pa tient.
Photoelectric interactions are primarily respon-
sible for the production of subject contrast in the
remnant x-ray beam be tween different areas of
the beam from different tis sues in the body part.
Compton and Thomp son interactions generate
scatter radiation and are destructive to subject
contrast. The details of these interactions may be
found in radiography physics textbooks and will
not be covered in detail in this textbook.

Attenuation is the partial absorption of x-rays
by body tissues. It is essential to the production
of an image signal in the remnant x-ray beam. If
a particular tissue absorbed all x-rays striking it,
the resulting image would be a silhouette of that
organ pre senting information only at its edges.
Dif ferent body structures are fully demonstrated
when each tissue allows partial penetration of the
x-ray beam to a different degree than surround-
ing structures, such that each organ or body
structure is demonstrated in the final image as a
shade of gray, rather than “blank white” or “pitch
black.” 

Creating Subject Contrast

X-Ray Interactions

Passing through the molecules of the hu man
body, x-rays cause four types of interactions with
atoms: The photoelectric interaction, Compton
scattering, Thompson scattering, and character-
istic interactions. It is not within the scope of
this textbook to cover the physics behind these
interactions, but we will review them as they
pertain to image production and their implica-
tions for radiographic technique. Thompson in -
ter actions account for only 2 or 3 percent of all
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scattering interactions, so they are of little ac -
count. Given the small “size” of body atoms
(hav ing an average atomic number of only 7.6),
the characteristic interaction re sults not in x-rays
that could reach the im age receptor (IR), but
only in ultraviolet or visible light rays that can-
not penetrate out of the body. Since they never
reach the IR, these characteristic rays have no
impact on the final image. Therefore, when it
comes to radiographic technique, the two inter-
actions of primary interest are the photoelectric
effect and Compton scattering.

In the photoelectric effect, all of the energy of
an incoming x-ray is absorbed by an inner elec-
tron shell of the atom, that is, the entire x-ray pho-
ton is absorbed. Since this leaves no exposure at
the corresponding location on the IR, a minis-
cule “white” spot is left there, and we can think of
the photoelectric interaction as being primarily respon-
sible for producing subject contrast in the latent radi-
ographic image. When photoelectric interactions
are lost, poor image contrast results. 

The Compton interaction is responsible for
about 97% of all scatter radiation produced
within the patient’s body. Because scatter radia-
tion is emitted in random directions, it lays down
a “blanket” of exposure in the general area
where it was produced, which obscures the visi-
bility of the useful image just like fog can ob -
scure the visibility of a bill board as seen from a
highway. When this layer of fog is overlaid “on
top of” all the details in the area, the result is
reduced contrast in the latent image. 

Finally, we should consider the very im por-
tant x-rays which penetrate right through the
patient’s body without undergoing any in ter  action
and reach the IR with all of their original ener-
gy. Each of these expose a miniscule “black”
spot at the IR. The useful signal of the remnant
x-ray beam is the “latent image” carried by it to
the IR, and consists of varying degrees of pene-
trating x-rays mixed with photoelectric interac-
tions that result in the various shades of gray
representing different tissues. A structure such
as a bone, that ab sorbs many x-rays by the pho-
toelectric effect while a few penetrate clear
through, will be depicted as a light gray density
in the final image. An organ such as the heart,

absorbing much fewer x-rays by the photoelec-
tric effect and allowing many more to penetrate
right through, will be depicted as a dark gray
structure in the final image. The useful signal is
created by variations in the photoelectric/ penetration
ratio in different tissues of the body. 

Compton interactions, on the other hand,
should be generally considered as destructive to
the image. Because they are randomly distrib-
uted, they carry no organized signal, but rather con-
stitute a form of noise which hinders the visibility
of the useful image. 

X-Ray Beam Energy

When the x-ray beam has higher overall ener-
gy, we call it a “hardened” beam which will bet-
ter penetrate the body through to the IR. The
“average” energy of the x-ray beam can be in -
creased in two ways: By increasing the set kVp,
and by adding filtration at the col limator. Fil -
tration is not generally tampered with, and for
our purposes here, can be considered as a fixed
quantity, leaving kVp as the primary controlling
factor for beam penetration.

As x-ray beam energy is increased and pene-
tration improves, all types of attenuating interac-
tions within the patient’s body decrease (Figure 2-1).
This overall ratio between penetration and inter-
actions is what is mostly responsible for the cre-
ation of subject contrast. However, there is an
additional effect caused by the ratio between the
different types of attenuating interactions that are oc -
curring. 

See Figure 2-1 for example: At 40 keV, we
find that about half of all interactions in soft tis-
sue are photoelectric, and half are Comp ton,
(the graph shows about equal amounts of both).
Since we can think of half of all the interactions
as “producing miniscule white spots,” we expect
soft tissue to appear as a medium-gray in the
radiograph. But photoelectric interactions plum-
met as kVp is increased, with almost none occur-
ring in soft tissue above 60 keV. At 80 keV, only
penetrating x-rays and Compton scatter x-rays
reach the IR under soft tissue areas, so they now
appear so dark that most soft tissue organs are
hard to distinguish. 
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Now, let’s consider bone tissue: Examining
Figure 2-1 again, at 40 keV, in bone there are one
hundred times more photoelectric in ter actions
occurring than Compton interactions, (10/0.1).
When the keV is increased to 80, both photo-
electric and Compton in teractions decrease, but
Compton only de creases very slightly (less than
2%), whereas photoelectric interactions drop very
sharply to about 1/30 the prior amount (10/0.3).
Yet, we find that more than one-half of the inter-
actions in bone are still photoelectric. Thus, at
80 keV we still expect bone to appear as a light-
to medium-gray density. An 80-kVp radiograph
demonstrates bone structures very well, but soft
tissue organs very poorly. This is why contrast
agents must be used to make the stomach or
bowel show up.

Tissue Thickness

As a body part becomes thicker, all types of
attenuating interactions are affected by equal
proportions, (photoelectric and Comp ton inter-
actions go down together). The general attenua-
tion of the x-rays is exponential and follows a
practical rule of thumb: For every 4-5 centimeters
increased part thickness, attenuation is doubled, so
radiographic technique must be doubled to compensate. 

Tissue Density

The physical density of body tissues (the con-
centration of their mass) is directly proportional to
the number of all attenuation interactions taking
place. If an organ, such as the liver, is twice as
dense as the muscles surrounding it, it will ab -
sorb twice as many x-rays and show up as a light -
er gray area on the final radiograph. The differ-
ent types of interactions are all affected by equal
proportions, (photoelectric and Compton inter-
actions go down together). 

Tissue Atomic Number

A high atomic number for an atom means
not only that it has a “large” nucleus, but many
electrons. A peculiar aspect of atoms is that they
all have a roughly equal diameter, occupying about
the same amount of space, no matter how many
electrons are “packed” into them. This means
that for atoms with high atomic number, the
many electrons are much more concentrated, some-
 thing physicists refer to as an atom’s electron den-
sity. 

With many more electrons per cubic angstrom,
x-rays are much more likely to strike and inter-
act with them—We expect x-ray absorption to go

Figure 2-1. Within the patient, all attenuating interactions decrease at higher keV. Photoelectric interactions plum-
met quickly, while Compton interactions only decrease slightly, leaving Compton as the dominant interaction at
higher keV’s.
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up exponentially for “larger” atoms with more
electrons, and this is the case. In fact, x-ray
absorption increases by the cube of the atomic
number. For ex ample, let’s compare the two ele-
ments hydrogen and carbon, both of which are
plentiful within the human body: The atomic
number for hydrogen is 1, and 1 cubed (1 x 1 x
1) is 1. The atomic number for carbon is 6, and
6 cubed (6 x 6 x 6) is 216. This means that car-
bon is 216 times better at absorbing x-rays than
hydrogen. 

In practical radiography, this atomic number
effect is the main reason that positive contrast
agents and bones absorb x-rays so much more
than soft tissues.

Contrast Agents

The atomic number of iodine is 53, and that
of barium is 56. Compared to an effective (aver-
age) atomic number for soft tissue of 7.4, these
are approximately 7 times higher atomic num-
bers. Using the cube rule just described in the
last section, we find that these positive contrast
agents are about 343 times more effective at ab -
sorbing x-rays than soft tissue. 

Gasses such as air are sometimes also used as
negative contrast agents. In this case, the primary
change in absorption is due to the ex treme dif-
ference in physical density, as de scribed in the
above section on tissue density.

Summary of Variables Creating
Subject Contrast

Taken together, we find that the lungs show
up against the soft tissues of the heart and sur-

rounding musculature primarily be cause of the dif-
ference in physical density. The lungs are insufflat-
ed with air, which is a gas. Gasses generally have
1/1000th the physical density of soft tissue, and
even though density is proportional to x-ray
absorption, this is such a huge difference that
the lungs are indeed demonstrated against the
soft tissues around them. This is true even though
the effective (average molecular) atomic number
of air is 7.6 and that of soft tissue is 7.4, near ly
equal.

Bones show up dramatically on radiographs
primarily because of the difference in atomic number.
Bone has an effective (average) atomic number
of roughly 20. When we cube this number and
that for soft tissue (7.4), we get 8000 and 405,
respectively. Taking the ratio 8000/400, we see
that bone absorbs about 20 times more x-rays
than soft tissue on account of its atomic number.
However, bone is also twice as dense as soft tissue,
and absorbs twice as many x-rays on account of
this density difference, for a total absorption of
about 40 times that of soft tissue. 

Table 2-1 is a comprehensive list of the vari-
ables that control subject contrast in the latent
image carried by the remnant x-ray beam to the
image receptor.

Why mAs and SID Do Not Control
Subject Contrast in the Latent Image

Milliampere-seconds (mAs) is directly pro-
portional to the intensity of the primary x-ray
beam emitted from the x-ray tube. When the
mAs is doubled, twice as many electrons strike
the anode, and precisely twice as many x-rays
are produced at every energy level. That is, there

Table 2-1
SUBJECT CoNTRAST: VARIABLES

X-ray Energy (kVp, filtration)
Tissue Thickness
Tissue Density
Tissue Atomic Number
Presence of Contrast Agents
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are twice as many 30-kV x-rays, twice as many
45-kV x-rays, and twice as many 60 kV x-rays,
all the way up to the set kVp or peak energy. 

Within the patient, twice as many x-rays pen-
etrate through to the IR without undergoing any
interactions, twice as many photoelectric inter-
actions occur, and twice as many Compton scat-
tering events occur. There is no reason for the
proportions be tween these interactions to change,
because there has been no change made to the
relative energy levels of the x-rays or the pene-
tration characteristics of the x-ray beam. Every -
thing has simply been doubled. 

At the image receptor, we might think of the
effect as twice as many miniscule “white spots”
be ing created, but also twice as many “fogged”
spots created, along with twice as many “black”
spots created. The overall ex posure has been
doubled, so the latent image would appear twice
as dark overall, yet the subject contrast remains
unchanged. 

It is important to note that the overall density
of an image can be doubled without changing
the contrast. For example, let’s begin with two
adjacent densities that measure 1 and 2 respec-
tively, then double the overall exposure by dou-
bling the mAs. The density that originally mea-
sured 1 will now measure 2, and the density of
2 will now measure 4. Contrast is the ratio of dif-
ference between the two adjacent densities. The
original contrast was 2/1 = 2. The new contrast
is 4/2 = 2. In other words, even though the over-
all image is twice as dark, the second density is
still twice as dark as the first density. Contrast has
not changed.

(Now, an extreme increase in mAs, such as 8
times the mAs, leading to gross overexposure,
can continue to darken lighter areas while those
that are pitch black cannot get visibly any darker.
At this extreme, image contrast can be de stroyed.
However, such an extreme increase in technique
is not something that one encounters in daily
radio graphic practice—it is the exception rather
than the rule, and so should not be used to gen-
eralize the effects of mAs. The above example,
where mAs was doubled, is a realistic scenario
in practice, and it can be clinically demonstrat-
ed that it does not alter the image contrast.)

Changes made to the source-to-image dis-
tance (SID) follow precisely the same logic, even
if the physics is somewhat different. SID simply
alters the concentration of x-rays according to the
inverse square law, as they spread out more at
longer distances, and spread out less at short dis-
tances. So far as the image receptor (IR) is con-
cerned, the re sult in exposure is no different
than changing the mAs. In other words, whether
the x-rays are twice as concentrated because the
x-ray tube was moved closer, or whether twice
as many were produced in the first place, the
result is the same at the IR—twice the exposure
over a given area. 

Ultimately, at the IR, both mAs and SID con-
trol the intensity of exposure, but not the distri-
bution or ratio of different types of interactions.
Therefore, neither mAs nor SID “control” sub-
ject contrast in the Latent Image. This actually
makes life less complicated for the radiograph-
er, because we can focus on using kVp to con-
trol penetration and subject contrast without
worrying about these other factors.

Role of Radiographic Technique
in the Digital Age

As will be fully described in Chapter 4, the
primary role for the set radiographic technique
in the digital age is to simply provide sufficient
signal reaching the IR, that is, enough informa-
tion for the computer to process. This depends
both on beam intensity (controlled by the mAs
and the SID) and on beam penetration (con-
trolled by filtration and the kVp). With digital
equipment, there is great leeway for using high-
er kVp levels to achieve this goal, with the
added benefit of reduced patient dose when the
mAs is compensated according to the “15 per-
cent rule.”

Subject Contrast and Sharpness

It is important to distinguish between the
qualities of the latent image carried by the rem-
nant x-ray beam to the image receptor, dis-
cussed here, and the qualities of the final dis-
played image. The remnant x-ray beam carries
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the signal—the information organized by the pas-
sage of the x-ray beam through the various body
structures of the patient. This signal possesses
subject contrast between different areas of x-ray
intensity. It includes noise in the form of scatter
radiation and quantum mottle. It includes an in -
herent spatial resolution determined by the ge -
ometry of the x-ray beam in relation to the
patient. Because of this same beam-patient ge -
ometry, the latent image is also magnified to
some degree and may be distorted. 

Although the image will be radically altered
in nearly every way by digital processing before
it is displayed, these qualities of the remnant
beam signal at the IR can set important limita-
tions on what digital processing can accomplish. 

First, within the dynamic range, there must
be a certain minimum degree of distinction be -
tween one shade of gray and the next, that is, a
minimum level of subject contrast present in the
data set that is fed into the computer. This is the-
oretically true, yet the incredible ability of digi-
tal processing to enhance subject contrast makes
it a minor point in practice. Compared to con-
ventional film imaging, digital equipment has
more than 10 times the capability to demonstrate
tissues with low initial subject contrast. In gen-
eral, with digital technology, we need not con-
cern ourselves with contrast resolution in daily
practice, and it is just this flexibility which al -
lows us to use higher kVp levels, reduce or elim-
inate grid use, and make other practical changes
with an eye toward minimizing patient dose.

Sharpness, on the other hand, is of more con-
cern. Digital equipment has less capability for
spatial resolution than the older film technology.
A key issue, for example, is the interplay be -
tween focal spot size and the inherent resolution
of digital display systems. A typical LCD moni-
tor has hardware pixels of 0.1 or 0.2 mm in size.
The small focal spot in the x-ray tube is typical-
ly 0.5 to 0.6 mm in size. The large FS is 1.0 to
1.2 mm, much larger, but because of the ex -
tremely high SoD/oID ratio in the geometry of
the beam itself, the resulting “effective pixel
size” at the surface of the IR is re duced to a level
comparable to the pixels of the display monitor. 

The important point here is that these are
close enough that poor practice in making the orig-
inal x-ray exposure can, in some cases, reduce the
sharpness below what the digital system is capable of
displaying. For one thing, this means that radiog-
raphers must still be conscientious to use the
small focal spot whenever feasible, such as for small-
er extremities and for pediatrics. Beam geome-
try, including maximum feasible SID, and mini-
mum OID continues to be of prime importance.
optimum focal spot, beam geometry, and posi-
tioning must continue to be used in daily prac-
tice to maximize the initial sharpness of the im -
age being sent into the computer.

Variables Affecting the Quality of the
Final Displayed Radiographic Image

By way of an overview, below is a list of the
many types of variables that digital image cap-
ture, digital processing, and electronic image
display introduce into the quality of the final
image that is displayed on a monitor. These will
all be fully discussed in the following chapters.

1. Characteristics of the IR, discussed in
Chapter 10

2. Digital Processing of the image, discussed
in Chapters 5 through 9

3. Characteristics of the Display Monitor, dis-
cussed in Chapter 11

4. Ambient Viewing Conditions, discussed in
Chapters 11 and 12

Chapter Review Questions

1. What are the three general types of vari-
ables that determine the qualities of the
latent image carried by the remnant x-ray
beam to the image receptor?

2. Nearly all of the effect of distance (SID)
changes on the intensity of x-rays reach-
ing the image receptor is due to the sim-
ple _____________ out of x-rays as the trav-
el.

3. The partial absorption of x-rays by body
tissues is called _____________.
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4. Which type of x-ray interaction within
the patient’s body is primarily responsible
for the creation of subject contrast in the
signal of the remnant x-ray beam?

5. The useful signal is created by variations
in the photoelectric-to-_____________ ratio
in different tissues of the body.

6. As x-ray beam penetration improves,
_____________ types of attenuating x-ray
interactions within the body decrease.

7. As x-ray beam energy is increased, less
subject contrast is produced in the rem-
nant beam because the occurrence of
_____________ interactions plummets com-
pared to other interactions.

8. As a body part becomes thicker, all types
of attenuating interactions are af fected by
equal _____________.

9. Radiographic technique must be doubled
for every _____________ centimeter increase
in part thickness.

10. The physical density of a tissue is
_____________ proportional to the number
of attenuating x-ray interactions that will
occur in it.

11. X-ray absorption increases by the
_____________ of the atomic number of the
atoms in tissue.

12. Against a background of soft tissue, posi-
tive contrast agents such as iodine or bar-
ium show up on a radiograph primarily
because of their difference in
_____________.

13. Against a background of soft tissue, gasses
such as air show up on a radiograph pri-
marily because of their ex treme differ-
ence in physical _____________.

14. SID and mAs are NoT considered as
controlling factors for subject contrast
because, although they affect the overall
number of interactions occurring, they do
NoT change the _____________ between
different types of interactions.

15. The primary role for radiographic tech-
nique in the digital age is to simply pro-
vide _____________ signal reaching the
image receptor.

16. Sufficient signal at the image receptor
depends upon both the _____________ and
the _____________ of the x-ray beam.

17. Which is the greater concern for digital
units in daily practice, producing good
image contrast or producing a sharp
image?

18. Compared to the older film technology,
digital equipment has _____________ times
the capability for demonstrating tissues
with very low subject contrast.

19. Even though the pixels on a display mon-
itor are fairly large (0.1 to 0.2 mm), it is
possible for improper use of the large
focal spot during the initial exposure to
reduce image _____________ below what the
digital processing and display systems are
capable of.
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Chapter 3

QUALITIES OF THE DIGITAL RADIOGRAPH

Objectives

Upon completion of this chapter, you should
be able to:

1. List and define the six qualities of the gross,
anatomical image used for medical diagno-
sis.

2. Relate the visibility qualities to window
level, window width, and signal-to-noise
ratio.

3. State the “ideal” levels of each image qual-
ity for clinical diagnosis.

4. Describe how image contrast is properly
measured and analyzed.

5. List eight general categories of image noise.
6. Distinguish display magnification from

geometric magnification for the image.
7. Distinguish qualities of the latent image

from those of the displayed image.
8. Define resolution, contrast resolution, and

spatial resolution as physicists use the terms.
9. Relate exposure trace diagrams to contrast

resolution and spatial resolution.

Before we can have any clear discussion
about the effects of either radiographic tech-

nique or digital processing on the image in sub-
sequent chapters, we must carefully distinguish
between the actual qualities of the final, elec-
tronically displayed (TV) image and the “latent
image” created in the image receptor by the x-
ray beam. It will also be helpful to point out

how these differ from the qualities of a conven-
tional radiograph recorded on film. 

Qualities of the Final
Displayed Digital Image

Let’s begin by making a comprehensive, but
concise list of what those qualities are, present-
ed as a “hierarchy” of image qualities in Figure
3-1. Definitions for each of these terms are pre-
sented in the Glossary. 

Brightness

Brightness is intuitive to understand; It refers
to the intensity of light for the overall image or
any portion of the image. All pixel brightness
levels within the anatomy should be neither
com pletely white nor pitch black, but an inter-
mediate shade of gray ranging from very dark
gray along a broad scale to very light gray. To
achieve this, at times the displayed image will
need to be levelled. This is an adjustment to the
window level discussed under postprocessing in
Chapter 7. For most radiographic equipment,
the higher the window level number, the darker
the image.

Density is the darkness of any portion of the
image, so it is the opposite of brightness. Al -
though this term is a hold-over from the days of
film radiography, it is still often used and is ap -
propriate when discussing certain radiographic
variables, especially in regard to a printed image.
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The ideal amount of brightness for an image is
an intermediate level that is considered optimum
for the human eye (neither maximum nor minimum).

Contrast and Gray Scale

Contrast is the percentage or ratio between two
adjacent brightness or density levels, Figure 3-2.
A certain minimum level of contrast is necessary
between two adjacent details for the human eye
to distinguish them apart. Contrast can be calcu -
lated by dividing measurements taken from a pho-
 tometer or densitometer. Generally, a high-con-
trast image is easier to see than a low-contrast one.
Contrast is essential to the visibility of any image.

Gray Scale is the range or number of different
brightness levels or densities present in the im -
age, as counted on a scale from white to black.
The significance of gray scale is that when more
different shades of gray are available to be
recorded in the image, more different types of
tissues and anatomical structures within the
body can be represented. Increased gray scale is
associated with more information present in the
image, Figure 3-3. In the displayed image, gray
scale is adjusted by windowing. This is an adjust-
ment to the window width discussed under post-
processing in Chapter 7. For most radiographic
equipment, the higher the window width num-
ber, the longer the gray scale.

For the human eye, blank white and pitch
black fix in place the extreme ends of the scale
of perceived densities. (That is, you can’t get any
lighter than blank white, or any darker than
pitch black.) The result is that, as the gray scale
is increased between these extremes, the differ-
ence between densities or brightness levels must
decrease. For example, as shown in Figure 3-4,
if you fix the ends of a staircase between the
ground floor and the second floor of a home,
and the ground floor ceiling is 10 feet high, you
can have 5 steps on the staircase that are each 2
feet apart in height, or you can increase the
number of steps to 10 only by reducing the dif-
ference between them to one foot each, but you
cannot have 10 steps and keep them 2 feet
apart. As the number of steps increases, the dif-

Figure 3-1. Hierarchy of radiography image qualities. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 3-2. Contrast is the ratio between two adjacent
densities. These two examples both have a contrast of
2.0 (2/1 and 4/2) even though the image on the right is
darker overall.
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ference between them must decrease. For this
rea son, gray scale is generally considered as
opposite to contrast. (Increasing the window width
reduces contrast.)

We have stated that contrast is essential for
the visibility of details in the image, but that in -
creased gray scale provides more information.
Which is more important, the quantity of infor-
mation present or the ability to see it well? The
answer is that both are equally important. There -
fore, the ideal amount of contrast or gray scale
in an image is an intermediate level that is opti-
mal (not maximum nor minimum).

Measuring Contrast

When actually measuring contrast in a radi-
ographic image, it is essential to compare two
densities that both represent tissues within the an -
atomy, one darker tissue and one lighter tissue.
on an AP knee view, for example, the darker
soft tissue of the joint space can be compared to
a homogeneous area within the hard, cancellous
outer bone. Never use the “raw exposure” background
density for the darker of the two density (brightness)
measurements. Since the background density is
always pitch black and cannot be darkened any
further, using it for contrast measurements leads
to false conclusions about the image. A classic
ex ample is the notion that a “darker image al -
ways has less contrast”—we have just proven this
false in Figure 3-2. There is no direct causa tive
relationship between overall image darkness
and the contrast between organs such as the

Figure 3-3. Although high contrast (left) can increase the
visibility of particular details, long gray scale (right)
demonstrates more different types of tissues and pro-
vides more diagnostic information.

Figure 3-4. When “stretched” between the extremes of blank white and pitch black, gray scale is like a staircase
reaching a fixed total height (arrows): The more steps there are, the less the distance or difference between one step
and the next. 
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heart against the lung field or a bone against a
soft tissue background. It is the contrast between
anatomical tissues we are vitally interested in.

(on larger body parts such as a large ab -
domen, there may not even be any “raw” back-
ground density to measure, so the same type of
experiment will yield different results compared
to a knee image in which the background den-
sity is used.) Contrast must always be measured
within the anatomy.

It is also hazardous to use subtraction rather
than a ratio or percentage to calculate the contrast
between two density measurements. When we
describe a density as being “twice as dark” as
an other, we are intuitively using a ratio (2 to 1),
not a subtracted difference. Let’s illustrate with a
simple example: Suppose we have two density
(or brightness) measurements of 1.0 and 2.0. We
then add a “fog” density across the whole image
with a value of 1.0. Adding this 1.0 to the two
original numbers, we now have 2.0 and 3.0.
Using ratios, the contrast of the original image is
2/1 = 2, and the contrast of the new fogged
image is 3/2 = 1.5. Note that the contrast has
gone down from 2 to 1.5 due to fog. This is the
correct result for a fogged image.

If we now perform the same calculation using
subtraction, the contrast of the original image is
2 – 1 = 1, and that of the new fogged image is
3 – 2 = 1. Apparently, contrast was unaffected
by fog. This is, of course, incorrect. Perform the
same exercise for mAs or SID, and we find that
using subtraction, these variables change con-
trast, also false. Repeat these calculations using
ratios for mAs and SID, and we find that they do
not control contrast, the correct relationship, be -
cause these two variables change all image den-
sities by the same proportions. For example,
doubling the mAs doubles all densities, so the
second image in our example would have the
densities 2.0 and 4.0, respectively, and the con-
trast is still 2.0.

Noise and SNR

Noise consists of any form of non-useful con-
tribution to the image which interferes with the
visibility of useful information (anatomy or path -
ology of interest. Three examples are demon-
strated in Figure 3-5. Noise is always destructive,
so the “ideal” amount for image quality is gen-
erally the minimum noise possible. (For quantum

Figure 3-5. Three disparate examples of image noise: Left, quantum mottle, the most common form of noise for
digital radiography; Middle, a streak artifact from a CR reader (Courtesy, State University of New York. Reprinted
by permission.); Right, aliasing or Moire effect caused during CR processing. (From Q. B. Carroll, Radiography in the
Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018.)
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Table 3-1
TYPES oF IMAGE NoISE

1. Scatter radiation
2. off-focus radiation
3. Quantum mottle
4. Material mottle

A. CR PSP plate crystal layer defects
B. DR or DF indirect-conversion crystal layer defects
C. Image intensifier input phosphor crystal layer defects
D. Fiber-optic bundle defects

5. Aliasing artifacts
A. Insufficient digital sampling
B. Magnification (zoom) of displayed image
C. Grid line frequency vs. sampling frequency

6. Electronic noise
A. Direct-conversion DR active matrix arrays (AMAs)
B. CR reader hardware
C. Image intensifier
D. Charge-coupled devices (CCDs) or CMoS
E. Computer hardware, including ADCs and DACs
F. Display systems

7. Algorithmic noise (software defects)
8. Exposure artifacts

A. Extraneous objects
B. Grid lines
C. Superimposition of anatomical structures within patient
D. False images created by movement or beam geometry

mottle, we accept the minimum feasible, taking
pa tient dose into account.)

Table 3-1 presents a list of the various types
of noise that can be present in any electronical-
ly displayed image. These are many. Some auth -
ors have restricted the concept of noise to quan-
tum mottle, but this is misleading:  In addition
to the x-ray beam, mottle can also originate from
materials used in the image receptor, from small
variations in electrical current, and even from
eccentricities in computer algorithms. Scatter
radi a tion is also destructive to the contrast be -
tween small details. Grid lines and other arti-
facts interfere with the visibility of details by
superimposing them with a blank or nearly-blank
white image, effectively “blocking them out.”

A related image quality concept that is impor-
tant for radiographers to understand is signal-to-
noise ratio (SNR). The signal is defined as the or -

ganized, useful information reaching the im age
receptor (IR). It is carried to IR by the remnant
x-ray beam in the form of different areas of x-
ray intensity which possess subject contrast be -
tween them. Signal-to-noise ratio, then, is the
ratio of useful, constructive information to non-useful,
destructive input forming the latent im age. Clear -
ly, the ideal SNR for any image is the maximum
SNR. This is achieved by both proper radio -
graphic technique and by good position ing prac  -
tices upon exposure.

Sharpness (Spatial Resolution)

Sharpness (sometimes called spatial resolution)
is defined as the abruptness with which the edge
of a structure “stops” as one scans across an area
of the image (or how “quickly” the density
changes from the structure to the background
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density). Imagine driving a microscopic sports
car across the image at a constant speed: When
passing over the edge of a bone image into the
darker background density of soft tissues, if the
density suddenly changes from white to dark,
the edge of the bone image is sharp, if the den-
sity gradually fades from white to dark, the edge
of the bone image is blurry and the spatial reso-
lution is poor. Figure 3-6 demonstrates this con-
cept.

Sharpness is affected by a number of vari-
ables: By the focal spot, beam projection geom-
etry and any motion during exposure, by digital
processing, and especially by the quality of the
display monitor and any changes to magnifica-
tion of the displayed image by the radiographer.
Maximum sharpness is always the goal.

Shape Distortion

Shape Distortion is defined as any difference
be  tween the shape of a structure in the dis
played image and the actual shape of the real
structure itself within the patient’s body. It is pri-
marily controlled by positioning and the align-
ment (centering and angling) of the x-ray beam
during exposure. Distortion is not generally
altered by digital processing or display. Mini -
mum distortion is always the ideal.

Geometric Magnification

Geometric Magnification is the difference be -
tween the size of a structure in the displayed
image and the actual size of the real structure
itself, created by the geometry of the original x-
ray projection. While special magnification
tech niques can sometimes be used to make a
particular structure more visible in the image,
the general rule is that the image should be rep-
resentative of the actual size of the real structures,
(especially the heart for chest radio graphs), and
that geometrical magnification should be kept at
a minimum.

Display Magnification

Display magnification is magnification created
by applying “zoom” or “magnify” features of
the display monitor, or by any form of post-col-
limation which changes the field of view dis-
played within the physical area of the monitor
screen. Some magnification can assist in visual-
izing small structures. However, excessive mag-
nification can result in a “pixelly” image, where
individual pixels become apparent and the
sharp ness of image details is lost as shown in
Figure 3-7.

At certain levels of magnification, a moire or
aliasing pattern can also appear in the displayed
image which is quite distracting (see Figure 9-11
in Chapter 9). Thus, display magnification can
be diagnostically useful if not applied to excess.

As shown on the left in Figure 3-1, brightness,
contrast, and noise combine to determine the
general visibility of details in the image. on the

Figure 3-6. In a sharp image of the hand, A, the change
from light to dark at the edge of a detail is abrupt or sud-
den as one scans across the image, (left, bottom). For a
blurry image of the hand, B, the edge of a bone gradu-
ally fades from light to the dark background (right, bot-
tom). (From Q. B. Carroll, Radiography in the Digital Age,
3rd ed. Springfield, IL: Charles C Thomas, Publisher,
Ltd., 2018. Reprinted by permission.)
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right, sharpness combines with shape distortion
and magnification to determine the geometrical
integrity of the details in an image. Whereas the
three qualities on the left half of the diagram in
Figure 3-1 determine whether details in the im -
age are visible, the three geometrical qualities on
the right determine whether those details can be
recognized for what they are. High visibility com-
bines with maximum recognizability to determine
the overall quality of the image.

Qualities of the Latent Image
Captured at the Image Receptor

It is important not to confuse the qualities of
the final displayed image with those of the latent
image carried by the remnant x-ray beam to the
image receptor. The remnant x-ray beam carries
the signal—the information organized by the pas-
sage of the x-ray beam through the various body
structures of the patient. This signal possesses
subject contrast between different areas of x-ray
intensity, as shown in Figure 3-8. It includes
noise in the form of scatter radiation and quan-
tum mottle. It includes an inherent spatial reso-
lution determined by the geometry of the x-ray
beam in relation to the patient. Because of this
same beam-patient geometry, the latent image is
also magnified to some degree and may be dis-
torted. 

With the single exception of shape distortion, every
one of these aspects of the radiographic image will be

modified by digital processing before the final image is
displayed on an electronic monitor. Table 10-3 in
Chapter 10 lists those aspects of digital process-
ing which now “control” the various qualities of
the final displayed digital image, compared with
the old “controlling factors” of traditional film
radiography. With conventional film radiogra-
phy, the radiographic technique set at the x-ray
machine console controlled all of the visibility
characteristics—the brightness, contrast and
noise—of the final image. It no longer does. As
described in Chapters 6 and 7, digital rescaling
and window levelling now “control” the final
image brightness, gradation processing (LUTs)
and the window width control adjust the final
image contrast, display monitor characteristics
and displayed field of view are the primary de -
terminants of the final image sharpness and
magnification. Then, what is the function of
radiographic technique with digital equipment?
This is the subject of the next chapter.

The crucial point we are trying to make here
is to not confuse these final displayed image
qual ities with those of the latent image carried
by the remnant x-ray beam. Those exposure
qual ities are controlled by the set radiographic
technique, positioning, and patient condition.
But, they describe only the image that is cap-
tured by the image receptor and fed into the com-
puter system, not the image coming out of the
computer and sent to display. As stated by the
American Association of Physicists in Medicine

Figure 3-7. Example of a pixelated image (right). Excessive zoom or magnification of the image on the display mon-
itor eventually leads to pixilation, loss of sharpness and aliasing artifacts.
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(Task Group 116, Medical Physics, Vol. 36, No. 7,
July 2009), “Unlike screen-film imaging, image
display in digital radiography is independent of
image acquisition.” In other words, the qualities
of the final displayed image have been “decou-
pled from” the conditions of the original x-ray
exposure. A common mistake is to continue to
treat x-ray exposure factors as “primary control-
ling factors” over the qualities of the final image,
when in fact they are now relatively minor “con-
tributing factors.”

Resolution at the Microscopic Level

Confusion may result when physicist terms
are mixed or conflated with the terms radiogra-
phers are used to in describing image qualities.
An example is the adoption by the American
Registry of Radiologic Technologists in 2017 of
the term spatial resolution to describe sharpness in
the radiographic image. Physicists examine the

image at a microscopic level, and as we shall see,
this makes a great deal of difference, because
radi ographers are concerned with the readily
apparent qualities of the gross image in daily
practice. In effect, the physicist is concerned
with the resolution of a single dot or detail in the
image, while the radiographer is concerned with
the true representation of a bone or other ana -
tomical structure. 

Resolution is specifically defined as the ability to
distinguish two adjacent details as being separate from
each other. When one examines a single detail or
dot in the image, all image qualities are reduced
to just two characteristics. Physicists refer to these
as contrast resolution and spatial resolution. Now,
take a look at Figure 3-9 and note that two, and
only two, distinctions need to be made in order
to identify one dot as being separate from other
surrounding dots: First, the dot itself must be
distinguishable against the background density or
the field behind it. It must be brighter or darker
than its surroundings, otherwise it cannot be made
out at all as a detail. Physicists call this quality
con trast resolution. Second, there must be enough
of the background field between this dot and any
other nearby dot to visually separate them in space.
Physicists refer to this quality as spatial resolution.

Figure 3-9 helps clarify that for the physicist,
the only question is, “Can the dot be made out
(overall resolution) against the background (con-
trast resolution) and separate from other dots
(spatial resolution)?” The next section on expo-
sure trace diagrams helps the student to visual-
ize these concepts. 

Now compare Figure 3-9 with Figure 3-1 at
the beginning of this chapter, and it will quickly
become apparent that contrast resolution best cor-
 relates with visibility of the image, and spatial
resolution best correlates with geometrical integri-
ty or recognizability of the image. That is, the two
related questions for the radiographer are, “Can
you see the anatomical structure?” and, “Can
you recognize the anatomical structure?” Note
that none of the six image qualities listed along the
bottom line of Figure 3-1 can, or should be, translated
as “contrast resolution” or “spatial resolution.” Nor
are these six characteristics of any particular in -
terest to the physicist. Why not?

Figure 3-8. The remnant x-ray beam carries subject con-
trast and other qualities of the latent image to the recep-
tor below. However, digital processing will alter all but
one of these qualities (shape distortion) before the final
image is displayed.
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The answer is scale. Scale literally determines
our physical reality. And, scientific principles
apply only on certain scales. For example, cos-
mological physics deals with the realm of the
incredibly large, such as the universe itself. At
this huge scale, Einstein’s theory of general rela-
tivity applies, and, for example, time runs much
slower near very massive objects such as stars.
But, here on earth, we need not worry about the
effects of a very large building slowing our time
down because the scale of our daily human ex -
perience is too small to “feel” the effects of rela-
tivity. Likewise, quantum physics studies the
realm of unimaginably small things such as an
electron, which can turn back and forth be -
tween being a wave and being a particle, and
can effectively disappear and reappear in differ-
ent locations spontaneously. In our daily experi-
ence, we needn’t worry about our car disap-
pearing like an electron, because we are on a
completely different scale of reality.

The six image qualities listed at the bottom of
Figure 3-1 apply only to gross images such as the
image of a bone. Physicists study the microscopic
image, where these qualities become irrelevant.
For example, the size and shape of a single dot
in the image are determined by the size and
shape of the dexel that detected the information
and the pixel that displays it. Therefore, it is
irrelevant to ask if a single dot is “distorted” or
“magnified”—all dots in the image are the same
size and shape. Likewise, it is meaningless to ask

if a single dot has “noise” impeding its visibili-
ty—noise in the image consists of dots just like
useful data does. 

For the radiographer, the image of a bone may
be noisy (such as covered with mottle), the bone
may be magnified, and its shape may be dis-
torted by poor positioning or an improper beam
angle. For the physicist, none of these questions
would apply to a single dot. Why, then, should
the radiographer need to know anything about
contrast resolution and spatial resolution? Because
these are physics standards that can be used to
compare different types of radiographic equip-
ment. When deciding which x-ray machine to
buy, it is useful to be able to take a simple reso-
lution device, such as the line-pair resolution
template shown in Figure 3-10 and compare
which machine produces the best resolution, with-
 out having to place a patient in the x-ray beam.

Exposure Trace Diagrams

A visual device called the exposure trace dia-
gram can help understand the concepts of con-
trast resolution and spatial resolution. This type
of diagram was invented during the days of film
radiography when more exposed areas of the
developed film literally had thicker deposits of
blackened silver on them, while lighter areas
such as bone images were created by stripping
off silver during chemical development, such that
only a thin layer was left on the film. In Figure

Figure 3-9. Physicists evaluate images only on the basis of their microscopic qualities, the contrast resolution and spa-
tial resolution of a small dot or line. For the radiographer, these correlate to overall visibility and overall recognizability,
and should not be confused with the six clinical qualities of a gross image such as a bone (see Figure 3-1, bottom).
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3-11 we see a typical exposure trace for a single
light spot in the image. The vertical thickness of
the shaded area represents the amount of x-ray
exposure received at the image receptor. In the
middle of the image, we can consider the verti-
cal depth of the “pit” as the contrast for the light
spot or detail. 

Interestingly, we can also represent the sharp-
ness of this image, because the edges of the “pit”
do not drop straight downward, but follow a
slope that represents the amount of penumbra or
blurriness of these edges. The wider these slopes
are side-to-side, the more blurred the edges of
the image. Now, comparing this diagram with
the physicists’ terms listed in Figure 3-9, we rec-
ognize that contrast resolution corresponds to the
vertical dimension or depth of the exposure trace,
and that spatial resolution relates inversely to the
horizontal dimension of the edges in the exposure
trace. That is, a steeper slope has less horizontal
spread, indicating less penumbra or blur, and
this translates as higher spatial resolution.

When the resolution template in Figure 3-10
is exposed to x-rays, the resulting image is a
series of lines, each of which could be consid-
ered in cross-section as an exposure trace dia-
gram. The series of up-and-down modulations
ap pears as a sign-wave (Figure 3-12). This sign-
wave is referred to by physicists as the modula-
tion transfer function (MTF), and it measures how

Figure 3-10. The resolution test template used by physi-
cists consists of alternating slits and strips of lead foil to
form ever smaller “line pairs.” Exposure to x-rays
results in a measurement of modulation transfer function
(see Figure 3-12) or spatial frequency in line-pairs per mil-
limeter (LP/mm).

Figure 3-11. An exposure trace diagram illustrates the two basic characteristics for a single dot or line in an image:
The vertical dimension of the “pit” corresponds to contrast resolution for the physicist. The horizontal length of a
slope represents the amount of blur or penumbra and corresponds inversely to spatial resolution for the physicist.
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well the difference between adjacent small de -
tails is transferred from the real structures with-
in the patient to the image receptor. 

With a little imagination, you can visualize the
waves in Figure 3-12 sliding horizontally closer
and closer together as the lead foil lines in the
test template (Figure 3-10) become smaller and
smaller. As shown in Figure 3-13, eventually the
crests of the waves begin to overlap, and the ver-
tical depth of the troughs is lost. This indicates
that two details have become so close together
that their penumbras begin to overlap. The loss in
vertical depth (Figure 3-13C ) indicates that con-
trast resolution is now being affected, blurring
even the distinction between contrast resolution

and spatial resolution. This is something that can
only happen at the microscopic level, (not to the
clinical image of a bone).

The upshot is that, at the microscopic level of
the image, resolution can be lost in two ways: 1)
by loss of contrast resolution (the vertical dimen-
sion of the exposure trace), or 2) by loss of spa-
tial resolution when small details become so
close together that their penumbras overlap. 

Conclusion

These microscopic effects discussed in the
last section are measured using test devices such
as the line-pair template in Figure 3-10 and are
useful for comparing the performance x-ray units.
However, in daily practice, the radiography is
primarily concerned with the “clinical qualities”
of the image, the diagnostic value of the gross
anatomy and pathology displayed. These are
the six qualities listed at the bottom of Figure 3-
1: Brightness (density), contrast (gray scale), noise,
sharpness, shape distortion and magnification.

A helpful glossary is provided at the end of
this book where concise definitions are given for
every image quality. This makes a perfect study
tool for review. 

Chapter Review Questions

1. The higher the window level number, the
_____________ the image.

2. The percentage or ratio of difference be -
tween two adjacent densities is the defini-
tion for image _____________.

3. Whereas higher contrast is associated
with greater visibility, longer gray scale is

Figure 3-12. The modulation transfer function (MTF) sine-wave is, in effect, a series of exposure trace diagrams (Figure
3-11) created by exposing a line-pair resolution template (Figure 3-10).

Figure 3-13. The resulting MTF values (bottom) as res-
olution template line pairs become smaller and closer
together. The exposure trace in the middle shows
graphically that contrast resolution is lost as the lines
become closer. This is also indicated in the simulated
image of the lines at the top. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by
permission.)
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associated with more _____________ present
in the image.

4. The higher the window _____________, the
longer the gray scale.

5. In the image, gray scale is generally con-
sidered as _____________ to contrast.

6. For both brightness and contrast, the
“ideal” amount for diagnostic image is
_____________ (maximum, minimum, or
optimum).

7. When measuring contrast in a radi-
ographic image, it is essential to take both
measurements from _____________ within
the anatomy.

8. In its broadest sense, noise is defined as
anything that interferes with the _________
of useful information in the image.

9. Within the remnant x-ray beam, different
areas of x-ray intensity possess ___________
contrast between them.

10. Within the latent image, the ratio of use-
ful, constructive information to non-use-
ful, destructive input defines the concept
of _______ _______ _______ _______ (SNR).

11. If one visually scans across the image, the
“abruptness” with which the edge of a
particular structure “stops”, or how sud-
denly the structure’s density transitions to
the background density in the image, is
the definition for image _____________.

12. In the digital age, what are the two gen-
eral types of image magnification?

13. Any form of “post-collimation” that
changes the field of view displayed on a
viewing monitor will affect the ___________

magnification of the image.
14. Brightness, contrast and noise impact the

visibility of an image structure. Sharpness,
shape distortion and magnification com-
bine to determine whether the structure
can be _____________ for what it is.

15. With the single exception of shape distor-
tion, every aspect of the latent radio -
graphic image will be modified by _______
processing before the image is displayed.

16. For a physicist studying the microscopic
resolution of a single dot, there are only
two aspects to the image, _____________ res-
olution which best corresponds to the vis-
ibility of the dot, and _____________ resolu-
tion which best corresponds to the overall
recognizability of the dot.

17. on an exposure trace diagram, the
_____________ depth of a “pit” in the trace
corresponds to the contrast of the detail.

18. on an exposure trace diagram, the hori-
zontal extent of the detail’s edge slopes
corresponds inversely to the _____________
of the detail.

19. For a line-pair test image, loss of spatial
resolution can occur when smaller and
smaller lines become so close that their
_____________ begin to overlap.

20. List the six essential qualities of any gross
anatomical image (such as an image of a
bone) that radiographers are concerned
with in daily practice:
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Chapter 4

RADIOGRAPHIC TECHNIQUE FOR DIGITAL IMAGING

Objectives

Upon completion of this chapter, you should
be able to:

1. State the primary role of radiographic tech-
 nique in the digital age.

2. Describe how x-ray beam penetration dis-
tinguishes between exposure to the pa -
tient and exposure to the image receptor.

3. Compare the sensitivity to subject con-
trast between digital and film technology

4. Explain the relationship between subject
contrast and exposure latitude.

5. Describe the exposure latitude of digital
equipment.

6. For reduced use of grids, compare the
implications for scatter radiation to the
occurrence of mottle, and the implica-
tions for setting radiographic technique.

7. State three advantages for the use of new
virtual grid software.

8. Describe how long gray scale in the latent
image maximizes the quantity of real data.

9. Quantify how the 15 percent rule reduces
patient exposure while maintaining expo-
sure to the image receptor.

10. Analyze the impact of applying the 15 per-
 cent rule on digital image “fog” and digi-
tal image mottle.

If, as described in the previous chapter, the
qualities of the final displayed radiographic

im age are now primarily controlled by digital
processing, then what role is left for the radi-
ographic technique set at the console during
exposure? The answer is both significant and
singular: To provide adequate signal at the image
receptor for the computer to be able to manipulate the
data. That is, to ensure that adequate organized
information reaches the image detector along
with minimal noise, or to achieve the maximum
SNR (signal-to-noise ratio).

of course, another important goal in the
practice of radiography is to minimize patient
dose, and this also relates to the set radiograph-
ic technique; However, this will be discussed
later. Here, we want to focus on production of a
quality image.

Without proper radiographic technique, the
digital image would not exist. The computer
must receive sufficient input so that it can then
“crunch the numbers” to produce a diagnostic
final image. Positioning, focal spot size and x-
ray beam geometry still have a major impact up -
on the recognizability aspects of the image (sharp -
ness, distortion and magnification), but what
would any of these matter if the image is not suf-
ficiently visible, i.e., it doesn’t exist? Enough data
must be fed into the computer that it can, in ef -
fect, parse it and select the most pertinent data,
move it up or down along a dynamic range of
brightness levels, and display the result with suf-
ficient contrast and minimal noise. 
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Since an adequate amount of the x-ray beam
must make it through the various structures of
the patient’s body (and through other necessary
objects such as the tabletop and the grid) to
finally reach the image receptor, our primary
concern for setting radiographic technique is
suf ficient x-ray penetration. 

Understanding X-Ray Beam Penetration

X-ray beam penetration may be generally
defined as the percentage or ratio of x-rays that
make it through the patient, tabletop and grid to
strike the image receptor. Suppose that, for sim-
plicity’s sake, we begin with a primary x-ray
beam containing 100 x-rays, and 10 percent of
them make it through the patient to the image
receptor. The total exposure at the image recep-
tor is 10 x-rays. If we can double the penetration
to 20 percent, Figure 4-1, then we need only
start out with 50 x-rays emitted from the tube to
achieve the same exposure at the image recep-

tor (10% of 100 = 20% of 50). Either approach
will result in an exposure to the IR of 10 x-rays.

At the console, the primary control for pene-
trating “power” of the x-ray beam is the kVp
(kilovoltage-peak). Although increasing the kVp
also adds a bit to the amount of x-rays pro-
duced, this quantity is affected much more by
the mAs (milliampere-seconds) set at the con-
sole, in fact, it is directly proportional to the
mAs. From the above example illustrated in
Figure 4-1, we conclude that the total exposure at
the image receptor is not based on the mAs alone, but
on the combination of kVp and mAs used. 

All the image receptor “cares about” is its ex -
posure level from the remnant x-ray beam reach-
ing it behind the patient, not so much the origi-
nal amount of x-rays produced in the primary
beam by the x-ray tube. This total exposure at
the IR depends both upon the original quantity
and penetration through the patient. It is thus
impacted by both mAs and kVp.

Figure 4-1. If using higher kVp doubles the penetration of x-rays (right), one-half the mAs can be used to deliver
the same exposure to the image receptor.
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Sensitivity of Digital
Units to Subject Contrast

Subject contrast is the ratio of difference in
radiation intensity between adjacent areas of the
remnant x-ray beam that represent different tis-
sues within the body. It is produced by differ-
ences in body part thickness, the average atom-
ic number of different tissues, and the physical
density (mass/volume) of different tissues.

For any image to be produced, a threshold
level of subject contrast, that is, a certain mini-
mum of difference between these tissue areas,
must exist within the data provided to the com-
puter; otherwise, effectively, the computer
might not be able to distinguish between one
density and another, just as with the human eye.
What is this minimum level of subject contrast?
And, how has it changed with the advent of dig-
ital imaging?

The minimum subject contrast that is re -
quired varies with different imaging modalities.
For example, note that white and gray matter in
the brain can be distinguished from each other
on a CT image, but not on a radiograph (Figure
4-2). The CT scanner is more sensitive to the orig-
inal subject contrast present in the incoming

image, so it is able to display smaller differences
between tissues in the final CT image. 

With conventional film radiography, a subject
contrast difference of at least 10 percent be -
tween adjacent tissues was necessary to distin-
guish between them in the final film image.
Because of the contrast-enhancing capabilities of
digital imaging software and the sensitivity of
digital detectors, it is now possible to demon-
strate in the final image tissues with as low as 1
percent subject contrast (see Figure 4-3). This is
10 times the contrast resolution of film technolo-
gy.

Subject Contrast and Exposure Latitude

Exposure latitude is the range of different radi-
ographic techniques that can be used for a par-
ticular exposure and still produce a diagnostic
image of acceptable quality. Exposure latitude
may be thought of as the margin for error in set-
ting a radiographic technique. In this context,
“technique” includes not only the exposure fac-
tors set at the control console, but also the use
of different grids, filters, focal spots and dis-
tances that can affect the image. 

Generally, a latent image possessing higher subject

Figure 4-2. Computerized imaging, such as a CT scan, A, is highly sensitive to differences between tissues (see
Figure 4-3), demonstrating the eyeballs within periorbital fat, and both the gray and white matter of the brain tis-
sue. A conventional radiograph of the skull, B, demonstrates only bone, air, and fluid-density tissues. (From Q. B.
Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted
by permission.)
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contrast will present less exposure latitude, or less
margin for error. This is graphically illustrated
in Figure 4-4. As described in the previous chap-
ter, high contrast is generally associated with
short gray scale, A in Figure 4-4. The length of the
solid arrow represents those densities actually
being displayed, (To simplify the illustration,
this number has been reduced from a realistic
range of densities.) Note that, effectively, there is
less room to move this range up or down before
running into the extremes of blank white on one
end or pitch black on the other. Yet on the right,
B, where the gray scale is lengthened, the expo-
sure level can be moved up or down by the same
amount without “running out of densities.” This
implies that there is more leeway to increase or
de crease technique without gross underexposure
or overexposure occurring.

When only a 1 percent difference in subject
contrast is required for digital equipment to re -
solve a good final image (previous section), the
result is a much extended exposure latitude. There
is generally more margin for error, and along
with it, more latitude for experimentation and
innovation in setting radiographic technique. 

one result is the flexibility to employ much
higher kVp levels than were required with con-
ventional film radiography. Another is that the

Figure 4-3. Digital systems can demonstrate tissues with less than 1 percent inherent subject contrast. Analog imag-
ing, such as conventional film imaging, was unable to demonstrate any tissues with less than 10 percent subject
contrast between them. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C
Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 4-4. High subject contrast, A, allows less exposure
latitude. There is less “room” in image A to move the
range of displayed densities (solid arrow) up or down be -
fore running into blank white or pitch black extremes.
Long gray scale, B, allows more margin for error.
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use of particular grids and filters during the ex -
posure is less critical (not more critical, as some
publications have suggested)—it is widely accept-
ed that digital radiography has much wider
exposure latitude than film radiography had. A
generally wider margin for error can only mean
that all technical aspects of the original expo-
sure become less critical. This allows us to be
more inventive with all aspects of radiographic
technique.

An important footnote must be made at this
point, however: The increased exposure latitude
of digital radiography extends primarily in an
upward direction, toward overexposure, not so
much downward. This is because with digital
equipment, when the total exposure is reduced
very much below one-half of the ideal amount
for the anatomy, mottle may begin to appear in
the final image. At exposures less than one-third
the ideal, unacceptable levels of mottle are cer-
tain to be present. So, when we conclude that
we can be more innovative with technique, we
mostly refer to changes that will result in more
exposure reaching the IR. For these kinds of
changes, the only other restricting factor is their
effect on patient dose, which must be taken into
consideration.

Use of Grids

The proper use of grids has become a some-
what controversial subject for digital equipment,
complicated by the fact that grids can have a
substantive impact on the occurrence of mottle
(a form of noise), scatter radiation (another form
of noise), and patient dose. All three of these
effects must be weighed against one another. 

First, let’s reiterate from the previous section
that the greatly-widened exposure latitude of
digital radiography allows more flexibility in the
use of grids. The immediate possibilities that
arise are:

1. Using non-grid techniques for some proce-
dures that used to require grids

2. Using lower grid ratios for procedures that
still require a grid

Note that both of these practices would allow
less mAs to be used, which reduces radiation ex -
posure to the patient, and are thus well worth
pursuing. Generally, a non-grid technique re -
quires about one-third (or less) of the mAs need-
ed for a grid exposure. Patient exposure is di -
rectly proportional to the mAs used, so “going
non-grid” means reducing patient exposure to
one-third or less, a dramatic savings in dose. 

Where a 6:1 ratio grid can be used instead of
a 10:1 or 12:1 ratio, the mAs can be cut approx-
imately in half. These savings in patient dose
are so substantial, especially compared to other
recommended “dose-saving” measures, that
every radiography department should take them
into serious consideration wherever they can be
ap plied. Some hospitals have already made these
changes and, justifiably, advertised their “low-
dose” policies for PR purposes.

What are the implications of such changes for
image quality? Grids were invented to reduce
the amount of scatter radiation reaching the
image receptor, which was substantial. Scatter is
a form of noise and reduces the signal-to-noise
ratio (SNR) at the detecting device. By changing
the dexel values (pixel values) fed into the com-
puter, it corrupts the image data somewhat. How -
ever, default digital processing routinely amp li-
fies the contrast of the image, restoring nearly
all “damage” done by moderate amounts of
scatter radiation. (Remember that only a 1 per-
cent subject contrast is now needed, so if scatter
radiation reduced the subject contrast from 10
percent to 5 percent, the computer can still dif-
ferentiate between these tissue areas and suc-
cessfully process the image. The computer can
even compensate for expected “fogged” por-
tions of images such as tend to occur on a later-
al lumbar spine, which will be discussed in
Chapter 6.) Only the most extreme amounts of scat-
ter show up in the quality of the final displayed digi-
tal image. 

Quantum mottle is another form of image
noise, and shows up as a “speckled” appearance
within image densities. Quantum mottle results
from an uneven distribution of radiation within
the x-ray beam, a natural statistical variation in
the amount of radiation intensity from one area
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to another. It becomes visible in the image when
a very low amount of exposure to the image
receptor leads to insufficient signal. Just as indi-
vidual raindrops can be seen on a sidewalk dur-
ing a light shower, but disappear during a down-
pour, quantum mottle also disappears from view
when plenty of x-rays “flood” the image recep-
tor with good signal. 

Grids require higher techniques because their
lead strips absorb not only scatter radiation
from the patient, but also part of the primary
radiation originally emitted by the x-ray tube.
This loss of exposure is called grid cut-off. If the
technique were not increased to compensate,
less radiation would reach the image receptor. If
exposure to the IR is lowered enough, visible
quan tum mottle may appear in the image. Dig -
ital processing has noise-reduction algorithms
that can correct for moderate amounts, but not
extreme amounts, of mottle in the input image.

In fact, several manufacturers now feature
“virtual grid” algorithms that literally replace
the need for grids except in the most extreme
situations, such as abdominal radiography on

obese patients. The virtual grid program can be
applied at the touch of a button, or may be in -
cluded in the default programming so it is auto-
matically applied for selected anatomical proce-
dures.

Figures 4-5 and 4-6 demonstrate the very
impressive effectiveness of Fuji’s Virtual Grid ™
software in cleaning up “scatter effect.” Figure 4-
5, an AP projection of the pelvis, shows the dif-
ference when virtual grid software is applied to
a non-grid image. More to the point, Figure 4-6
compares a conventional grid image to a virtual
grid image, using a PA chest projection. This
comparison is representative of most manufac-
turers’ versions of virtual grid software: As we
might expect, using software to correct for scat-
ter is not 100 percent as effective as using a con-
ventional grid. However, both Figures 4-5 and 4-
6 confirm that virtual grid software is about 85 per-
cent as effective as conventional grids, and given the
advantages to both patient dose and to positioning, the
case for changing from conventional grids to virtual
grid software is compelling. 

Removing a grid, or reducing the grid ratio

Figure 4-5. Demonstration of the effectiveness of virtual grid software in cleaning up scatter effect. Left, a pelvis pro-
jection taken without using VG software and with no conventional grid. Right, Virtual Grid™ software applied with
no conventional grid used. (Courtesy of FUJIFILM Medical Systems, U.S.A, Inc. All rights reserved. Reproduced
with permission.)
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used, allows more radiation to reach the image
re ceptor and thus contributes to preventing the
ap pearance of mottle. on the other hand, re -
moving a grid or reducing the grid ratio allows
more scatter radiation to reach the IR. one type
of noise is reduced, the other increased, for the
latent image input into the computer. In terms
of the overall SNR (signal-to-noise ratio), these
two effects largely cancel each other out.

But, not completely: In practice, scatter radia-
tion is somewhat more likely to present a prob-
lem. For this reason, we cannot entirely elimi-
nate the use of grids “across the board.” We
have stated that removing or reducing the grid,
by allowing a reduction in technique, can sub-
stantially reduce patient exposure, which must
still be weighed against this slight increase in
noise in the form of scatter radiation. Let’s sum-
marize the considerations for removing or re -
ducing grids with digital equipment:

1. The effects of scatter radiation are in creased
slightly

2. The likelihood of mottle appearing is re -
duced

3. Grid cut-off is eliminated, allowing more
flexibility in positioning

4. Radiation exposure to the patient is re -
duced

As you can see, in the overall practice of radi-
ography, the benefits of removing or reducing
grids outweigh the disadvantages considerably.
The ability of digital processing to tamper down
the effects of scatter radiation has made this pos-
sible. The following clinical applications are sug-
gested:

1. Consider non-grid techniques for:
knees
Shoulders
C-Spines (except cervico-thoracic)
Sinuses/Facial bones
All pediatrics

2. Use a low, 6:1 grid ratio for all gridded
mobile procedures

Figure 4-6. Comparison of the effectiveness of a conventional 12:1 grid, A, with Virtual Grid ™ software applied to
the same chest projection and no conventional grid used during exposure, B. (Courtesy of FUJIFILM Medical
Systems, U.S.A, Inc. All rights reserved. Reproduced with permission.)
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3. Consider reducing grid ratio to 6:1 or 8:1
in all fixed radiographic units

The first recommendation relates to a con-
ventional rule that “grids should be used on any
anatomy exceeding 10 cm in thickness.” With
the increased exposure latitude of digital technology,
this threshold should be raised to 13 cm. For exam-
ple, it is not necessary to use a grid on most
adult knees. Actual measurements will reveal
that the average adult knee falls between 11 cm
to 13 cm in thickness. The upper tibia averages
9-10 cm, so the old “10 cm rule” is exaggerated,
implying that anything larger than the leg
requires a grid.

Sufficient Input Gray Scale

Described in Chapter 6, the computer is able
to effectively lengthen or shorten the gray scale

that will eventually be displayed in an image,
through gradation processing. The range of differ-
ent pixel values available to the displayed image
is increased or decreased mathematically. But,
let’s consider the implications of each process:

Suppose that from the latent image recorded
at the detector plate, a long scale of gray shades
(dexel values or pixel values) is fed into the
computer, but it is desired to shorten the gray
scale for the final displayed image. Shown in
Figure 4-7, one way this could be done is to sim-
ply use every other density or gray scale value
from the original input. In this case, all of the
densities used would be real values as measured at
the image detector. 

Now, imagine that the latent image at the
detector plate consists of a very short gray scale
so that, in effect, only a handful of dexel values
or pixel values is made available to the comput-
er, but it is desired to the lengthen the gray scale
for the final displayed image. The computer can
do this only by a process called interpolation,
“filling in the blanks” by finding numbers that
are mid-way between those provided from the
detector. The important point is that these are
not real, measured dexel or pixel values, they are val-
ues fabricated by computer algorithms and as
such, constitute artificial information. The process
works in terms of “filling out” more gray scale
for the image, but it must be remembered that
the image now contains pixel values that were
not actually measured and may not accurately
represent actual tissues in the body.

When sufficient gray scale is originally
inputted to computer, that scale can be reduced
without any misrepresentation of actual densi-
ties. on the other hand, when too short a gray
scale is inputted into the computer, the scale can
only be lengthened by effectively fabricating new
and artificial density values. Long gray scale in
the latent image is primarily achieved through
high kVp techniques.

Minimizing Patient Exposure
with the 15 Percent Rule

As described at the beginning of this chapter,
what matters at the image receptor is sufficient

Figure 4-7. To shorten gray scale, A, the computer can
sample known data (every other density). But, to length-
en gray scale that is too short, B, the computer must
interpolate between densities, effectively fabricating
information.
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exposure, simply the total count of x-rays reach-
ing it through the patient, and this total expo-
sure depends on both the mAs and kVp set at
the console. Through the decades, the 15 percent
rule has been used commonly by radiographers;
It adjusts the mAs for changes in kVP such that
the end result is approximately the same total
exposure to the IR. 

Since mAs is directly proportional to patient
exposure, cutting the mAs in half also results in
cutting patient dose in half, a desirable outcome
for the patient. To compensate, a 15 percent in -
crease in kVp restores the original exposure to
the IR. There are two reasons this works: First,
although fewer x-rays are being emitted in the
primary beam, a higher percentage of them pen-
etrate through the patient to the IR. This recov-
ers about two-thirds of the original total expo-
sure to the IR. 

Second, a 15 percent increase in kVp actual-
ly results in, on average, about a 35 percent
increase in the real number of x-rays being pro-
duced in the x-ray tube anode. Specifically,
these are bremsstrahlung x-rays, sometimes called
“braking radiation” because they are emitted

each time a projectile electron passes near an
atomic nucleus and is “pulled” by the positive
charge of the nucleus, slowing the electron
down such that it loses kinetic energy. This is an -
alogous to “putting on the brakes in your car.”
The speed energy lost by the electron is emitted
as an x-ray. 

When an electron possessing higher kV
strikes the anode, it is literally traveling faster to
begin with. Whereas a slower electron may have
required three encounters with atomic nuclei to
use up its speed energy, this high-kV electron
may have to be “braked” five times, by five atom-
ic nuclei, before its speed energy is used up.
Thus, the high-kV electron produced five x-rays,
while the lower-kV electron only produced
three x-rays.

Now, let’s combine the two effects from apply-
ing the 15 percent rule: Cutting the mAs in half
reduces the original exposure to 50 percent,
while the increase in kVp adds back 35 percent
of the 50. Thirty-five percent of 50 is 17, adding
17 to 50 we get 67 percent as an end result. This
is the amount of radiation the surface of the pa -
tient receives. Applying the 15 percent rule to in -

Figure 4-8. Cutting the mAs in half reduces x-rays in the primary beam to 50 percent, but increasing the kVp by
15 % adds about 1/3 more bremsstrahlung x-rays back in. The net result for patient exposure is 50% + 17% (1/3
of 50) = 67% total.
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crease kVp with mAs compensation results in a reduc-
tion in patient exposure to about two-thirds the origi-
nal exposure, Figure 4-8. Patient exposure has been
cut by a third.

What happens at the image receptor is com-
pletely different, because now the aspect of beam
penetration enters into the equation. (Penetration
through the patient was irrelevant at the pa -
tient’s surface, but at the IR, behind the patient, it
is now quite relevant.) In Figure 4-9, we show (at
the bottom) an increase in penetration from 6.7
percent to 10 percent when the kVp was raised
from 80 to 92. When the increase in the per-
centage of x-rays now penetrating through the
patient is added to the increase in bremsstrahlung
production, the end result is that exposure to the
IR is completely restored (back to 100 percent). In
Figure 4-9, both image receptors receive 67 x-
rays.

To summarize, as illustrated in Figure 4-9,
each time the 15 percent rule is applied to increase
kVp and compensate mAs, patient exposure will be
reduced by about one-third while exposure to the IR is
maintained.

Benefits of High kVp Radiography

With digital imaging, higher kVp techniques
can be used than with conventional film radiog-
raphy because the minimum subject contrast
needed between tissues is now only 1 percent.
The benefits of using a high-kVp approach to
radiographic technique may be summarized as
follows:

1. It helps ensure sufficient x-ray penetration
through the patient to the IR

2. It provides long gray scale input to com-
puter for manipulation without interpola-
tion

3. It reduces patient exposure

The greatly lengthened exposure latitude for
digital radiography has removed nearly all
restraints from high-kVp practice. For conven-
tional film radiography, the main restriction
arose from the risk of producing “fog” densities
on the radiograph from scatter radiation. Figures
4-10 and 4-11 demonstrate that this concern has

Figure 4-9. Each time the 15% rule is applied to increase kVp and cut the mAs in half, patient dose is reduced by
about 1/3 (to about 67%), yet exposure to the image receptor is maintained because of increased penetration
through the patient to the IR (here, from 6.7% to 10% as a simplified example).
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been essentially removed from the practice of
digital radiography. The overall reduction in
image contrast is visually negligible for each 15
percent step applied. It is so minor that, for
most digital equipment, it takes several steps to
see any change. Furthermore, even if a differ-
ence is noted, contrast can be instantly adjusted
back upward as desired at the display monitor,

something radiologists routinely adjust to per-
sonal preference anyway. 

Not only can digital processing deal with a
much lower subject contrast in the inputted
image, but there are also computer algorithms
that can identify and correct for expected fog
patterns such as those encountered on the later-
al lumbar spine projection (Figure 4-12).

Figure 4-10. Series of abdomen and chest phantom digital radiographs, taken with 15% step increases in kVp and
the mAs cut to 1/2 for each step, demonstrate that for any one step increase of 15% kVp, the change in contrast
between any two adjacent radiographs is so slight that the difference can barely be made out visually. No fog densi-
ties are present. The original study proved this to be true over 5 step increases in kVp with consistent results for nine
different manufacturers. (Courtesy, Philip Heintz, PhD, Quinn Carroll, MEd, RT, and Dennis Bowman, AS, RT.
Reprinted by permission.)
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The only remaining concern for applying
the 15 percent rule is whether the attendant
reductions in mAs would be additive, and the
rule-of-thumb itself being slightly inaccurate,
such that a repeated sequence of 15 percent
steps might result in quantum mottle becoming
apparent. Figure 4-13 displays some of the
resulting im ages from an extensive study done
on this question. The experiment was repeated
for nine different manufacturers of digital x-ray
equipment. For each sequential step applied, the

kVp was increase by 15 percent while the mAs
was cut in half. The conclusion, supported by
radiologists, was as follows:

1. The third step-increase generally resulted
in a visible increase in mottle

2. All but one brand of digital equipment
showed no appreciable mottle for two steps
applied

3. Mottle was never significant for a single-
step application of the 15 percent rule

Figure 4-11. A 52 kVp increase between two digital radiographs (top) shows about the same lengthening of gray scale
as a single 15% increase in kVp on conventional film radiographs (bottom). There is no fog pattern in the high-kVp digi-
tal image. Lengthened gray scale is from dramatically increased penetration. (Courtesy, Philip Heintz, PhD, Quinn B.
Carroll, MEd, RT, and Dennis Bowman, AS, RT. Reprinted by permission.)
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Figure 4-12. Conventional radiographs of the lateral lumbar spine (top row) typically showed a distinct fog pattern
(arrows) obscuring the ends of the spinous processes. Digital processing nearly always demonstrate the full spinous
processes (bottom row), having removed most of the fog pattern. (From Q. B. Carroll, Radiography in the Digital Age,
3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 4-13. When a single 15% step increase in kVp is made, the mAs can nearly always be cut to one-half with-
out the appearance of mottle (right). This was proven to be true for nine manufacturers. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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This means that any x-ray department should
be able to at least make a single 15 percent in -
crease in kVp across the board, that is, for all tech-
nique charts, and cut all mAs values to one-half.
By doing so, radiation exposure to patients would
generally be cut by one-third while image quality was
maintained.

Because of the exposure latitude of digital
radiography, there is simply no compelling rea-
son to keep kVp at the levels used for film tech-
nology, when we were constrained by the gen-
eral fogging effects of scatter to define a mini-
mum kVp recommended for each body part.
Digital technology has eliminated the general
concern for scatter, allowing us to focus on sav-
ing patient dose. We now define the optimum
kVp as that level of kVp that strikes an appro-
priate balance between reducing patient dose
and preventing excessive scatter radiation at the
IR. Based upon this definition, Table 4-1 pre-
sents a listing of optimum kVp’s for various

landmark body parts. These optimum kVp’s are
strongly recommended for clinical use in digital radi-
ography. 

Chapter Review Questions

1. In the digital age, the primary role for the
set radiographic technique is to provide
sufficient _____________ at the image recep-
tor for the computer to be able to manip-
ulate the data.

2. The percentage or ratio of primary beam
x-rays that make it through the patient is
the definition for _____________.

3. The total exposure to the image receptor
is not based on the set mAs alone, but
upon the combination of _____________ and
_____________ set at the console.

4. For any image to be produced, a _________
level of subject contrast must exist within
the remnant x-ray beam

Table 4-1
RECoMMENDED oPTIMUM kVP FoR DIGITAL IMAGING

Recommended Optimum kVp for Digital Imaging

Procedure Optimum kVp Procedure Optimum kVp

Hand/Wrist/Digits 64 Iodine Procedures (IVP, cystog) 80

Elbow/Forearm/Foot 72 Abdomen/Pelvis/Lumbar Spine 90

Ankle/Leg 76 Non-Grid Chest (fixed unit) 86

knee/Humerus Tabletop 80 Skull 90

knee in Bucky 84 Air Contrast Barium Studies 100

Femur/Shoulder/Sinus/Ribs 86 Esophagram 92

Mandible, Tangential Skull 76 Solid-Column Barium Studies 120

Cervical and Thoracic Spines 86 Grid Chest (fixed unit) 120

Pediatric Extremities 60-70 Pediatric Chest 70-80
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5. Digital imaging equipment, such as a CT
scanner, can demonstrate tissues with as
low as ___________ percent subject contrast.

6. This ability is _______ times the ability of
film technology to demonstrate low-subject
con trast tissues.

7. For a particular procedure, the range of
techniques that can produce acceptable
quality image, or the margin for error in
setting technique, is called _____________
_____________.

8. For digital equipment, very high exposure
latitude means that all technical aspects of
the original exposure become ____________
critical, allowing the flexibility to reduce
grid use and employ high kVp.

9. Generally, a latent image possessing high-
er subject contrast will present ___________
exposure latitude.

10. However, this increased exposure latitude
extends primarily in a(n) _____________
direction.

11. An exposure less than _____________ the
ideal is certain to present unacceptable
levels of mottle.

12. Which image problem is more difficult
for digital technology to compensate for,
scatter radiation or mottle?

13. State three advantages of reducing grid
use or grid ratio:

14. Virtual grid software is about _____ percent
as effective as conventional grids in reduc-
ing the effects of scatter radiation.

15. If the latent image has high subject con-
trast, and longer gray scale is desired, the
computer must _____________ new density
values in the image that are not based on
real, measured data.

16. The 15 percent rule works in reducing
patient dose because, even though a 15
percent increase in kVp causes 35 per-
cent more x-rays to be initially produced,
cutting the mAs to one-half cuts patient
dose to _____________, (a greater change).

17. The net result of applying the 15 percent
rule is that patient dose is cut to about
_______ _______, while exposure to the
image receptor is _____________.

18. State three benefits of high-kVp radiogra-
phy:

19. With digital technology, for a single 15
percent step increase in kVp, the overall
reduction in image contrast is visually
_____________.

120 It has been demonstrated that with nine
different brands of digital technology, for
a single step increase of 15 percent in
kVP, image mottle was _______ significant.
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Chapter 5

PREPROCESSING AND HISTOGRAM ANALYSIS

Objectives

Upon completion of this chapter, you should
be able to:

1. List the generic steps for preprocessing and
postprocessing digital radiographs.

2. Describe corrections for field uniformity,
dead dexels, random mottle and periodic
mottle.

3. Explain how the acquired image histogram
is constructed, and interpret the graph.

4. Describe threshold algorithms and how the
computer “scans” the histogram for land-
marks.

5. Describe how the lobes of histograms are
used as landmarks for analysis.

6. Explain the significance of the SMAX point,
the SMIN point, and the values of interest
(VoI) in histogram analysis.

7. Describe the types of circumstances that
lead to histogram analysis errors.

For about one hundred years, from the dis-
covery of x-rays until the digital revolution

near the turn of the 21st century, radiographs
were processed chemically. Early photographs
and radiographs were recorded on glass plates
coated with a silver compound; Exposure to
light or x-rays essentially tarnished the silver.
When the plate was then immersed in a liquid
developer solution, chemicals would attack each
exposed silver molecule, continuing the “tar-

nishing” process until the molecule was com-
pletely black. Unexposed crystals had no breaks
or “cracks” in their molecular structure, and
resisted development by not letting the chemi-
cals penetrate. This left unexposed portions of
the image clear or “white.” To produce various
shades of gray in the final image, where some
proportion of the x-rays had penetrated through
to the plate, different percentages of developed
black crystals would be mixed in with unex-
posed white crystals to varying degrees. 

Plastic film bases quickly replaced the early
glass plates which were both fragile and heavy.
Coated with silver compounds on both sides,
plastic film was more responsive to exposure,
durable, light and flexible so it could be hung
on viewbox light panels for diagnosis. In the
digital age, computer-processed images can still
be printed out onto clear plastic film to produce
permanent copies. 

In effect, radiographic film measured expo-
sure or “counted” x-rays by how dark different
areas of the image turned out upon chemical
development, that is, how much chemical
change had occurred. In all modern digital x-
ray systems, the image receptor is an electronic
detector rather than a chemical detector—Ex -
posure is measured (x-rays are “counted”) by
how much electrical charge is built up. Both pro -
cesses, old and new, are based on the ability of
x-rays to ionize atoms, knocking electrons out of
their atomic orbits. With film, these ionizations
led to chemical changes that looked darker;
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With digital equipment, the freed electrons are
stored up on a capacitor, somewhat like a minis-
cule battery, and the amount of charge is then
measured. Each measurement is recorded as a
“pixel value,” and all these numbers together
make up the data set that will be processed by a
computer

Conventional chemical processing of films
consisted of only four steps—development, fix-
ing, washing and drying. Modern digital image
processing consists of some nine generic steps,
after reducing and simplifying as much as possi-
ble. 

The Generic Steps of
Digital Image Processing

By way of introduction to digital processing,
an important general distinction must be made:
For traditional chemical processing of films, the
four steps were also the sequence and absolutely
had to be followed in order. one could not chem-
 ically fix a film that had not first been devel-
oped, or dry one that had not yet been washed,
to end with the desired result. For digital pro-
cessing, the nine listed steps can be applied in
different order, and the various manufacturers
of digital equipment do so in a number of ways.
Furthermore, some steps are repeated at differ-
ent stages of processing two or even three times. 

An excellent example is the generic step
called noise reduction. Early in the preprocessing
stage of a DR image, it is desirable to correct for
dead pixels in the image, where detector ele-
ments in the image receptor have electronically
failed and “blank” spots are left in the image.
Such blank spots are rightly considered as a
form of noise, and noise reduction software is
used to fill each of them with an appropriate
density. Later as part of the default process, de -
tail processing that includes edge enhancement
often leaves the image with an unnatural,
“alien” appearance. The image is restored to a
more normal look by smoothing algorithms that
are one and the same as noise reduction. Finally,
after the image is displayed, the operator may
choose to apply a “softer look” to the image at
the push of a button. This operation also falls

under the general category of smoothing and uses
the same algorithms as noise reduction, the third
time the same software package will have been
applied.

We can broadly divide the nine steps of digi-
tal image processing into two categories: pre-
processing and postprocessing. Preprocessing is
defined as all computer operations designed to
compensate for flaws in image acquisition, correc-
tions that are necessary to give the digital image
the appearance of a conventional radiograph.
Without these corrections, the image is both
noisy and so extremely “washed-out” (Figure 5-
1) that it doesn’t even look like a typical black-
and-white “picture” and is not of any diagnostic
value. 

Postprocessing is defined as all those steps that
might be considered as refinements to the image
after it has reached a stage where it has the ap -
pearance of a typical black-and-white picture.
These refinements are customized according to
each specific radiographic procedure, to produce
image traits that best demonstrate that particular
anatomy and the common types of pathology
that occur within that anatomy. Postprocessing is
targeted at the specific anatomical procedure, whereas
preprocessing is targeted at basic image acquisition.
The nine steps of digital image processing are
listed under these categories in Table 5-1.

Now, some confusion might arise from these
terms, since pre processing implies that the step
takes place before processing, and post processing
indicates that the step occurs after processing.
one might legitimately ask, if preprocessing and
postprocessing cover all nine steps, whatever
happened to just processing? The digital process-
ing step that most closely approximates this con-
cept is step number 4 in Table 5-1, rescaling. It is
during rescaling that the digital image is given
the appearance of a typical black-and-white pic-
ture—this is when black, dark gray, light gray,
and white pixel values are assigned to each
pixel such that the image takes on the contrast
necessary for diagnosis. Therefore, in Table 5-1,
processing has been added in parentheses next to
the rescaling step. 

The problem is that rescaling is made neces-
sary because of a flaw in digital image acquisi-
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tion, namely, that the “raw” digital image com-
ing from the image receptor has such poor con-
trast that it cannot even be diagnosed, as shown
in Figure 5-1. This falls under preprocessing as we
have defined it, and we are compelled to keep
our definition of preprocessing because it is the

only clear way to distinguish it from postpro-
cessing. Both terms have been in use for some
time now by physicists and manufacturers, and
this is the simplest approach for presenting these
terms to new students of radiography.

Figure 5-1. “Raw” latent image of a PA chest as recorded by a DR detector and prior to any digital processing.
(From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018.
Reprinted by permission.)

Table 5-1
GENERIC STEPS IN DIGITAL PRoCESSING

Preprocessing
1. Field Uniformity Corrections
2. Noise and Del Drop-out Corrections
3. Image and Histogram Analysis
4. Rescaling (Processing)

Postprocessing
5. Gradation Processing (LUTs)
6. Detail Processing
7. Preparation for Display

Image Displayed
8. operator Adjustments
9. Application of Special Features

Default
Processing}
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Preprocessing

In computed radiography (CR), more than
one image can be recorded on a single PSP
plate (photostimulable phosphor plate). The first
order of business for the processing computer is
to sort out how many separate images are on the
plate, and identify where each one begins and
ends so that they are not all processed together
as a single image. If they were, the blank spaces
between them would be interpreted by the com-
puter as if they were bones or metallic objects
within the body part. The computer would inter-
pret a large percentage of the image as being
very light and attempt to correct by darkening
up the overall image it “sees.” This would result
in the exposed areas coming out too dark, (Figure
5-2). This type of computer error is commonly
known as segmentation failure, the inability to seg-
ment or separate individual exposure areas, and
applies only to CR. Since DR units allow only
one exposure on each detector “plate,” which is
sent to the computer before another exposure
can be taken on the same plate, the segmenta-
tion step is unnecessary.

Correcting for Dexel Dropout

In the second step for digital preprocessing,
the computer looks for “dead pixels,” where

individual detector elements (dexels) in the
image receptor might not report any data due to
electronic failure. With many hundreds of small,
delicate detector elements in a typical array for
a DR image receptor, there are bound to always
be a handful that fail. To avoid blank spots show-
 ing up in the image the computer uses noise re -
duction software. A great example is a spatial pro-
cessing tool called a kernel. A kernel may be
defined as a sub-matrix that is passed over the
larger image executing some mathematical func-
 tion on the pixels. Figure 5-3 illustrates a sim-
plified nine-cell kernel for correcting individual
dexel drop-out. This kernel reads and averages
the pixel values for the eight pixels surrounding
the “dead” pixel, and then artificially inserts that
number into the dead spot. This process is
known as interpolation. 

Correcting for Mottle

All digital images have some degree of mottle
in them. Mottle is a form of noise that manifests
as a grainy appearance to the image, consisting
of very small freckle-like blotches of dark and
light throughout the image (Figure 5-4). Radio -
graphers are particularly concerned with two
very common types of mottle, quantum mottle
and electronic mottle, which appear in the image,
respectively, as random mottle or periodic mottle. 

Figure 5-2. Segmentation error resulted in image B being processed too dark when the strip between the two images
was interpreted as anatomy. The light strip across the top was also caused as a processing artifact. Image A is pro-
vided for comparison.
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Both types of mottle might be considered as
“naturally occurring” or unavoidable to some de -
 gree. Physicists are acutely aware that all forms of
signals have an inherent amount of “background
noise” in them which consists of small random
fluctuations that are not part of the useful signal.
In the case of an electrical current passing down
a wire, for example, these fluctuations might be
caused by natural radiation from space and
from the earth passing through the wire, local
magnetic fields from other nearby devices, and
a host of other causes outside of our control.
This becomes especially apparent with very
small microcurrents such as might be generated in
radiation-detection devices. It is a continuing
challenge to find ways to “screen out” these
small fluctuations to obtain a clean, pure signal.

In the case of medical imaging equipment,
the end result of electronic noise in the image
itself is periodic mottle, that is, mottle which ap -
pears with a consistent size and at regular inter-
vals throughout the image, forming a pattern.
Some forms of dexel dropout result in whole
rows or sets of dexels failing in regular intervals
and qualify as periodic in nature.

Quantum mottle occurs from conditions within
the x-ray beam and follows a natural law called a
“Poisson distribution” which applies to all ran-
domly distributed phenomena. You can observe
this distribution on a sidewalk any time there is
a light rain shower: When very few raindrops
have fallen, you can count the number of rain-
drops in each square of cement on the sidewalk
to prove what you observe, that their distribu-

Figure 5-3. Correction for a dead or stuck pixel: A nine-cell kernel first sums the pixel values for the surrounding
eight pixels (top). These values are then averaged to “fill” the dead or stuck pixel (bottom).
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tion is random, with more drops counted in
some squares than others. As a rain shower in -
creases in intensity (increasing the amount of
“signal), the cement squares eventually all be -
come saturated, and then it is difficult to tell any
more that the actual distribution of raindrops is
random. The randomness is still present, but
with lots of signal, it is less apparent. 

The very same random distribution of x-rays
occurs within an x-ray beam. It becomes visible
in the image when exposure to the image recep-
tor is very light, such as a light rain shower. In
the case of quantum mottle, upon close inspec-
tion, the “speckles” created in the image can be seen to
vary in size, and to be randomly distributed through-
out the image, rather than regularly or periodical-
ly distributed. When plenty of signal reaches the
IR, the random mottle is no longer apparent in
the image. 

When either periodic or random mottle be -
comes severe in the image, they may be indis-
tinguishable from each other at the gross obser-
vational level, that is, a severely mottled image
looks about the same whether the root cause was
electronic or quantum, as shown in Figure 5-4.

Digital processing can correct for moderate
amounts of both random mottle and periodic

mottle. Periodic mottle is best corrected using
frequency filtering algorithms during frequency pro-
cessing, which will be covered in Chapter 8.
These frequency algorithms “attack” a very nar-
rowly-defined size of mottle. 

For quantum mottle, however, it is better to use
a kernel such as the one shown in Figure 5-3.
kernels can attack a broader range of sizes of
mottle, cleaning up the various sizes of “speck-
les” resulting from quantum fluctuations in the
x-ray beam. 

Field Uniformity

Several flaws are found in the electronics of
receptor systems as well as the optical compo-
nents of a CR reader (such as lenses and optic
fibers). Such limitations are inherent in every
image acquisition system, and result in an un -
even distribution of the “background” density of
the resulting images. Flat field uniformity is tested
on newly manufactured equipment by making a
low-level exposure to the entire area of the im -
age receptor without any object in the x-ray beam.
The resulting pixel values are compared for the
center of the image against each of the four cor-
ner areas. Either electronic amplification or com-

Figure 5-4. Quantum mottle, A, results from naturally occurring randomness in the distribution of x-rays within the
beam. Electronic mottle, B, manifests on a television or LCD monitor screen from small fluctuations in current that
occur in all electronic devices.
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 puter software can be used to compensate for
areas that are outside a narrow range of accept-
able deviation from the average, to even out the
uniformity of the “flat field” across the IR. 

The anode heel effect results in a gradation of
x-ray emission from one end of the x-ray tube to
the other, causing less exposure at the anode end
of the image receptor and more at the cathode
end. This can also be compensated to some de -
gree using electronics or software, but since the
ex tent of the anode heel effect is dependent upon
the source-to-image distance (SID) used, and
SIDs vary, it cannot be fully compensated for.

There are unavoidable variations in the sensi-
tivity of DR detector elements (dexels), and some
of the electric charges from the detected expo-
sures must travel down longer wires than others,
therefore meeting more electrical resistance.
These are just two examples of electronic response
and gain offsets that must also be corrected for.
For CR, there can be some variation in emission
from the phosphor plate, and the optic fibers in
the reader vary in length and may have optical
flaws in them. All of these factors affect the uni-
formity of the background field for the image,
and require correction.

Constructing the Histogram

Before rescaling of the image can take place,
the computer must build up a histogram of all the
image data, in which a count is made of all pix-
els sharing the same pixel value (density, or
brightness). This is done for each pixel value
possible within the dynamic range of the soft-
ware (Chapter 2). Visually, the histogram may
be thought of as a bar graph of the image data as
shown in Figure 5-5. For each possible pixel
value from “white” to light gray, dark gray and
then black, the height of the vertical bar repre-
sents how many pixels within the image record-
ed that value. There is no indication of the loca-
tion of these pixels in the image or what anato-
my they represent, just a simple count for each
“brightness” value. 

For consistency throughout this textbook, we
interpret histograms from left-to-right as repre-
senting pixel densities from light-to-dark. The
histogram software written by some x-ray and
photography companies presents the histogram
in reverse, from dark to light pixel values as one
scans from left-to-right. In this case, a “tail” lobe
for a type 1 histogram would appear at the left.

Figure 5-5. The image histogram is actually a bar graph depicting the pixel count throughout the image for each
pixel value or density. Shown in Figures 5-6 and 5-7, most histograms are depicted as a “best-fit” curve connecting
the top of the vertical bars. Densities are usually plotted from left-to-right as light to dark, although this can be
reversed.
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By identifying just such typical landmarks as the
“tail” lobe, one can usually sort out the presen-
tation format of the histogram.

It turns out that histograms acquire generally
consistent shapes for different body parts, the
key distinction being the number of lobes or
high-points that are generated in the data set.
For an image over the abdomen of a large pa -
tient that completely covers the IR (image recep-
tor), a single lobe is typical, indicating a few
areas of light density (bones), mostly grays (soft
tissue), and a few darker areas (gas). This is illus-
trated in Figure 5-6. 

Views of the extremities routinely present sig-
nificant areas of “raw” x-ray exposure outside of
the anatomical part, a “background density” that
is pitch black. Chest radiographs can also pre-
sent a large number of very dark pixels repre-
senting both the darkest areas in the aerated
lungs and raw exposure above the shoulders
and often to the sides of the lower torso. In all
these cases, a second lobe may be expected in the
histogram to the right of the “main lobe” (Figure
5-7). This spike at the right is characteristic for
all views that typically present a “raw exposure”
background density surrounding the an atomy,
and is often referred to as the “tail lobe.” 

It is possible for a histogram to have three lobes:
In mammography, the chest wall often presents
an unusual number of very light pixels, while

the raw exposure outside the breast presents a
large number of pitch black pixels (Figure 5-8).
Routine radiographs taken under unusual cir-
cumstances can also result in a three-lobe his-
togram, such as an abdomen on a small child
(leaving raw background densities to the sides)
but also with an area covered by a sheet of lead,
a lot of orthopedic hardware (such as scoliosis
rods), or when the stomach or colon has a large
bolus of barium present (a “solid column” bari-
um procedure as opposed to an air-contrast pro-
cedure). In all these cases, the histogram will
have a third lobe spiking at the left, indicating
an unusually large number of pixels that are very
light, as shown in Figure 5-9.

Histogram Analysis

In the processing step called histogram analy-
sis, the computer begins by effectively compar-
ing the actual histogram from the exposed image
to an expected histogram shape for that procedure.
If the general shape matches, analysis can pro-
ceed without errors. The initial purpose of ana-
lyzing the histogram is to eliminate extreme data
that will skew the rescaling of the image, making it
come out too dark or too light. 

For example, on views of smaller extremities,
the amount of “raw background exposure” sur-
rounding the body part, especially when the

Figure 5-6. Single-lobe histogram typical for a body part covering the entire area of the image receptor, such that
there is no “background” density. (From Q. B. Carroll, Understanding Digital Radiograph Processing (video), Denton,
TX: Digital Imaging Consultants, 2014. Reprinted by permission.)
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Figure 5-7. For projections that typically present a “raw” exposure or background density surrounding the body
part, a second lobe called the tail lobe appears in the histogram (right). Here, the histogram for a PA chest shows
the pixel ranges for chest anatomy, with the tail lobe representing the direct-exposure areas above the shoulders
and to the sides of the lower torso. For proper histogram analysis, all pixel values to the right of the SMAX must
first be removed from the anatomical data set. (From Q. B. Carroll, Understanding Digital Radiograph Processing
(video), Denton, TX: Digital Imaging Consultants, 2014. Reprinted by permission.)

Figure 5-8. The typical histogram for a cranio-caudal mammogram projection includes a third lobe at the left rep-
resenting very light pixels in the chest wall (see caption to Figure 5-9). (From Q. B. Carroll, Understanding Digital
Radiograph Processing (video), Denton, TX: Digital Imaging Consultants, 2014. Reprinted by permission.)
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field is left open, can represent a very substan-
tial amount of the total data acquired. The com-
puter will tend to interpret this as a very dark
overall image, and compensate by lightening the
image up. However, the more dark background
there is, the more the computer will over- cor-
rect, such that the bones in the image could be
much too light for proper diagnosis. For rescal-
ing to work properly, all or nearly all of the data
must represent densities within the anatomical
part, not “false” densities that are unrelated to
the anatomy. Therefore, the spike in the histo -
gram that represents raw background exposure
must be identified (a process some manufactur-
ers refer to as exposure field recognition or EFR ),
and then this spike must be eliminated from the
data set to be operated on.

How can the computer recognize these lobes
in the histogram so it “knows” which one to cut
out of the data set? Different specific methods
may be used by different manufacturers, but our
goal here is to give an example of a very basic
algorithm that can accomplish this task, using
simple subtraction: In Figure 5-10, imagine the
computer scanning from right to left, subtracting

the pixel counts in each adjacent pair of “bins.”
(As described earlier, each “bin” actually repre-
sents a particular pixel value, density or bright-
ness.) Figure 5-11 is a close-up view of the his-
togram: In bin #2000, the pixel count is 10 pix-
els. Moving to the left, bin #1999 holds 20 pix-
els. Subtracting 20 from 10, we get minus 10.
Further to the left, bin #1998 has 35 pixels.
Subtracting 35 (bin #1998) from 20 (bin #1999),
we get minus 15. All the resulting subtractions will
result in negative numbers until we reach the peak of
tail lobe. Then, as we scan downward along the
left slope of this lobe, positive numbers will result
from each subtraction. For example, 30 pixels (bin
#1900) minus 25 pixels (bin #1899) is 5, and 25
minus 15 (bin #1898) is 10. When the computer
starts scanning up the right slope of the main
lobe, the subtractions will result in negative num-
 bers again, (2 – 4 = minus 2, 4 – 5 = minus 1).
A simple algorithm can be written instructing
the computer to identify the point SMAX as the
landmark where the results of our subtractions
become negative values for the second time. 

Having thus identified the point SMAX where
the main lobe ends and the tail lobe begins, we

Figure 5-9. A “solid-column” bolus of barium, a lead shield, or a large metallic prosthesis can create a spike in very
light densities forming a lobe at the left of the histogram. To prevent errors is histogram analysis, landmarks at both
the SMIN and SMAX points must be identified so that excessively light and excessively dark values can be excluded
from calculations for digital processing. (From Q. B. Carroll, Understanding Digital Radiograph Processing (video),
Denton, TX: Digital Imaging Consultants, 2014. Reprinted by permission.)
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can instruct the computer to remove all infor-
mation to the right of SMAX, that is, the tail lobe,
from the data set before analyzing it. This is just
one example of how landmarks in the histogram
can be identified.

For histogram analysis, the computer always
“scans” into the histogram from the left and
from the right, looking for data set “landmarks.”
one type of landmark is to set a threshold to the
pixel count that must be exceeded to keep that
data for analysis. Most manufacturers use
threshold algorithms, for example, to reduce
noise. In Figure 5-12, the point labeled SMIN
falls just below the preset threshold count. This
pixel count and all pixel counts to the left of it
will not be included for analysis. These are very
light densities that might represent dead pixels
or other forms of noise.

Having eliminated both background densities
and noise from the data set, Figure 5-13, the re -
maining data between points SMIN and SMAX all
represent true anatomical structures, which should
result in proper rescaling of the image (dis-
cussed in next chapter).

Figure 5-10. The computer scans inward from each end of the histogram, from bin to bin. When a non-zero count
of pixels is found, it begins searching for designated landmarks such as SMIN, SAVE, and SMAX. (From Q. B. Carroll,
Understanding Digital Radiograph Processing (video), Denton, TX: Digital Imaging Consultants, 2014. Reprinted by
permission.)

Figure 5-11. Close-up of two-lobe histogram showing
pixel counts. Subtracting these from right-to-left, upward
slopes result in negative differences, downward slopes
in positive values.
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Types of Histogram Analysis

When the radiographer is at the control con-
sole, selecting the procedure from the computer
menu automatically assigns the type of his-
togram analysis to be used, based on the shape
the acquired histogram is expected to have. There
are three general types of histogram analysis. To
properly identify the landmarks discussed
above, the number of lobes “expected” by the analysis
algorithms must match the number of lobes in the actu-
al acquired histogram. 

For example, suppose the subtraction algo-
rithm we used above for the histogram in Figure
5-11 was applied to an actual histogram with
only one lobe (as in Figure 5-6). The algorithm
was to identify SMAX as the point where sub-
tracted values become negative for the second
time. The computer would complete a search
from right-to-left, up and down the single lobe,
and then find all zeros for pixel counts rather
than a second set of negative subtracted values.

In effect, the computer program “wouldn’t know
what to do,” and might even eliminate the entire
image data set, mistaking it for a “tail lobe” since
it was the first lobe encountered from right-to-
left. With this misinformation, erroneous rescal-
ing would result in a displayed im age that would
be extremely dark or extremely light. 

A practical example of how this might occur
is if the procedure were an extremity, but the
field was over-collimated into the anatomy on
all sides such that there were no “background”
densities present in the latent image.

Type 1 histogram analysis is designed to ana-
lyze two-lobe histograms with a “tail-spike” rep-
resenting background densities. Type 2 analysis
is designed for a single-lobe histogram. Type 3
analysis operates on the assumption that there
will be three lobes such as in Figure 5-9, with
some metallic material present. Thus, it search-
es for both an SMAX point and an SMIN point, so
it can exclude both extremes in pixel values
from the data set for analysis. 

Figure 5-12. Much of the background noise in an image can be removed by threshold algorithms that narrow the
range, between SMIN and SMAX, of pixels to be processed. only pixel values that exceed a minimum pixel count
are kept for processing. (From Q. B. Carroll, Understanding Digital Radiograph Processing (video), Denton, TX:
Digital Imaging Consultants, 2014. Reprinted by permission.)
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one way the digital image can be manipulat-
ed is by applying algorithms that effectively nar-
row the range of analyzed data between the
SMAX and SMIN points, and then skew the loca-
tion of this range to the right or to the left with-
in the main lobe of the histogram, as shown in
Figure 5-13. This narrowed range is referred to
as the values of interest (VOI). Moving the VoI to
the left, toward lighter densities, would tend to
accentuate bony structures in the image, while
moving it to the right would tend to accentuate
darker anatomy such as the aerated lung fields.
Manufacturers use different proprietary names
for features that apply this type of image manip-
ulation at the histogram.

Errors in Histogram Analysis

There are several potential causes for histo -
gram analysis failure. Segmentation errors throw
off the histogram. Failure to properly match the
type of histogram analysis to the actual acquired
histogram leads to errors. Extreme or unusual
circumstances may result in a histogram shape
that is bizarre and unexpected, such that the anal -
ysis algorithms cannot properly identify key land-
 marks. 

An example of such an extreme situation is
illustrated in Figure 5-14, a hypothetical histo -

gram for an exposure that was taken of a pa tient
with a large radiopaque prosthesis, but also a cor-
ner of a lead apron was draped over the gonads.
The presence of a large number of light pixels
from the prosthesis, combined with a large num-
ber of white pixels from the lead, might result in
two spikes at the left of the histogram. Scanning
into the histogram from the left, a type 3 algorithm
expects one peak of very light densities and
locates SMIN between these two spikes. The very
light pixels from the prosthesis are still included
in the data analysis, skewing SAVE toward the left.
In compensation, the image is rescaled too dark. 

Figure 5-15 illustrates how histogram analysis
might fail from “pre-fogging” of a CR plate from
leaving it out in the x-ray room for a period of
time. CR plates are extremely sensitive to scatter
and background radiation accumulated during stor-
age. If the plate acquired a lot of exposure prior
to use, the very lightest, nearly white densities
would be eliminated from the acquired his-
togram, shown from A to B in Figure 5-15.
(There might also be a spike of light gray densi-
ties as shown in B.) If the SMIN point is shifted to
the right as shown in B, SAVE will also be skewed
to the right, and computer compensation may
result in a light image with low contrast.

Digital processing algorithms have become
increasingly robust, and it is difficult to “throw

Figure 5-13. With a narrowed range between SMIN and SMAX, the defined values of interest (VOI) can be moved to
the left in the histogram to accentuate bony anatomy, A, or skewed to the right to accentuate darker soft tissues or
the lung fields, R. 
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off the computer.” For histogram analysis errors
to occur, it requires either a very unusual set of
conditions such as just described above, or a
very extreme condition such as very large
amounts of scatter radiation. observe the SMAX
point in Figure 5-16 for example: A certain
amount of scatter radiation produced during

exposure might raise the low point before the
tail spike upward, yet it might not exceed the
threshold level. In this case, histogram analysis
will not be corrupted and the image will still be
processed correctly. Digital processing is generally
very adept at correcting for moderate amounts of scat-
ter radiation caused during exposure.

Figure 5-14. A potential histogram with two left lobes when both a large prosthesis and a lead apron were present
in the exposure field. Scanning from the left, the computer identifies SMIN between these two lobes, (compare to
Figure 5-9), pulling SAVE to the left and causing improper rescaling. (From Q. B. Carroll, The Causes of Digital Errors
(video), Denton, TX: Digital Imaging Consultants, 2014. Reprinted by permission.)

Figure 5-15. “Pre-fogging” of a CR plate eliminates the lightest densities (to the left in A), shifting SMIN to the right
as shown in B. Since this also will pull the average pixel value (SAVE) to the right, improper rescaling may result.
(From Q. B. Carroll, The Causes of Digital Errors (video), Denton, TX: Digital Imaging Consultants, 2014. Reprinted
by permission.)



Preprocessing and Histogram Analysis 61

As discussed in the next chapter, both kernels
and frequency processing can largely eliminate
specific fog patterns that are common to certain
projections such as the lateral lumbar spine.
There are many ways in which the effects of
scatter are now compensated for, and only the
most extreme and unusual conditions result in
an image that is of unacceptable diagnostic qual-
ity, requiring a repeat exposure to be taken.

With histogram analysis now completed, we
are ready to move on to the first major process-
ing step for the digital radiograph: Rescaling the
image.

Chapter Review Questions

1. Unlike the four steps of film processing,
the _______ steps of digital radiograph pro-
cessing can be applied in different order
or even repeated.

2. Preprocessing is defined as all computer
operations designed to compensate for
flaws in image _____________.

3. Postprocessing makes refinements to the
image customized to a particular anatom-
ical _____________.

4. The digital processing step most closing
associated with the concept of simple pro-
cessing of the image is _____________.

Figure 5-16. Histogram analysis is unimpeded by most instances of scatter “fogging” during exposure. In histogram
B, the addition of an area of dark “fog” thickens the tail spike and raises the point SMAX. However, since SMAX still
falls below the threshold line set for histogram analysis, no errors result in the identification of histogram landmarks,
and the image is correctly processed. 
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5. It is only during rescaling that the ac -
quired image takes on the level of ________
necessary for diagnosis to take place.

6. Failure of a CR system to separate two or
more individual exposures taken on the
same plate is referred to as _____________
failure.

7. Dexel dropout is typically corrected using
_____________ -reduction software.

8. A kernel can interpolate a pixel value to
replace a “dead” pixel by averaging the
values of the _______ pixels surrounding
the dead pixel.

9. Whereas quantum noise in the x-ray
beam results in random mottle, electronic
noise typically results in ___________ mottle
in the image.

10. Whereas frequency-filtering algorithms
are best used to correct for periodic mot-
tle of a consistent size, _________ are better
at correcting the broader size range of
quantum mottle.

11. The anode heel effect, variations in elec-
tronic response and gain offsets all con-
tribute to the necessity of correcting flat-
_____________ uniformity as part of prepro-
cessing

12. The initial histogram is actually a ________
graph of simple pixel counts for each
pixel value.

13. If a pitch-black background density and a
massive light area (such as the chest wall
in a mammogram) are both present, the

acquired histogram for a radiographic im -
age can have _______ lobes or high-points.

14. For rescaling to work properly, nearly all
the data it uses must represent densities
within the _____________, rather than ex -
treme data such as from background
exposure or lead aprons.

15. Exposure field recognition algorithms identi-
fy any “raw” _____________ exposure area
in the image.

16. To reduce noise, most manufacturers use
_____________ algorithms for histogram
analysis.

17. The number of lobes “expected” by the
type of histogram analysis used must
match the number of lobes in the actual
acquired histogram in order to properly
identify key ____________ in the histogram.

18. The displayed image can be manipulated
by narrowing the range of analyzed data,
called the ________ of ________, and locating
this range in a targeted portion of the his-
togram.

19. only the most _____________ or ____________
circumstances that result in a bizarre
shape to the histogram can cause errors in
histogram analysis.

20. Although histogram analysis is robust
against most scatter “fogging” events
caused during exposure, it is more likely to
fail from _____________ of a CR cassette
during storage prior to use.
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Chapter 6

RESCALING (PROCESSING) THE DIGITAL RADIOGRAPH

Objectives

Upon completion of this chapter, you should
be able to:

1. State the simplest mathematical operations
for changing the brightness and contrast of
the incoming latent image.

2. Describe how these operations affect the
position and shape of the image histogram.

3. Compare the diagnostic qualities of the in -
coming “raw” latent image to those of an
image normalized by rescaling.

4. Explain the basic mathematical process of
rescaling.

5. Define S values, Q values, and remapping.
6. State the limitations of what rescaling can

achieve in the final image.

Using mathematical formulas and functions,
a set of numerical data can be manipulated

in all sorts of wondrous ways. This allows us to
increase or decrease the overall darkness of the
image (levelling, or changing the window level),
and to increase or decrease the contrast of the
image (windowing, or adjusting the window
width). 

Anything which alters the shape of the his-
togram represents a change in image contrast or
gray scale. There are a number of ways that this
can be done mathematically, and we’ll give two
of the simplest examples here: Using exponen-
tial functions and numerical rounding.

Table 6-1 lists two simplified sets of pixel val-
ues, one for a standard image and one for a
high-contrast image. Note that the average pixel
value for both images, the mid-point M, is iden-
tical, set at an output of 128. This means that the
window level, or overall brightness, has not been
changed, only the contrast. In column A, the
pixel values increase and decrease in incre-
ments of 2. In column B, for the high-contrast
image, the pixel values change in increments of
4. This is a greater ratio of difference between
each pixel value and the next, and thus repre-
sents high contrast as we defined it in Chapter
4. This is the type of result we get when expo-
nential formulas are applied to the data set.

A simplified example (in English) of a com-
puter algorithm using exponential relationships
might read as follows: “Begin at the median
value M, the average pixel value for the image.
For the next darker value, add 2. For the next,
add 4. For the next, add 8, and so on. For the
next lighter (lesser) value, subtract 2. For the
next, subtract 4. For the next, subtract 8, and so
on. The result will be a higher contrast image.

Figure 6-1 illustrates how numerical rounding
can change contrast or gray scale. As described
in Chapter 2, all digital information has already
been rounded—this is effectively what changes it
from analog data into digital or discrete data.
For histogram A in Figure 6-1, pixel values are
rounded to the nearest one-tenth. The pixel
value for bin #800 is 3.1, for bin #801 it is 3.2,
#802 is 3.3, and #804 is 3.4. What happens if we
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apply a “harsher” rounding process, such that
each pixel value is rounded to the nearest one-
fifth or 0.2? The pixels in bin #800 will be
rounded up from 3.1 to 3.2 and join those pix-
els in bin #801. The pixels in bin #802 will be
rounded up from 3.3 to 3.4, and join the pixels
in bin #803. The resulting histogram B shows
that when the difference between each bin is
increased to 0.2 (increasing contrast), there are
fewer vertical bars in the graph, representing fewer
pixel values present in the image. This is the defini-
tion of shortened gray scale—fewer densities, a less-
er range of densities, in the image.

To what extent can we alter the position and
shape of the image histogram mathematically?
Shown in Figure 6-2, from A to B, lightening the

image is tantamount to shifting the histogram to
the left, and involves the simplest of computer
algorithms, e.g., “Subtract 0.3 from all pixel val-
ues.” The instruction, “Add 0.4 from all pixel
values” would shift the histogram to the right
and result in a darker image overall. In clinical
practice, this is leveling or changing the window
level. These operations shift the center-point (SAVE
in the previous chapter) of the histogram to the left
or right, but never alter the shape of the his-
togram.

Figure 6-2, B to C demonstrates how changes
in gray scale or contrast can alter the side-to-side
range of the graphed histogram. This is the effect
of the rounding adjustment from Figure 6-1, and
in clinical practice is called windowing or chang-

Table 6-1
ACTUAL Look-UP TABLE FoRMAT:

MEDIUM AND HIGH CoNTRAST FoR SAME INPUT

Table A
Medium Contrast

INPUT oUTPUT

30 156

28 152

26 148

24 144

22 140

20 136

18 132

16 128

14 126

12 122

10 118

8 114

6 110

4 106

2 102

0 98

Table B
High Contrast

INPUT oUTPUT

30 240

28 224

26 208

24 192

22 176

20 160

18 144

16 128

14 112

12 96

10 80

8 74

6 58

4 42

2 26

0 10

M
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ing the window width. To summarize, on a his-
togram graph, leveling changes the side-to-side
position of the histogram (measured at its medi-
an or middle point), and windowing changes the
side-to-side range of the histogram. 

However, shown in Figure 6-2 C to D, there is
one aspect of the histogram that cannot be
changed, and that is the original height of each
bar. This height represents the original pixel
count which was made by effectively scanning
across the image and locating each pixel that
held a particular value to count it. We cannot
change which pixels contained which original
values. In other words, we can play all day with
pixel values, but not with pixel counts.

“Normalizing” the Image

Normalizing is the essence of rescaling. Both
the overall brightness of the image and its
degree of gray scale or contrast are manipulated
mathematically until it takes on the “normal”
appearance of a conventional radiograph. If a
“raw” digital image were taken directly from a
DR detector plate or from a CR phosphor plate
and displayed on a monitor, it would have
extremely poor quality, especially in terms of

image contrast. In Chapter 5, Figure 5-1 demon-
strates the typical appearance of such a “raw”
digital image from the image receptor before
any processing has occurred. This is a ghost-like
image with almost no contrast, and certainly
inadequate for diagnosis. 

When compared to conventional film imag-
ing, we have identified the primary advantage of
digital imaging as its ability to enhance subject
contrast in the image. This enhancement occurs
only upon actual digital rescaling by the com-
puter—it is yet not present in an image taken
directly from the image receptor system,
whether CR or DR. It is the rescaled image that
will now be subjected to additional default post-
processing in order to refine and customize it
according to the specific anatomical procedure
and preferences of the diagnostician before it is
initially displayed on a monitor.

Because of rescaling, the final displayed digi-
tal image nearly always has an ideal level of
brightness and balanced gray scale, regardless of
the specific radiographic technique used upon initial
exposure. Conventional film-based radiographs
were extremely sensitive to the radiographic
technique used: They often turned out too dark
when excessive technique was used or too light

Figure 6-1. one way to shorten the gray scale (narrow the window width) is by simply increasing the severity with
which pixel values are rounded during digitization. Histogram A results from rounding pixel values to the nearest
tenth (0.1), histogram B by rounding to the nearest fifth (0.2). Note that for B, there are fewer vertical bars (pixel
values available). This is shortened gray scale.
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when insufficient technique was used. As shown
in Figure 6-3, this is no longer the case. The pri-
mary role of radiographic technique now is sim-
ply to produce sufficient signal reaching the IR
for the computer to successfully process. Digital
processing by the computer is so robust in mak-
ing corrections that the final displayed image is
nearly always sufficient for diagnosis.
Corrections made by the computer fail only
under the most unusual circumstances or
extreme changes.

Q Values and the “Permanent” LUT

Rescaling can be achieved either electronical-
ly or with software, but software programming

has several advantages and is used for most
applications. We must manipulate the measured
pixel values shown along the bottom of the his-
togram in Figure 6-4, which we now designate
as S values. The key that allows this manipula-
tion is to algebraically assign the same labels to the
incoming data regardless of what the data actually is.
We will designate these new, standardized labels
as Q values which are stored in what we might
call a “permanent” look up table, or LUT. 

Table 6-2 provides an example of a perma-
nent LUT where 1024 Q values are assigned
preset pixel values that represent certain bright-
ness levels for pixels in the image. In this case,
the value Q minimum (QMIN) is permanently
assigned a pixel value (gray shade) of 511 for dis-

Figure 6-2. From A to B, subtracting a set number from all pixel values shifts the position of the histogram, result-
ing in a lighter image. From B to C, the range of pixel values is narrowed by an operation like the one illustrated
in Figure 6-1. The vertical shape of the histogram cannot be changed (C to D) because this would involve altering the
original pixel counts at each value.
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play on a monitor. The value Q2 will always be
displayed as a pixel value of 512, Q3 as 513, and
so on up to Q maximum (QMAX), which will
always be displayed as a pixel value of 1534. If
the dynamic range of the digital processing sys-
tem is from 1 to 4096, we can see that there is
room left for a displayed image whose actual
gray scale ranges from 511 to 1023 to be “win-
dowed” up and down by a radiographer after it
is initially displayed.

As described in the previous chapter, in the
histogram for the incoming image from the IR,
each measurement taken from a DR dexel or
CR pixel is designated algebraically as an S
value. We might think of each S value along the
bottom of the histogram as a “bin” into which
pixels may be temporarily placed. Each bin is
actually a separate computer file. (Remember
that the computer keeps a map of where these
pixels actually belong within the spatial matrix,
but for histogram analysis, we place all pixels

sharing a particular measured value in the same
“bin.” For example, the pixels A-3, D-1, F-8, and
k-13 may have all shared the same measured
pixel value of 2012, but they are all placed in
the “bin” labeled S5. 

We now simply write a computer program
that reassigns these incoming S values as Q val-
ues in the permanent LUT as shown in Table 6-
3. Whatever the original pixel value for S5 was,
it will now be reset to Q5 from the permanent
LUT. Referring to Table 6-2 for our example
above, the actual pixel value will be changed
from the original 2012 to 515. Pixels A-3, D-1,
F-8 and k-13 will all now have a pixel value of
515 when the image is actually displayed.
Regardless of what the incoming pixel values were, the
output pixel values are always adjusted to the same
output Q values set by the permanent LUT. This is
illustrated graphically in Figure 6-5. The effect is
that an input image that is too dark or too light
will always be outputted and displayed at a

Figure 6-3. Rescaling can nearly always produce an ideal level of brightness and balanced gray scale, regardless of
the specific radiographic technique used upon initial exposure, only provided that the exposure technique delivered suffi-
cient information at the image receptor. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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Figure 6-4. For rescaling, each pixel count is treated as a separate “bin” (or computer file) of data. Each bin is given
an algebraic label called the S value (SMIN, S2, S3 and so on up to SMAX). These labels are used in Table 6-3 to
“remap” the image. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas,
Publisher, Ltd., 2018. Reprinted by permission.)

Figure 6-5. No matter where the histogram of the original latent image lies, it can always be remapped to Q values
of the “permanent” LUT (right) by rescaling. This nearly always results in an “ideal” image (Figure 6 -3). The new
Q values are the “for processing” values that will be used for gradation processing (next chapter). (From Q. B.
Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted
by permission.)
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medium level as shown in Figure 6-3. This
process is often referred to as remapping the
pixel values.

For all this to work, the range of S values must
exactly match the range of Q values in the per-
manent LUT, so the incoming histogram can be
effectively “lined up” with the histogram for the
permanent LUT, and each “S bin” will match to
a corresponding “Q bin.” Regular digitization of
the incoming image from the IR facilitates this
matching process. Referring again to Figure 6-1,
we see that the incoming set of pixel values can
be rounded up or down by the ADC with dif-
ferent levels of “severity.” When they are severe-
ly rounded (B in Figure 6-1), fewer S values
result. In this way, we can adjust the range of
incoming S values to match the range of Q val-
ues in the permanent LUT.

Rescaling has the power to align image
brightness levels perfectly, but can only align
overall image gray scale partially by aligning the
maximum and minimum Q values. To further
adjust image gray scale or contrast, gradation pro-
cessing is required as described in the next chap-
ter. For gradation processing, the rescaled data
set is fed into a procedure-specific LUT for fine-
tuning based on the anatomy to be demonstrat-
ed. This anatomical LUT is automatically set
when the radiographer selects a radiographic
procedure from the menu on the x-ray machine
console. 

Physicists’ Nomenclature

Physicists have now adopted the terms, Q val-
ues for pixel values that have not yet been
rescaled, QK values for values that have been
rescaled but not yet gradation processed, and QP
values for pixel values “ready for presentation”
that have completed all processing operations
and form the initially displayed image on the
monitor. For the student, we will simplify these
designations throughout this book by following
the practice of several manufacturers of using S
values when referring to incoming data that has
not been rescaled, and Q values for rescaled
(processed) data.

Table 6-2
Q VALUES SToRED

IN THE PERMANENT LUT

Q Values Stored in the Permanent LUT

QMIN 511

Q2 512

Q3 513

Q4 514

Q5 515

— —

— —

Q1022 1532

Q1023 1533

QMAX 1534

Adapted from Understanding Digital Radiograph
Processing, Midland, TX: Digital Imaging Con -
sultants, 2013. Reprinted by permission.

Table 6-3
REASSIGNING S VALUES AS Q VALUES

Reassigning S Values as Q Values

Algorithm:

Set SMIN = QMIN

Set S2 = Q2

Set S3 = Q3

Set S4 = Q4

Set S5 = Q5

—

—

Set S1022 = Q1022

Set S1023 = Q1023

Set SMAX = QMAX

Adapted from Understanding Digital Radiograph
Processing, Midland, TX: Digital Imaging Con -
sultants, 2013. Reprinted by permission.
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Chapter Review Questions

1. Changes made to the contrast or gray
scale of the image will alter the ___________
of the histogram

2. Mathematically, we can increase the con-
trast of an image by simply ___________ the
increments between output pixel values.

3. A “harsher” or more sever rounding
process at the ADC is one way to shorten
image _______ _______.

4. Subtracting the same number from all
pixel values in the image will shift the his-
togram to the _____________.

5. Changing the window level alters the
side-to-side position of the histogram, but
changing window width alters the side-to-
side _____________ of the histogram

6. The one thing we cannot change in the
histogram is the original _____________ of
each bar, which represents a pixel _______.

7. “Normalizing” the appearance of the
image to a diagnostic level of contrast is
the essence of _____________ the image.

8. Rescaling is able to nearly always achieve
ideal levels of brightness and gray scale
regardless of the particular radiographic
_____________ used for the initial exposure.

9. The key to rescaling is to algebraically
assign the same ________ to incoming data.

10. A “permanent LUT” stores preset pixel
values for the output image called _______
values.

11. Each actual measurement taken from the
DR dexel or CR pixel for the incoming
latent image is designated algebraically as
a(n) _______ value.

12. Regardless of what the incoming pixel
values of the latent image are, they are
always adjusted to the same output Q val-
ues set by the permanent _____________.

13. For rescaling to work, the range of incom-
ing S values must be rounded to _________
the range of preset Q values.

14. Rescaling can completely adjust image
brightness, but can only __________ adjust
image gray scale. This is one reason why
gradation processing follows.
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Chapter 7

DEFAULT POSTPROCESSING I: GRADATION PROCESSING

Objectives

Upon completion of this chapter, you should
be able to:

1. Define and differentiate between the three
domains in which digital images can be
processed. Give examples of each.

2. Explain how a kernel can be used to alter a
digital image.

3. Differentiate between point-processing,
local processing, and global processing
operations.

4. Interpret gradient curves as they relate to
the brightness and contrast of an image.

5. Define gradation processing, function
curves, and intensity transformations.

6. Describe how anatomical look-up tables
(LUTs) are used in gradation processing.

7. Relate leveling and windowing to grada-
tion processing.

8. State the causes and implications of data
clipping.

9. Explain how dynamic range compression
(DRC) is used both to save computer stor-
age and to achieve tissue equalization in
the displayed image.

Digital Processing Domains

Imagine you are in the middle of a car dealer’s
lot. As you look around yourself, there are

three different ways you can broadly classify the

various cars you can see. First, you could sort
them by their spatial location: There is one car
nearby to my left, there is a car directly in front of me
but much farther away, and there is a car midway to
my right. The second way you could classify
them is to group them by color or by shade: I
see six very dark cars, two very light cars, and three
mid-shaded cars. Finally, you might choose to
group them by size: There are three very large cars,
five mid-size cars, and three compact cars.

These are everyday examples of the three
general approaches for digitally processing any
image. Shown in Figure 7-1, before pixels or ob -
jects within the field of view can be acted upon
by the computer, we must first choose which of
the three methods of sorting them we are going
to use: Shall we sort them by location, by intensi-
ty (shade), or by size? Depending on which method
we choose, all kinds of different operations can
be executed to change and manipulate the im -
age. These differ so much that we refer to the
three general methods of digital image process-
ing as domains:

The spatial domain

The intensity domain

The frequency domain

In the spatial domain, pixels are acted upon
according to their location within the image
matrix. In the intensity domain, pixels are oper-
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ated upon based on their pixel values, that is, how
bright or how dark they are. A brighter pixel is
reflecting or emitting more intense light. The
computer formulas used to make them darker
(increase “density”) or lighter are referred to as
intensity transformation formulas, a fitting term since
their darkness or brightness, degree of light
emission, or even the amount of electricity flow-
ing through them, can all be expressed in terms
of how intense the electricity, light, or brightness is.

The frequency domain is unique in that it
addresses objects in the image rather than pixels.
This will be explained in detail later, but here is
the basic concept: A very large object such as a
bowling ball, if dropped into a swimming pool,
will make big (long) waves. A very small object
of similar density, such as a marble, dropped
into the same pool of water, will make very small
(short) waves. Large objects are associated with
long wavelengths, and small objects are associ-

ated with short wavelengths. We know from
physics that for waves which travel at a constant
speed, their wavelengths are inverse to their fre-
quencies. For example, for long waves such as
radio waves, only a few waves will strike you per
millisecond, whereas for short waves like x-rays,
many thousands can strike you each millisec-
ond. Long waves have low frequencies, short
waves have high frequencies.

Now, we can measure the size of an object with-
in the radiographic image by taking a single row
of pixels and counting how many of those pix-
els are occupied by the one object in question.
Larger objects will occupy more pixels along that
row, small details will occupy only a few pixels.
Large objects are considered as low-frequency ob -
jects, because they are associated with long
waves. Small details are considered as high-fre-
quency objects, because they are associated with
very short waves. We can thus sort out objects

Figure 7-1. Three methods to sort any image for digital processing: Sorting the image by spatial location results in
a matrix. Sorting the image by pixel intensity results in a histogram. Sorting the image according to the size of the
objects or structures in it results in a frequency distribution.
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within the image according to their size, execute
computer operations on them while they are in
the frequency domain, and then re-insert these
objects back into spatial matrix where the com-
puter has logged their locations (placing them
back into the spatial domain).

Likewise, when we execute intensity opera-
tions on an image, the pixels must first be moved
from the spatial domain (the matrix) into the
intensity domain (the histogram) where they are
sorted into separate files according to their pixel
values. After intensity operations are completed,
they are placed back into the spatial matrix to
form the final displayed image. The digital image
always begins and always ends in the spatial domain.

Shown in Figure 7-1, when an image is sorted
by the spatial location of its pixels, the result is
the familiar image matrix. When an image is
moved into the intensity domain and sorted ac -
cording to the pixel values present, the result is
a histogram. When an image is moved into the
frequency domain and is sorted accorded to the
size of the structures throughout the image, the
result is a frequency distribution. 

The frequency distribution plots the number
of objects against their size, that is, each vertical
bar in the graph represents the number of ob -
jects in the image of a particular size. Just like a
histogram, each vertical bar also represents a
separate computer file. To make a change to all
of the objects of a particular size (such as only
the fine details) without affecting anything else
in the image, we simply apply a mathematical
formula to everything within that selected com-
puter file. The frequency distribution graph looks
much like a histogram, only with fewer vertical
bars—a few hundred rather than a few thousand.
The frequency distribution graph in Figure 7-1
is somewhat simplified to distinguish it from the
histogram. 

Spatial Domain Operations

Examples of spatial domain operations in clude
magnification or “zooming”, translation (“flip -
ping” the image right for left), inversion (“flip-
ping” the image top for bottom), image subtrac-
tion, and all kernel operations. 

A kernel is a submatrix that is passed over the
larger image matrix executing some mathemati-
cal function on each pixel. (This is similar to a
spreadsheet computer program which can apply
formulas to cells of data contained within a
table.) For the 3-by-3-cell kernel shown in Figure
7-2, as the kernel moves from left-to-right one
column at a time, a particular pixel that falls
within the bottom row of the kernel will first
have 3 subtracted from its pixel value, then its
value will be multiplied by 2, then it will be
added to 4. When the kernel finishes a particu-
lar row, it indexes down one row and again
sweeps left-to-right all the way across the next
row. The lower kernel in the diagram illustrates
that all nine cells will eventually sweep over
each pixel centered within the kernel. After all
rows in the image are completed, the kernel is
passed over the entire image again vertically,
sweeping top-to-bottom for each column. In this
way, every pixel in the image is subjected to the
effect of every cell in the kernel both horizon-
tally and vertically. By using different values or
formulas in the cells of a kernel, all kinds of
changes can be made to the image.

Spatial domain operations can be further sub-
divided into three categories: 1) point process-
ing operations, 2) area processing operations,
and 3) global operations. Point processing opera-
tions perform a specific algorithm on each indi-
vidual pixel in sequence, pixel by pixel or
“point by point.” In image subtraction, for ex -
ample, the value contained in each specific pixel
is subtracted from the value contained in the
corresponding pixel from another image, but
these pixels are identified by their location in the
spatial matrix, not by the values they contain.

Area or “local” processing operations execute
a mathematical function on a subsection of the
image, only a designated local group of pixels.
For example, a CT technologist can use a cursor
on the monitor screen to demarcate a portion of
the image she wishes to magnify. At the push of
a button, this area will then be “zoomed” up to
fill the display screen. To do this, the value for
each single pixel will be spread out across an
area of 4 hardware pixels on the monitor, or
with more magnification, 9 hardware pixels.
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Each displayed image pixel occupies multiple
hardware monitor pixels. 

Global processing applies some massive oper-
ation across the entire image. All image reori-
entations, such as rotating the image, inverting
the image, or translating the image (flipping it
left for right), are global operations. Figure 7-3
shows how image translation is actually a fairly
simple spatial operation; translation leaves only
the very middle column intact. The columns im -
mediately to the right and left of this middle col-
umn exchange pixel values. The second pair of
columns to either side exchange pixel values;
the third pair of columns exchange pixel values,
and so on to the farthest right and left columns
of the image. In Figure 7-3, column E is the mid-
dle column. If one examines the single row of
pixels, row 6, across the image, we see that
translation exchanges pixel D6 for F6, C6 for
G6, B6 for H6, and then A6 for I6. Inverting the

image applies the same simple exchanges, only
vertically between rows instead of horizontally
between columns. 

Intensity Domain Operations

All gradation processing, the focus of this
chapter, is carried out in the intensity domain.
After the initial image is displayed, any “level-
ling” and “windowing” by the operator is effec-
tively a readjustment to the gradation process-
ing, and so windowing is usually an intensity
domain operation, (although it can also be done
in the spatial domain using kernels). Also in -
cluded in the intensity domain are construction
of the original histogram for an image, and his-
togram analysis, covered in Chapter 5. From the
histogram, we see that pixels from various loca-
tions are grouped together in “bins” or comput-
er files that share the same pixel value. When a

Figure 7-2. A kernel is a smaller “submatrix” that passes over the larger matrix of the image executing some math-
ematical function. Here, for each image pixel, the lower row of the kernel will first subtract the number 3 from the
original pixel value, then multiply that result by 2, then add 4 as the kernel passes from left to right. Shown below,
pixel values above and below are also being altered by the functions in the first and third row of the kernel. After
all rows are swept over, the kernel passes vertically over the entire image again, column by column.
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mathematical operation is then applied to any
selected computer file, it affects all pixels through-
 out the image holding that particular original
value, regardless of the locations of those pixels in the
matrix.

Frequency Domain Operations

Examples of operations in the frequency
domain include smoothing, edge-enhancement and
background suppression. These operations are exe-
cuted on structures or objects within the image
rather than on pixels. The objects are identified,
sorted and grouped by their size into separate
computer “bins” or files. Several different oper-
ations, generally referred to as detail processing
operations, can be applied to any selected file. By
targeting a specific size of structures to affect in
the image, the results can seem almost magical,
such as being able to enhance the local contrast of

only fine details, without changing the overall con-
trast appearance of the image as a whole (from
a distance, for example). The frequency domain
is not as intuitive for the student to understand,
and will be fully explained in the next chapter.

Gradation Processing

In the list of postprocessing operations pre-
sented in Table 5-1, Chapter 5, step #5 is grada-
tion processing. The purpose of gradation or gra-
dient processing is to tailor the final image bright-
 ness and contrast according to the anatomy and
predominant pathologies to be displayed, cus-
tomizing them to the procedure. 

Gradation is defined as a gradual passing from
one tint or shade to another. In radiography, this
relates to the gray scale of the image and how we
can manipulate it. The gradient curves graphed in
Figure 7-4 were widely used with film radiogra-

Figure 7-3. Translation “flips” the image left for right by exchanging the pixel values between cells D6 and F6, then
those between C6 and G6, B6 and H6, then A6 and I6 and so on progressively away from the middle column.
Image translation is a global operation. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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phy and have been used for decades to describe
both the brightness (density) of an x-ray image
and its gray scale or contrast, especially as it
relates to the image receptor. Some manufactur-
ers display a gray scale curve superimposed over
the histogram for each image. Each of these
curves has a “toe” and a “shoulder” portion
where the curvature is greater, but these repre-
sent only the greatest extremes in exposure to x-
rays. Here, we are concerned primarily with the
(nearly) “straight-line” portion or “body” of each
curve, because it represents a range of expo-
sures that are typically used in the daily practice
of radiography.

The body of curve A is different from that of
curve B in two ways; First, note that curve A has
a shallower slope. We would describe curve B as
steeper. For curve B, as we read along the bot-
tom of the graph we see that as exposure is
increased left-to-right, this image shows a more
dramatic change in the pixel values displayed
(quantified at the right of the graph). Visually,
curve B represents a high contrast image, where-
as curve A is an image with longer gray scale or
a more gradual progression from light to dark
densities. 

In the dictionary, a gradient is defined as a
“part sloping upward or downward,” measuring
the rate of graded ascent or descent. In Figure 7-
4, then, a high gradient represents high contrast
and a low gradient low contrast. Because of this
relationship, gradation processing is also often
referred to as gradient processing.

one more look at Figure 7-4 reveals that gra-
dient curves also represent the overall brightness
or density of a radiographic image. Can you de -
scribe which image is darker overall? To clarify,
choose a specific level of exposure along the
bot tom such as the original pixel value 128, ex -
tend a vertical line upward from this point, and
determine which curve is higher along the scale
of pixel values, indicating a darker image. We
generally look at the mid-portion of each curve
to make this determination, and here you can
see that normally (though not always) the “high-
er” of the two curves is also the farthest to the
left in the graph. 

Thus, gradient curve graphs tell use both the
average brightness level (or density) of an image
by its left-to-right position, and its contrast level
by how steep the slope of the curve is. Note that
at the display monitor, these are precisely the

Figure 7-4. Gradient curve B indicates the higher contrast output image by a steeper slope to its “body” portion.
Curve A represents a darker overall output image by its position further to the left. (From Q. B. Carroll, Radiography
in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)



Default Postprocessing I: Gradation Processing 77

two aspects of the final image that we common-
ly change by “windowing.” The window level
controls the average or overall brightness of the
image, and the window width controls the gray
scale, (the inverse of contrast). This means that
windowing the image is simply a re-application of
gradation processing, or later alterations made by
the operator that use the same computer algo-
rithms as default gradient processing does. The
specific applications of windowing were discussed
in Chapter 4, but the following discussion ex -
plains the “how” behind these applications.

During gradation processing, the “Q values”
of the rescaled data set are fed into an anatomi-
cal look-up table or LUT. An anatomical LUT is
stored by the computer for each specific type of
radiographic procedure. When the radiograph-
er enters a particular procedure at the console,
the anatomical LUT is automatically selected. It
will customize the gray scale and brightness of the
image according to the specific anatomy and
most common pathologies expected to be dis-
played.

As shown in Table 6-1 in the previous chap-
ter, LUT’s really are tables, not graphs, but a
graph such as the one in Figure 7-5 helps us visu-
alize what the LUT is doing mathematically. It
also represents the actual formula or algorithm
used to do it in the form of the function curve
depicted (Fx in the graph). The rescaled Q val-
ues for the image are shown at the bottom of
this graph, and are being entered into a formu-
la that the function curve represents. When we
extend a vertical line upward from any one of
these Q values, it is reflected off the function
curve horizontally to the right, where we can
read the output or final pixel value that resulted. 

The formula represented by the function
curve in Figure 7-5 results in enhanced contrast.
We can measure the contrast of the original in -
put image by finding the ratio (dividing) be tween
two selected input values, such as 13 divided by
10 to obtain an original image contrast of 1.3.
We see what the computer algorithm does with
these numbers by extending a vertical line from
each of them up to the function curve, and then

Figure 7-5. The gradation processing curve Fx represents the formula acting on the input pixels. Here, this func-
tion increases image contrast from 13/10 = 1.3 to 20/7 = 2.9. (From Q. B. Carroll, Radiography in the Digital Age,
3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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to the right over to the output scale. Here, we
find that the algorithm formula has reduced the
pixel value 10 down to 7, but the pixel value 13
has been increased to 20. The contrast of the
new output image is 20/7 = 2.9. Contrast has
been enhanced substantially, from 1.3 to 2.9.

Most gradation processing operations use for-
mulas called intensity transformations. Here are
three examples:

Gamma Transformation: s  =  crg
Log Transformation: s  =  clog(1 + r)
Image Negative: s  =  L – 1 – r

In each of these formulas, r is the input value
for any pixel and s is the output value resulting
from the formula. In the gamma transformation
formula, c is a constant usually set to 1.0 and
thus can be ignored for our purposes here. We

then see that the output value s is calculated sim-
ply by raising r by the exponent gamma (g). Figure
7-6 demonstrates that as gamma is reduced to
fractions of 1.0 for this MRI image of a lateral
thoracic spine, the gray scale is lengthened, thus
contrast is reduced. Figure 7-7 shows aerial pho-
tographs of an airport which have been subject-
ed to increasing values of gamma above 1.0, and
one can readily see that the contrast is increasing. 

The intensity transformation formulas above
are just three examples of many dozens of for-
mulas used by manufacturers for gradation pro-
cessing. Each can be represented by a function
curve graph. Figure 7-8 illustrates just four of
FujiMed’s 26 types of function curves for grada-
tion processing.

For gradation processing, many different math-
 ematical approaches can be used to accomplish
a particular task such as increasing image con-

Figure 7-6. MR images of the lateral thoracic spine using the gamma transformation formula. For A, gamma = 1.0,
B = 0.6, C = 0.4, and D = 0.3. Decreasing gamma lengthens the gray scale. (From Q. B. Carroll, Radiography in
the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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trast. X-ray machine manufacturers keep the spe-
 cific algorithms they use as patented trade se -
crets. We would expect some of these to be more
effective than others, and this is the case. (This
can be a source of frustration for the student, be -
cause it means that when a particular ex periment
is done with digital lab equipment, one cannot as -
sume that other manufacturers equipment will
pro duce identical results, especially in terms of
effectiveness.)

Figure 7-9 is a graphical example of how
changing one of the parameters in a formula
(like gamma) alters the function curve and the
resulting image. This is an actual example using
Fuji’s parameter called GA (for gradient amount
or gradient angle). We see that when GA is greater
than 1, the resulting function curve is steeper than
45 degrees, and image contrast is increased, (com -
pare to Figure 7-5), but when GA is less than 1,
the resulting function curve is shallower than 45
degrees and image contrast is reduced as gray

Figure 7-7. Aerial photographs of an airport using the gamma transformation formula. For A, gamma = 1, B = 3,
C =4, and D = 5. Increasing gamma shortens the gray scale, increasing contrast. (From Q. B. Carroll, Radiography
in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 7-8. Four examples of FujiMed’s 26 function
curves for gradation processing. Curve M reverses the
image to a positive “black bone” image. (Courtesy,
FujiMed, Inc.)
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scale is lengthened. Fuji uses 26 different types
of formulas in their gradation processing soft-
ware, resulting in 26 different shapes of function
curves. 

Thousands of calculations using the original
formula do not need to be done on each image.
Rather, the formula (or function curve) is used to
first construct an actual look-up table, an an -
atomical LUT for a particular type of radio -
graphic procedure, such as the one in Table 6-2
in the previous chapter. This anatomical LUT is
then permanently stored. When a specific image
is processed, input pixel values are simply fed
into the anatomical LUT and the corresponding
output values are read out from the table, a
process that can be executed in a miniscule frac-
tion of a second. 

Default gradation processing, using anatomi-
cal LUTs, is performed on every image before it
is initially displayed on a monitor. Windowing
level and window width adjustments made later
by the operator, (levelling and windowing) are ef -
fectively adjustments to the anatomical LUT, that
is, they are a re-application of gradation pro-
cessing.

Whether it is part of default processing or
part of later windowing adjustments, gradation
processing is always considered as postprocess-
ing because it involves refinements to the image
based on anatomy and specific diagnostic needs,
rather than corrections to flaws in image acqui-
sition.)

Data Clipping

In Chapter 1 we defined bit depth, dynamic
range, and gray scale. There must be “room” with-
in the dynamic range to both display an image
with its full gray scale and allow for windowing
adjustments upward and downward in both
brightness and contrast. Data clipping can occur
when either the bit depth of the hardware or the
dynamic range of the system are too limited.
Figure 7-10 shows graphically how this might
occur for a system that is 8 bits deep for a
dynamic range of 256 “shades of gray,” and the
window level is increased to darken the image.
The gray scale of the adjusted image is repre-
sented by the dashed line. Before it reaches its
original length (equal to that of the solid line), it

Figure 7-9. Example of how changing the intensity transformation formula affects the graphed function curve. Here,
FujiMed’s GA function (gradient angle) rotates to a low-contrast slope when GA is set to less than 1, or to a high-
contrast slope when GA is set to greater than 1. (Courtesy, FujiMed, Inc.)
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“runs out” of available pixel values at 256.
Values darker than this cannot be produced by
the system. The line is truncated, representing
the loss of the darkest pixel values from the
image.

Figure 7-11 shows a similar result when the
contrast is increased for this system limited to
256 values. Note that once again, the dashed
line is shorter than the original solid line. As the
gray scale was increased, it was unable to ex -
tend pixel values beyond 256, and pixel values
(data) are lost from the image. Data clipping
limits the radiologist’s ability to window the
image, and can adversely affect diagnosis. This
is one good reason why radiographers should
generally not save images that they have win-
dowed into the PACS, replacing the original
image.

Dynamic Range Compression

Dynamic range compression (DRC) is the re -
moval of the darkest and the lightest extremes of
the pixel values from the gray scale of a digital

image. Since the bit depth of a typical comput-
er far exceeds the range of human vision, some
computer storage space can be saved by not
using the entire bit depth of the system, Figure7-
12A. When DRC is used for this purpose,
enough dynamic range should be left to still
allow the actual displayed image to be win-
dowed up and down as shown in Figure 7-12B
to darken or lighten it. That portion of the dy -
namic range actually being displayed is the gray
scale of the image itself. 

Most radiographic techniques are designed to
primarily demonstrate bony anatomy or con-
trast agents. For conventional film radiography,
this often resulted in soft tissue areas of the image
being displayed quite dark. In some cases, the
radiographic procedure was ordered to rule out
very subtle foreign bodies such as a chicken
bone lodged within an esophagus, small glass
slivers, or wood slivers. To demonstrate these
types of objects, soft tissue techniques were devel-
oped which typically consisted of reducing the
kVp by up to 20 percent from the usual tech-
nique for that anatomy, with no compensation

Figure 7-10. Data clipping via leveling: With only 256 pixel values available in the dynamic range, increasing the
window level to darken the image raises the gray scale curve to B where it is truncated at the darkest level of 256
(at the top of the graph). Data is lost.
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in mAs. This both lightened the image from
reduced exposure and brought the penetration
of the x-ray beam down to a level more consis-
tent with the meager x-ray absorption of soft tis-
sues. Fat pads demarcating the edges of muscles

or ligaments important to the orthopedic sur-
geon could also be demonstrated. However, bones
in these images were then depicted too light. 

Remember that rescaling is designed to always
produce an image with the same type of overall

Figure 7-11. Data clipping via windowing: With only 256 pixel values available in the dynamic range, decreasing
window width to increase contrast raises the slope of the gray scale curve to B such that it is again truncated at the
darkest level, 256 (at the top). Again, Data is lost.

Figure 7-12. Since the bit depth of computer systems far exceeds the limitations of the human eye, A, computer
storage space can be saved by setting the dynamic range much less than the bit depth without sacrificing image
quality. Enough dynamic range must be left intact to allow the actual gray scale of the image to be windowed up
and down as needed for all diagnostic purposes, B. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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density and contrast, typically geared toward
the demonstration of bony anatomy. If the con-
ventional soft tissue technique were used, digital
processing would simply compensate for it, can-
celling out the desired effect. Therefore, in the
digital age, soft tissue technique must be simu-
lated through special features in digital process-
ing rather than with the radiographic technique
used for the original exposure. Dynamic range
compression can do this.

The dynamic range can be compressed to
such a degree that it begins to affect the gray
scale of the displayed image. Figure 7-13 shows
this as a truncation of the gray scale that “clips
off” the toe and the shoulder portions of the
gray scale curve, or the darkest and the lightest
ex tremes of the pixel values in the displayed im -
age itself. The darkest darks, and the lightest
light shades of the gray scale are no longer avail-
able for constructing the image. From the mid-
point of the gray scale, the computer has pro-
gressively reduced the pixel values above, and
progressively increased the pixel values below,
this point. Extremely dark areas are lightened,
and extremely light areas are darkened. Thus,

several manufacturers use the term tissue equal-
ization or contrast equalization for this processing
feature. Because the darkest portions of the im -
age are lightened up, subtle slivers or chicken
bones are better visualized, mimicking the old
soft tis sue techniques, but with the advantage of
still maintaining proper density for the bones.
DRC can thus aid in diagnosis. Shown in Figure
7-14, the resulting image has an overall grayer
appearance after DRC has been applied, yet this
is not a bad thing, since more tissues of all types
are being demonstrated, e.g., more details are
visible within the lighter heart shadow and also
within the darker lung tissues.

The concept of dynamic range compression
can be confusing for the radiography student be -
cause it seems to violate the axiom that “short er
gray scale increases contrast.” The key is to visu-
alize conventional shortening of the gray scale
as “squeezing” a set range of densities that still
extends from white to black, whereas DRC actually
cuts off the ends of the range of densities as
shown in Figure 7-13. The resulting image ap -
pears grayer because these extremes in density
are missing. The term “compression” is quite mis-

Figure 7-13. When applied to the degree that it visibly affects the final image, dynamic range compression (DRC)
truncates the gray scale, “cutting out” the darkest and the lightest densities in the displayed image (see Figure 7-
14).
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 leading here, and this process would better have
been named dynamic range truncation. 

Fuji’s dynamic range control is dynamic range
compression combined with other algorithms
that customize the gray scale according to the
anatomy to be demonstrated for each type of
radiographic procedure.

Chapter Review Questions

1. Digital image processing always begins
and ends in the _____________ domain.

2. Pixels are operated upon based on the
pixel values in the _____________ domain.

3. In the frequency domain, instead of iden-
tifying pixels, _____________ are identified
within the image according to their size.

4. Small objects are associated with _________
frequencies.

5. Sorting an image by spatial location re -
sults in a(n) _____________.

6. Sorting an image by the intensity of the
pixel values results in a(n) _____________.

7. A submatrix that is passed over the larger
image matrix executing some mathemati-
cal function is the definition of a(n) ______.

8. All kernel operations take place in the
_____________ domain.

9. List the three categories of spatial domain
operations:

10. All image reorientations are _________ pro-
cessing operations in the spatial domain.

11. Histogram analysis and all gradation pro-
cessing operations are in the _____________
domain.

12. A gradient curve with a steep slope rep-
resents an image with ___________ contrast.

13. Leveling and windowing done by the
operator are actually reapplications of
_____________ processing.

14. When the radiographer enters a particu-
lar anatomical procedure at the console,

Figure 7-14. Compared to image A, Fuji’s dynamic range control (DRC) applied to chest image B shows structures
through the heart shadow now visible due to darkening, while in the lower lung fields more vascular and bronchial
structures are now visible due to lightening. This is an example of tissue equalization or contrast equalization. (Courtesy,
FujiMed, Inc.)
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an anatomical ___________ is automatically
selected for default gradation processing.

15. The function curve for gradation process-
ing actually represents a _____________ to
which the pixel values are being subject-
ed.

16. Most gradation processing operations use
mathematical formulas called ____________
transformations.

17. When the dynamic range of an imaging
system is too limited, or when a radiogra-
pher subjects the image to extreme win-
dowing and then saves the windowed
image, data _____________ can occur.

18. When dynamic range compression is applied
to such an extent that it affects the visible

displayed image, it results in _____________
equalization in which the darkest densi-
ties are lightened and the lightest densi-
ties are darkened.

19. Although dynamic range compression results
in a “grayer” looking overall image, this
effect is not due to lengthening the gray
scale, but actually to _______ _______ the
darkest and lightest densities in the gray
scale.

20. The diagnostic advantage of dynamic range
compression is that _________ details become
visible in areas of the image that were
previously too dark or too light.
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Chapter 8

DEFAULT POSTPROCESSING II: DETAIL PROCESSING

Objectives

Upon completion of this chapter, you should
be able to:

1. Define detail processing and list the two
domains in which it can operate.

2. Describe how the image on a display mon-
itor can be represented as frequencies.

3. Conceptualize how frequencies can be sep-
arated or recompiled with Fourier transforms.

4. Define multiscale processing, band-pass filter-
ing and unsharp-mask filtering.

5. Explain how smoothing, edge enhancement, and
background suppression are achieved both by
frequency processing and by using kernels.

6. Describe two ways in which the final digi-
tal image must be formatted before display.

Detail processing is a concept unique to dig-
ital technology, in which structures in the

image can be selected according to their size and
singled out for contrast enhancement or suppres -
sion. For example, very small details can have
their local contrast increased, making them stand
out more against the background of mid-size
structures and larger tissue areas. Alternatively,
mid-size structures can be selected to be sup-
pressed more into the “background” by contrast
reduction. For technologists who had worked with
film, this would seem miraculous—film emulsions

and chemical processing could only adjust the
dens ity and contrast of the overall image as a
whole. 

The term detail processing stems from the abil-
ity of digital algorithms to treat the fine details
of an image separately from the larger gross
structures in the image. Recall that in the fre-
quency domain, the image is first sorted out
according to the size of the objects in it rather than
by anything to do with pixels. With the smallest
details throughout the image sorted into a sepa-
rate computer file, their contrast (for example)
can be enhanced while leaving the general con-
trast of the overall image untouched. Upon close
inspection of the resulting image, these fine
details will be more visible against the back-
ground, yet when one stands back at a distance
and examines the image as a whole, the overall
contrast appears about the same as it was before
detail processing was applied. This is referred to
as decoupling local contrast from global contrast. 

The results seem almost mystical, yet they
can be accomplished in two of the three pro-
cessing domains—the frequency domain and the
spatial domain. We will first examine the ap -
proach that is least intuitive to understand, fre-
quency processing, then come back to see how
the same types of effects can also be achieved in
the spatial domain using special tools called ker-
nels. 
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Understanding the Frequency Domain

It is useful to review from Chapter 3 the sec-
tion on Resolution at the Microscopic Level. When
you examine the density trace diagram in Figure 3-
11, and use a little imagination, it resembles a
wave moving up, down, then up again. Look at
the illustration of modulation transfer function
(MTF) in Figure 3-12 and again, we see the
appearance of waveforms that represent alter-
nating densities within the latent image. 

We can apply similar concepts to the digital
im age displayed on a viewing monitor. First,
imagine a single row of pixels on the monitor,
alternating between black and white. As shown
in Figure 8-1, this pattern can be represented as
a waveform alternating up and down. We can
choose to have the top peaks of the wave repre-
sent either the brightest (white) pixels or the
darkest (black) pixels. Here, the peaks or crests
indicate dark pixels and the troughs or dips in
the wave represent light pixels. Note that for
pixel row B, the resulting waves are not as high
because there is less difference between gray
and white than there is between black and white.
We begin to see that the amplitude of these
waves, how “tall” they are, represents the differ-
ence in brightness or density between pixels. (This
is the contrast between pixels.)   

Now let’s examine the frequency of the alter-
nating signal from the pixels. The zero-point of

each individual wave corresponds to the transi-
tion border between each pair of pixels. There -
fore, the wavelength of each pulse represents the
width of the pixel, that is, the pixel size. When
the brightness of the darker pixels was changed
between A and B from black to gray, the pixel
size did not change, nor did the wavelength. We
can think of the frequency of this waveform as the
number of up-down cycles across an entire row of
pixels, in other words, from the left edge of the
display monitor screen to the right edge. If there
are 600 pixels in a particular row, the frequency
is 300 cycles or 300 hertz (Hz). Each up-down
cycle consists of two pulses (one up, one down),
and each pulse represents one pixel. So, the
measured frequency in cycles is always one-half
the number of pixels in a row. In Figure 8-1,
since the wavelength is unchanged between A
and B, the frequency is also unchanged. 

If the pixels themselves could be made small-
er, more would fit across the same row, resulting
in a higher frequency. The frequency of a row of
hardware pixels depends on the size of the pix-
els.

Objects within the image also have a frequen-
cy related to the number of pixels they occupy in
each row: If an object and a space of identical
size can just fit across the display screen from
left-to-right, they have a lateral frequency of 2
hertz, if 5 such objects and spaces can fit across
the screen, their frequency is 5 hertz. The 5-

Figure 8-1. Along a single row of pixels on a display monitor, alternating dark and light pixels can be represented
as up and down pulses in a waveform. Here, from A to B, the wavelength is the same because pixel size does not
change, but the lighter gray pixels in B create waves with lower amplitude.
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hertz objects must be smaller than the 2-hertz
objects. Large objects make large wavelengths, and
they are low-frequency objects because fewer can “fit”
across the screen. Small objects make short waves, and
they are high-frequency objects because a high number
of them will “fit” across the screen.

of course, in a real clinical radiographic im -
age, across a selected row of pixels there will be
objects or structures of various sizes, so the actual
waveform for a row of pixels is complex and
looks more like Figure 8-2. This graph plots the
amplitude (height) of each wave against its fre-
quency (or wavelength). Amplitude (height) rep-
resents the gray level or pixel value being dis-
played, whereas wavelength represents the num-
ber of pixels the object occupies across the row,
hence, its lateral size. Taller waves represent
darker objects, wider waves represent larger objects
which occupy more pixels across the row. For
example, a tall, skinny spike would represent a
dark but small object. 

The ability of frequency processing to separate
structures according to their size is provided by
a mathematical process called Fourier transforma-
tion which can effectively break this complex
waveform into its component waves, long, medi-
um, and short. Figure 8-3 illustrates how a com-
plex wave can be represented as the sum of puls-
es having different wavelengths, each represent-
ing a different object. The complex wave is

formed when these wave pulses are superimposed
over one another, effectively adding all the dif-
ferent objects together that make up a particular
row in the image. 

This process follows exactly the same rules
that one would observe with water waves: If two
water waves merge together with “perfect tim-
ing,” such that their crests align, adding water
upon water, the result will be a single wave that
is taller. However, if the crest of one wave aligns
with the trough of the second wave as they
merge, there will be a “cancelling out” effect in
which the resulting wave is much diminished or
levelled. Shown in Figure 8-4, A, if a large posi-
tive (up) pulse is superimposed over a smaller
positive pulse, the result looks like the large wave
with an added “bump” at the top. In Figure 8-4,
B, we see the effect of adding a small negative
pulse or trough to the large positive pulse, a “dip”
in the larger wave. This is just how a complex
waveform is created, and gives us a hint as to
how it can also be “taken apart” for analysis by
Fourier transformation.

Now examine Figure 8-3 one more time with
frequencies in mind: The original image matrix
is 10 pixels across. For simplicity, we have bro-
ken the waveform for this row of pixels into just
3 frequencies, 1.25 hertz, 2.5 Hz, and 5 Hz. Let
us define an “object” or “detail” as a single
pulse. For the small 5 Hz details in row D, 10

Figure 8-2. Complex waveform representing one row of pixels in a real image. Longer wavelengths represent larg-
er objects (occupying more pixels), taller waves represent darker pixel values. Wavelength correlates to frequency,
wave height is amplitude. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C
Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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Figure 8-3. A complex wave can be represented as the sum of pulses with different wavelengths, each wavelength
representing different sizes of objects or structures in one row of the image. Here, frequencies (wavelengths) B, C
and D add up to form the complex wave A. A complex wave can be represented as the sum of pulses with differ-
ent wavelengths, each wavelength representing different sizes of objects or structures in one row of the image. Here,
frequencies (wavelengths) B, C and D add up to form the complex wave A. (From Q. B. Carroll, Understanding
Digital Radiograph Processing (video), Denton, TX: Digital Imaging Consultants, 2014. Reprinted by permission.)

Figure 8-4. For waves, if a small positive pulse is added to a larger positive pulse, A, the result is a large pulse with
an added “bump.” If a small negative pulse is added to the larger wave, a “dip” in the large pulse appears, B. This
is how complex waves form. (From Q. B. Carroll, Understanding Digital Radiograph Processing (video), Denton, TX:
Digital Imaging Consultants, 2014. Reprinted by permission.)
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pulses or 10 of these “objects” could be record-
ed across the display screen. However, you will
note that there are breaks between these
graphed pulses. This is because these small ob -
jects only occur in certain places in the image,
not at every pixel. The positive (up) pulses rep-
resent dark details, the negative (down) pulses
represent light details of the same size. 

Line C graphs objects with a frequency of 2.5
Hz or 2.5 up-down cycles that would fit across
the screen. But, each cycle has two pulses, and
we’ve defined an “object” as one pulse, so we
must multiply by 2 to find that 5 of these objects
would be able to fit across the display screen.
There are 3 dark objects and 3 light objects of this
size present, but note that the waveform does
not begin at the far left, that is, there is no object
of this size at the far left of the image. Line B
graphs objects of 1.25 Hz. Doubling this amount,
we see that 2 of these objects would fit across the
screen, and they fill the screen from left-to-right. 

When lines D, C and B are superimposed
(summed), we obtain the complex waveform in
line A which represents the actual image across
this one row of pixels. The arrow at the far left
shows where the two small objects in line D are
added to the large pulse (object) in line B.
Immediately to the right of these two little puls-
es in A, we see a broader, large peak. This is the
sum of the first “mid-size” pulse in line C and
the right half of the first large pulse in line B.

Frequency Detail Processing

Figure 8-5 illustrates the actual image effects
of Fourier transformation breaking the original
image into its component frequencies. We think
of these as the “frequency layers” of the image.
Layers B through D are high-frequency layers
and demonstrate only the finest details, espe-
cially in the bone marrow. Note that the dark
background density is missing. This is because it
occupies a large area of the image and is there-
fore treated as a large “structure” with very low
frequency that does not belong in this layer.
Layers E and F are mid-frequency layers and
demonstrate such structures and the cortical

portions of the bones. Layers G through I are
low-frequency layers demonstrating the largest
structures in the image, the soft tissue of the
hand and the background density.

The term multiscale processing refers to decom-
posing the original image into eight or more fre-
quency layers, performing various operations on
selected individual layers, and recomposing the
image. Multiscale processing software was pio-
neered by Agfa as MUSICA (Multi-scale Image
Con trast Amplification), by Philips Healthcare as
UNIQUE (Unified Image Quality Enhancement),
and by FujiMed as MFP (Multi-objective Frequency
Processing). The original image is repeatedly split
into a high-frequency component and a low-fre-
quency component. Each time, the high-fre-
quency image is set aside, and the low-frequen-
cy component is subjected to the next division,
until there are eight or more image layers. 

While these layers are separated, any one of
them can be operated upon by various comput-
er programs to enhance or suppress the visibili-
ty of those structures in the image, without
affecting structures of other sizes. Figure 8-6
illustrates how enhancement consists of simply
boosting the signal for everything in that com-
puter file (multiplying all pixel values in that
layer by some constant factor). A single layer
can also be subjected to gradation processing
and any number of other treatments. After all of
these operations are completed, the image lay-
ers are compiled back together to form the final
displayed image. This is done mathematically
using inverse Fourier transformation, which adds
all the various waves back together (Figure 8-7).
(Remember that these are actually mathemati-
cal processes, not graphical ones, but graphs are
used in these figures to help visualize what is
happening.)

The reconstituted complex waveform in Figure
8-7 represents one single row of pixels in the
reassembled image for display. The peaks and
valleys of the waveform will determine the
amount of amperage or voltage applied to each
pixel in the row, resulting in the different levels
of emitted brightness that will constitute the
final displayed image.
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A selected layer can also be entirely left out
upon reconstructing the image, Figure 8-8. This
process is called band-pass filtering. It is widely
used in noise reduction, especially for electron-
ic mottle which has a consistent size. For exam-
ple, suppose there are several white spots in an
image due to dexel drop-out from an aged im -
age receptor that was used to acquire the image.
We desire to filter out this noise in the image. 

A low-pass filtering algorithm will keep, or
“pass through,” the low-frequency layers in the
image. By implication, one or more high-fre-
quency layers will be removed by leaving it out
upon reconstruction. The electronic mottle we
have just described will consist of very small
white spots whose size can be reasonably pre-

dicted, since they will be the size of 2 or 3 adja-
cent pixels, one of which was supposed to be
black or gray and is not. Therefore, the fre-
quency layer that corresponds to this size of
object, say, 0.2 to 0.3 mm, is the layer we will
target for removal. on the console controls of
an x-ray machine, this feature will be most com-
monly called a smoothing function, but may have
various proprietary names for different manu-
facturers. An example of smoothing is present-
ed in Figure 9-6 in Chapter 9.

As the student might surmise, there is a price
to be paid for deleting a detail layer from the
image. Some of the finer diagnostically useful
details in the image, such as small bony struc-
tures of the same size, 0.2 to 0.3 mm, will also

Figure 8-5. Decomposition of an image of the hand, A, by Fourier transformation into eight component frequency
“layers” from highest (B) to lowest (I). At the highest frequencies, B through D, only the finest details such as bone
marrow trabeculae are seen. At mid-level frequencies E and F, cortical bone structures become apparent. Large
masses of soft tissue are brought out in G and H. only at the lowest frequency, I, are the large areas of surround-
ing “background” density from raw radiation exposure to the IR are demonstrated. J is the reconstructed image.
(Courtesy, Dr. Ralph koenker, Philips Healthcare, Bothell, WA. Reprinted by permission.)
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be lost. The elimination of noise from the image
generally requires that we accept some loss of
fine detail along with it.

High-pass filtering, so named because it “pass-
es through” the highest frequency layers, targets
one or more mid- or low-frequency layers to be
removed. Background suppression refers to elimi-
nation of the very lowest frequencies. In both of
these cases, small details and the fine edges of
structures visually will stand out better against
the surrounding larger anatomy. For the radiog-
rapher, perhaps the best generic clinical name
for high-pass filtering is edge enhancement, yet
again, different manufacturers will use different
proprietary names for it, sometimes justified

because it may be combined with other process-
es to achieve a more general desired improve-
ment to the image.

For example, General Electric has a feature
called the look of the image. Both the console
setting and the resulting images are shown in
Figures 9-7 and 9-8 in Chapter 9. The operator
can select a “soft” look, the “normal” look of the
original displayed image, or a “hard” look. In
this program, the “soft” look is achieved essen-
tially by smoothing algorithms, and the “hard”
look is achieved primarily by edge-enhancement
algorithms, although other algorithms may also
be part of the program. 

CareStream Health has a default detail pro-
cessing suite that includes three steps: 1) edge
enhancement, 2) enhanced visualization processing
or EVP, and 3) perceptual tone scaling (PTS). For
the EVP stage, the image is split into just two
layers, the contrast of the low-frequency layer is
suppressed, and the contrast of the high-fre-
quency layer is increased. The PTS stage is real-
ly a variation of gradation processing but uniquely
modeled on “psycho physical” studies of human
visual perception. The variations of processing
features among all the manufacturers of x-ray
equipment can become overwhelming, but the
essential processes are the same and are de -
scribed here with their most common or most
generic names.

Transition Between Image Domains

In the previous two chapters, we learned that
the image must be transitioned from the spatial
domain into the intensity domain so that histogram
analysis and gradation processing can be per-
formed. During this time, the computer must
keep a record of where the pixels must be re-
inserted into the spatial matrix to reconstruct
the image after all these intensity operations are
completed. 

In a similar way, frequency detail processing re -
quires that the image be transitioned from the
spatial domain into the frequency domain, where
all the detail processing operations are execut-
ed, then placed back into the spatial matrix after
detail processing is completed. In this case, the

Figure 8-6. During frequency processing, any frequency
“layer” can be selected, subjected to enhancement, sup-
pression, or other operations, and then reinserted into
the image “stack.” Here, the amplitude of layer H is
boosted, enhancing contrast only for objects sized to that
layer.
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Figure 8-7. Inverse Fourier transformation adds the various frequency layers back together to compile the final image
for display. The reconstituted complex waveform A controls the amperage or voltage applied to each pixel in a par-
ticular row of the image matrix, resulting in different levels of displayed brightness. (From Q. B. Carroll, Radiography
in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 8-8. Band-pass filtering permanently removes a selected frequency layer from the reconstituted image. Here,
a low-frequency layer (H) is left out upon reconstruction. This is high-pass filtering, since all the high-frequency lay-
ers were “passed through” to the final displayed image intact. Removing low-frequency layers results in edge
enhancement, removing high-frequency layers results in smoothing or noise reduction.
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location of each object in the image must be
separately stored as a set of designated pixel
locations while all the detail operations are go -
ing on. After all the frequency operations are
completed, the computer will have a log of
where to place each object in reconstructing the
image in its original spatial matrix.

The following section describes detail process-
ing by kernels. Since a kernel is a small matrix, it
is a spatial operation. No transition between
processing domains is needed, so it is not nec-
essary to create a log of pixel or object locations.
kernels are directly applied to the spatial image
in its original matrix.

Spatial Detail Processing (Kernels)

A kernel is a “submatrix”, a small matrix that
is passed over the larger matrix of the whole
image in order to change all of the pixel values
mathematically. In Chapter 5 we discussed how
a kernel can be used to correct for dexel drop-
out defects in the incoming image as part of pre-
processing. A kernel can also be used for detail
processing when simple multiplication factors are
placed in its cells. 

In Figure 8-9, we see three examples all using
small kernels that consist of only 9 cells, or a 3
x 3 cell matrix. In practice, most kernels are
larg er in size but must always have odd-num-
bered di mensions, e.g., 5 x 5, 9 x 9, and so on
such that a center cell can always be identified.
This is necessary so that as the kernel is passed
over the im age, the kernel’s location can always
be identified by the image matrix pixel that the
kernel is centered over. (With even-numbered
di mensions, the kernel has no cell that can be
identified as the center cell of the kernel.)

Beginning at the top-left pixel in the image,
the kernel is passed from left-to-right along the
entire first row of pixels, then indexes down to the
next row and repeats another left-to-right sweep
until every row has been covered (see Figure 7-
2 in Chapter 7). This process is then repeated
vertically, with the kernel sweeping downward
along the first column of image pixels, indexing
right to the next column, and sweeping down-
ward again until all columns have been covered.

During these movements, the kernel pauses
over each individual pixel in the image, and,
while centered over that pixel, multiplies all of
the pixels in the neighborhood by the values
inserted in the kernel cells. To understand what
occurs at each pixel in the image, see Figure 8-9
and examine the middle row in kernel B: As this
kernel moves left-to-right, a particular pixel in
the image will first have its value multiplied
by –1 in the right-most kernel cell. When the
kernel moves to the right again, this same pixel
value will be multiplied by 9, then after the next
movement, it will again be multiplied by –1
from the left-most kernel cell. When this kernel
indexes down to the next row of pixels and pass-

Figure 8-9. Some different types of kernels: A, with all
values in the cells equal, results in smoothing and noise
reduction. The cell values in B sum to 1, resulting in
edge enhancement. The values in C sum to zero, result-
ing in background suppression. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by
permission.)
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es left-to-right, this same pixel will be subjected
to the top row of factors in the kernel. In this
row, the pixel value will be multiplied by –1
three times. 

During horizontal sweeps, a particular image
pixel is treated by all 9 cells in the kernel. All
nine of these operations will be repeated when
the kernel passes over the image again vertical-
ly. So, for kernel B, each pixel in the image will
undergo a total of 18 multiplications. But, this is
not all. Each time the multiplications take place, the
resulting products from all 9 pixels under the kernel
are then added together, and it is this sum of the prod-
ucts that is finally inserted into the centered pixel,
shown in Figure 8-10. Each step consists of mul-
tiplying all 9 pixel values under the kernel by

the respective factors, then summing these 9
products.

The resulting effect on the radiographic im age
depends on the relationship between the multi-
plying factors in the kernel. In Figure 8-9, ker-
nel A has equal core values throughout. As long
as these numbers are greater than zero, the re -
sult of this type of kernel will be smoothing of the
image; Noise will be reduced, but with an atten-
dant slight loss of contrast at detail edges. kern -
el B contains both positive and negative num-
bers, but note that if they are all added togeth-
er, they sum to 1.0. This type of kernel results in
edge enhancement, increasing local contrast at the
edges of structures and for small details. kernel
C also presents both positive and negative cell

Figure 8-10. Detail processing with a kernel. For each step, the image pixel values covered by the nine cells in the
kernel are multiplied by the kernel values (top), then these nine products are summed to insert the final value into
the centered pixel (bottom). The kernel then indexes to the next pixel and this operation is repeated for all rows
and all columns. (From Bushberg et al., The Essential Physics of Medical Imaging, 2nd ed., Baltimore: Williams &
Wilkins.)
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values, but these sum up to zero. This type of
kernel results in background suppression, a reduc-
tion of contrast only for large structures in the im -
age, leaving the foreground details more visible.

kernels can also be applied to the global
(overall) contrast of an image, which is increased
when both positive and negative core values sum
to a number greater than 1, and decreased when
they sum to a number less than 1. However, gra-
dation processing is more widely used for this
purpose.

For every detail processing effect that can be
achieved in the frequency domain, there is an equiva-
lent process in the spatial domain that can achieve the
same type of result. By adjusting the size of the ker-
nels used, we can achieve the effects of band-pass
filtering, effectively removing certain frequency
ranges (layers) from the image. In other words,
we can target a threshold size of detail or struc-
ture to be eliminated throughout the image. The
larger the kernel (the more cells in it), the larg-
er the structures that will be suppressed. The
kernel size must be carefully selected according
to the type of anatomy being imaged. Too large
a kernel will be ineffective in achieving the
desired enhancement, while too small a kernel
may remove important details from the image
such that diagnostic information is lost.

Separation of gross (large) anatomy into a
separate layer can be accomplished by using a
kernel that effectively averages local pixel val-
ues. If this gross image is then reversed to create
a positive (black-on-white) copy, it can then be
subtracted from the original by superimposing
the two. Gross structures will be cancelled out
between the negative original and positive
“mask” images, black cancelling white, white
cancelling black, dark gray cancelling light gray,
and light gray cancelling dark gray, such that
these gross structures nearly disappear. Mean -
while, the mid-size structures and fine details in
the image are not cancelled, because they are
not present in the reversed positive “mask” image.
In effect, the result is an image that has under-
gone edge enhancement (as with high-pass frequency
filtering), but using spatial methods. 

This type of processing has been misleading-
ly named “unsharp mask filtering” because the

mask image, having only gross structures in it,
has a blurry or unsharp appearance to it. How -
ever, it is not truly blurred in any geometrical
sense. It only has this subjective appearance be -
cause there are no small details or fine edges
present in it. A more accurate, if cumbersome,
name for this process would be “gross-structure
mask filtering.”

As shown in Figure 8-9A, kernels can also be
configured to achieve a smoothing effect, (the
opposite of edge enhancement), which has the
added bonus of reducing noise. As described in
Chapter 5, kernels are especially well-suited for
eliminating random noise such as quantum mot-
tle, whereas frequency processing (specifically,
band-pass filtering) is more effective for sup-
pressing periodic noise such as electronic noise.

Preparation for Display

All images are stored by a PAC system in the
standardized DICoM format so that it is gener-
ally compatible with various acquisition, storage
and display systems. But, when an image comes
up for display on a particular monitor screen,
the number of pixels in the matrix of the image
must match the number of pixels available on
the display monitor so that the image “fits” on
the screen. For example, the digital image stored
by the computer might consist of a matrix 1000
pixels tall by 800 wide, whereas the hardware
pixels of the display monitor itself compose a
matrix 100 pixels tall by 667 pixel wide (an as -
pect ratio of 3:2). To avoid inadvertent “crop-
ping” of the image, possibly clipping off anato-
my, either the computer or monitor must calcu-
late how to best fit this image to the screen.

In addition to this geometrical or spatial com-
patibility, the dynamic range being made avail-
able by the computer must match the bit depth
of the display monitor—otherwise, windowing at
the monitor could result in data clipping (see
Chapter 7) or other issues. Typically, the capa-
bilities of the display monitor are less than those
of the computer in every respect. Algorithms to
assure that all of these parameters align are usu-
ally included within the display monitor itself. 
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Chapter Review Questions

1. Detail processing is defined by its ability
to treat the fine details of an image
__________ from the larger, gross structures
in the image.

2. Detail processing is able to decouple local
contrast from _____________ contrast.

3. on the display monitor, if each row of the
hardware matrix has 600 pixels across it
from left-to-right, the inherent lateral fre-
quency of the monitor is _______ Hertz.

4. In the complex waveform that represents
one row of an actual displayed image, the
amplitude or height of each pulse repre-
sents the displayed _____________ on the
monitor.

5. In the complex waveform that represents
one row of an actual displayed image, a
very wide wave pulse indicates a large
structure that occupies a large number of
_____________ in the row.

6. A complex wave is formed when wave
pulses of different frequencies are ________
over each other.

7. on a waveform graph, adding a small neg-
ative pulse to a large positive pulse results
in a large pulse with a _______ in it.

8. The various frequencies of the displayed
image can be separated by the mathe-
matical process called ___________________
_____________.

9. Multiscale processing separates the origi-
nal image into _____________ or more fre-
quency layers.

10. The background density of an extremity
image is not seen on high-frequency
image layers because it is treated as a
_____________ “structure” by frequency pro-
cessing.

11. After targeted frequency layers of the
image are treated, all the layers are com-
piled (added) back together using
_____________ Fourier transformation.

12. In frequency band-pass filtering, a selected
_____________ of the image is left out upon
reconstruction.

13. Low-pass filtering removes ______-frequency
layers from the image.

14. High-pass filtering and background suppres-
sion both result in edge _____________.

15. While frequency operations are applied,
a log of the _____________ of each object in
the image is kept so that the final image
can be reconstructed in its spatial matrix.

16. A kernel can also be used for detail pro-
cessing when simple _____________ factors
are placed in its cells. The products from
these calculations are added together to
insert into the centered pixel.

17. For detail processing with kernels,
whether smoothing, edge-enhancement or back-
 ground suppression occurs depends upon
the ___________________ between the factors
entered in its cells.

18. When used for filtering, the larger a kernel
is, the _____________ the structures it will
suppress in the image. 

19. When used for filtering, too small a ker-
nel may remove important small _________
from the image.

20. When a kernel is used to separate a
“gross-structure” layer of the image, then
a reversed positive copy of that layer is
subtracted from the original image, what
is this procedure called?

21. What two aspects of the final digital image
must be formatted to be compatible with
the display monitor?
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Chapter 9

MANIPULATING THE DIGITAL IMAGE:
OPERATOR ADJUSTMENTS

Objectives

Upon completion of this chapter, you should
be able to:

1. Describe the advantages and limitations of
employing alternate procedural algorithms.

2. Clarify the terminology and effects of win-
dow level and window width in relation to
the final displayed image and to each other.

3. Explain the applications of smoothing, edge
enhancement, background suppression, targeted
area brightness correction and image reversal.

4. Explain the limitations of smoothing, edge
enhancement, background suppression, targeted
area brightness correction and image reversal.

5. State the applications and legal implications
of dark masking.

6. Describe image stitching, dual-energy subtrac-
tion, and grid-line suppression software.

operator adjustments cover a wide selection of
features that can be applied to the image

by the radiographer or radiologist after the ini-
tial image is displayed. Leveling and windowing
are routinely applied on a daily basis, and are
actually adjustments to the gradation processing
already completed. A number of proprietary
features from each manufacturer can be applied
at the push of a button, and include such exam-
ples as applying a “soft or hard look” to the image

on GE equipment or applying enhanced visual-
ization processing (EVP) on CareStream equip-
ment to bring out small details. Additional fea-
tures for specialized equipment include image
stitching that pieces together multiple views from
a scoliosis series or Grid line suppression software.
All of these operator adjustments fall under the
category of postprocessing as we have defined it.

Processing Algorithms

At the x-ray machine console, when the radi-
ographer selects a radiographic procedure that
is about to be performed, a digital processing
program tailored to that anatomy is being select-
ed. This program includes the type of reference
histogram that the incoming histogram will be
compared to for histogram analysis (see Chapter
5), the permanent LUT that will be used for re -
scaling (see Chapter 6), the anatomical LUTs
that will be used for default gradation process-
ing (see Chapter 7), and all the default detail
pro cessing features that will be applied before
the initial image is displayed (see Chapter 8). 

After the advent of computed radiography, it
did not take long for radiographers to discover
by experimenting at the console that the appear-
ance of the displayed final image could be
changed by selecting an “alternate procedure
algorithm” for processing. An example is the PA
chest projection in Figure 9-1 where chest radi-
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ograph B was entered into the computer as a
“foot” procedure. You can see that this resulted
in a chest radiograph with considerably length-
ened gray scale, compared to the normal
“chest” algorithm used for radiograph A on the
same patient. To rule out some diseases of the
chest, radiograph B may serve better than A. 

In order to reprocess an image with an alter-
nate anatomical algorithm (for most manufac-
turers), touch the histogram graph displayed at
the console while the image is on display. A new
screen will appear with a list of body parts or
procedures, from which you may select the al -
ternate algorithm to apply. 

The great majority of digitally processed radi-
ographs should have ideal quality using the de -
fault processing settings. Therefore, the use of
al ternate algorithms should be the exception rath -
er than the rule. Discretion should be used. There
should be a demonstrable benefit in the altered
image, and a clear rationale for making the
change. Most importantly, a supervisor or radi-
ologist should approve of using an alternate al -
gorithm as a regular practice for any procedure.

Although the use of an alternate algorithm
can be diagnostically beneficial, as shown in
Figure 9-1, it has ramifications for image stor-
age, record-keeping, and legal liability. First,
remember that some changes will result in a

narrower data set for the image that can limit
the radiologist’s ability to window the image to
his/her satisfaction. If the altered image is
“saved” or sent into the PAC system as a replace-
ment for the original file, the data set from the
original image is permanently lost and cannot
be retrieved. The best policy is to first make a
copy of the original image, reprocess only this
copy under the alternate algorithm (preferably
with annotation explaining the change), and then
save the copy into the PAC system as a supple-
mental image in the series.

The altered image is also saved into the PAC
system under a different DICoM header as a
different procedure for this patient, which can
cause complications in record-keeping and re -
trieval of radiographic studies, and creates a
potential for legal problems. Lawsuits have been
decided on the basis that the information in a
saved radiographic image file had been tam-
pered with. Imaging departments should devel-
op clear policies for saving altered images into
the PAC system.

Windowing

The brightness (density) and the contrast
(gray scale) of an image can both be adjusted at
the console as the image is being viewed. Col -

Figure 9-1. Chest radiograph digitally processed with a normal chest algorithm, A, and with a foot algorithm, B. In
this case, the foot algorithm results in increased gray scale and an increased number of visible radiographic details.
(From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018.
Reprinted by permission.)
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lectively, these adjustments are generally re -
ferred to as windowing. The generic terms best
suited to these two changes have been long es -
tablished by the oldest computerized medical
imaging modality, CT. The CT technologist re -
fers to them as adjusting the window level (WL)
and adjusting the window width (WW). 

Window level corresponds to the average or
overall brightness of the displayed image. At the
console, other labels used by some manufactur-
ers for window level include “brightness,” “cen-
ter,” or “density,” (and for Fuji, the “S” number),
all of which express the same general concept.
In computerized tomography (CT), increasing
the window level value to a higher number
always corresponds to making the image darker
Figure 9-2. This correlates with increasing den-
sity, but where manufacturers use the term
brightness, the numerical scale will be inverted,
so increasing the brightness value would corre-
spond to decreasing the window level. Window
level is opposite to brightness. 

Shown in Figure 9-3, as the window level is
raised or lowered, the entire gray scale of the

image moves with it. In this figure, the dynamic
range of available densities (or pixel values) is
depicted at the left. Note that in B, when the
window level is increased, the gray scale selected
from the dynamic range does not change, that is, the
gray scale for image A is 5 densities displayed,
and the gray scale for image B is still 5 densities
displayed. What has changed is that the center-
point for the 5 densities, indicated by the dashed
arrow, has been moved from a light gray to a
much darker gray density. We can define this cen-
ter-point as the “average” density of the displayed
gray scale, and conclude that increasing the win-
dow level has made the image darker overall. 

Figure 9-4 graphically illustrates an increase
in window width from A to B. Note that the cen-
ter-point of the gray scale is maintained at step 6,
indicating that average brightness or overall den-
sity is unchanged. But, for image B, with a (ver-
tically) wider window, there are now nine differ-
ent shades of gray displayed in the image rather
than 5. Gray scale has been lengthened. In CT,
increasing the window width value to a higher
number always corresponds to lengthening the

Figure 9-2. CT scans of the head show, from A to B, that an increase in window level (L) from 40 to 400 has the
effect of darkening the overall image. (Window width was fixed at 400 for both images.) (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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Figure 9-3. From A to B, when the window level is raised, the overall image is darkened. However, the range of
gray shades (window width) remains unchanged at 5 steps. The window level value is the average darkness or cen-
ter of the gray scale, represented by the arrow. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 9-4. From A to B, when the window width increased, the gray scale range expands (here from 5 to 9 steps).
This can be done without changing the average darkness (window level) represented by the arrow at the center of
the gray scale. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas,
Publisher, Ltd., 2018. Reprinted by permission.)
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gray scale (Figure 9-5). Where manufacturers
use the label contrast at the console, the numeri-
cal scale will be inverted, so increasing contrast
would correspond to decreasing the window
width. Window width is opposite to contrast.

(For Fuji equipment, the “L” number corre-
sponds to “latitude” or the extent of the gray
scale. To lengthen gray scale, turn this number up.
To increase contrast, turn the “L” number down.)

It is important to emphasize that as demon-
strated in Figure 9-3 (also see Figure 3-2 in
Chapter 3), overall image brightness or density
can be changed without changing gray scale. Con -
versely, in Figure 9-4, image contrast or gray
scale can also be changed without altering overall
brightness or average density. Restated, WL can be
changed without changing WW, and WW can
be changed without altering WL. They are inde-
pendent of each other. In the latent image at the
IR, some variables such as scatter radiation can
alter both density and contrast, but this does not
mean that there is a causative relationship be -
tween these two image qualities: An image can
be made darker or lighter without altering the
contrast. Likewise, the contrast or gray scale of
an image can be changed without moving the
average or overall brightness.

In daily practice, adjusting the window level
is frequently expressed in shortened form as
“levelling” the image, and adjusting the window
width is often shortened to “windowing” the
image. In this abbreviated parlance, levelling is
adjusting the brightness of the image, window-
ing is adjusting the contrast or gray scale.

Postprocessing Features

Smoothing

Smoothing algorithms remove some of the
smallest details (highest-frequency layers) from
the image. There are several results: First, the edges
of bony structures appear “softened” due to a
slight reduction in local contrast. This is where
smoothing gets its name, as the “hard edge” is
taken off of these bony structures. Second, noise
is reduced in the image by mathematical interpo-
lation which averages the pixel value of small
white or black specks with their surrounding
pixels, making them “blend in.” Third, this same
interpolation (averaging) process corrects for
dead or stuck dexels in the image receptor, dis-
cussed in Chapter 5. Dead or stuck dexels con-
stitute a form of noise, so anything that reduces

Figure 9-5. CT scans of the head show, from C to D, that an increase in window width (W) from 97 to 3500 has the
effect of expanding the gray scale, (but with equal overall brightness). (From Q. B. Carroll, Radiography in the Digital
Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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noise will also suppress the effect of dead or
stuck dexels. Manufacturers may use different
proprietary names for this feature, but all man-
ufacturers make smoothing available in some
form, and most also employ it as one step in
their default processing. An example of smooth-
ing is provided in Figure 9-6.

Smoothing is recommended to correct for
moderate amounts of mottle appearing in the
image. However, bear in mind that severe mottle
indicates gross underexposure to the IR for the
initial projection. In Chapter 4, we emphasized
that severe underexposure results in a true loss
of information within the data set that is fed into
the computer. This lost information cannot be recov-
ered using smoothing or any other processing feature.
Radiographs presenting severe mottle from un -
der exposure should be repeated. 

It can generally be assumed that the applica-
tion of any digital processing feature will have a trade-
off for the advantage gained, that is, “there is always
a price to pay.” Consider a radiographic image
that already presents somewhat low overall con-
trast: By reducing local contrast, smoothing can
have the negative effect of losing some of the

small details in such an image, details that con-
stitute useful diagnostic information. This is
because the local-contrast effect of smoothing is
added to the previous loss of overall contrast.
(We have stated that changing local contrast, at
the scale of only small details, does not visibly
impact global contrast; However, changing glob-
al contrast does affect local contrast because small
details are included.)

Edge Enhancement

Edge enhancement is used when the radiologist
needs to better visualize small details at the edges
of bones, cartilage, or organs such as the kid-
neys. It is simply an increase in local contrast
that can make small pathological changes, such
as a hairline fracture, more visible to the human
eye. Figure 9-7A is an example of an edge-en -
hanced image of the lateral C-spine, (compare
to the default image B). Image C is an ex ample
of applied smoothing. Collectively, these images
in Figure 9-7 illustrate the “look” feature used by
General Electric, in which a “hard” look is actu-
ally an edge-enhanced image and a “soft” look

Figure 9-6. 3D CT scans of the elbow demonstrate the effects of smoothing in image B, where noise artifacts over
the bone (black arrow) and the background (white arrow) have been removed, and detail edges have less contrast.
(From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018.
Reprinted by permission.)
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Figure 9-7. Lateral views of the C-spine illustrate GE’s application of a “hard look,” A, where edge enhancement
might better demonstrate a hairline fracture, normal default processing in B, and a “soft look,” C, where smooth-
ing has been applied. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas,
Publisher, Ltd., 2018. Reprinted by permission.)

Figure 9-8. Selections from the “look” feature on a DR unit manufactured by GE include normal, hard, and soft. The
“hard” look setting applies edge enhancement. The “soft” look applies a smoothing algorithm. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)



Manipulating the Digital Image: Operator Adjustments 105

is actually a smoothed image. Figure 9-8 shows
the GE menu screen to select these features.

It is possible to over-enhance local contrast. The
manufacturer can have the default setting for
edge enhancement set too high, even to the ex -
tent of losing details as shown in Figure 9-9. Es -
pecially if an image already possesses high glob-
al contrast, applying edge-enhancement can po -
tentially damage the visibility of important details,
affecting diagnosis.

The trade-off for using edge enhancement is
that it also enhances image noise, which may not
have originally been at a bothersome visible level
but now is. The level of visible noise in the dis-
played image is increased. Certain image arti-
facts can also be created, such as the halo effect,
in which, for the boundary between two ana tom  i-
cal structures, the darker density side of the edge
is over-darkened while the lighter side is lightened
even more. Figure 9-10 demonstrates halo artifacts.

It is important to realize that on most digital
units, the degree to which either smoothing or
edge enhancement are applied can be customized by
the quality control technologist by accessing pass-
word-protected menus such as the one shown in

Figure 9-11. In consultation with the radiologists,
if it is determined that the manufacturer’s original
default settings apply these features too extremely
for any particular procedure, they can be adjusted
to a milder application or vice versa.

To summarize, smoothing can make details
more visible by reducing the noise that superim-
poses them. Edge enhancement can make de -
tails more visible by increasing their local contrast.
In both cases, the resulting image should always
be carefully compared with the original to ensure
that there was a diagnostic improvement in image
quality and not a negative impact on it. 

Background Suppression

Background suppression algorithms reduce the
contrast only of larger mid-frequency and low-
frequency structures. As one might expect, the
result is very similar to edge enhancement, but
background suppression can be more effective
for specific situations like a muscular fat pad
overlapping bone marrow details.

Manufacturers use different proprietary
names and formats for these features. The three

Figure 9-9. In image B, when the manufacturer’s default edge enhancement feature was applied to a lateral C-spine
image already possessing high contrast, the radiologist noted that a hairline fracture could be obscured in the light
triangular area indicated by the arrow. The default setting was too high for edge enhancement. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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Figure 9-10. A lateral view of an animal’s knee shows the dark halo artifact around the femoral condyles and the
orthopedic plate (left) with edge enhancement engaged. In B, these artifacts were eliminated by simply turning off
the edge-enhancement feature. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles
C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 9-11. Customization menu screen for the “look” feature on a DR unit manufactured by GE. In addition to
general contrast, local contrast, and brightness for a particular procedure, the lower mid-section includes adjust-
ments for edge enhancement (“edge”) and smoothing (“noise reduction”). The right section adjusts specified areas
of the image for darkening or lightening, replacing the need for compensating filters in many instances and cor-
recting for the underexposed shoulder area on lateral C-spine projections (see Figure 9-12). (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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generic features described here (smoothing, edge
enhancement, and background suppression) are
available in one form or another on nearly all
brands of digital equipment.

Targeted Area Brightness Correction

For decades, a bane of radiographers has
been the lateral cervical spine projection which
was often too light in the C7–T2 area where the
patient’s shoulders overlapped the spine, Figure
9-12A. Several manufacturers now include soft-
ware programs that target specific portions of the
image for brightness correction. Image B in Figure
9-12 demonstrates the correction applied to the
lower 1/3 (30%) of the image. 

In Figure 9-11, the menu for this feature on a
GE unit is seen in the right-hand portion of the
screen as “TE Under-Penetrated” and “TE over-
Penetrated” where “TE” stands for “tissue equal-
ization.” Note that for either application, there is
a setting for the percentage “area” of the image
to be affected, and a setting for the “strength” or

degree of the application to be applied. The pro-
prietary nomenclature used by different manu-
facturers can be confusing for the student. on
this GE menu, the terms used seem to imply
that “penetration” is being adjusted. of course,
we cannot go back in time and change the actu-
al penetration of the x-ray beam during the
exposure. These settings actually use gradation
processing to adjust the brightness of the image
in areas the radiographer considers to be
“under” or “over-penetrated” in appearance.

Other Postprocessing Features

Image reversal, sometimes called “black bone,”
is demonstrated in Figure 9-13. All of the pixel
values within the image are simply changed
from high to low numbers and vice versa. This
results in “positive” black-on-white” image rath -
er than the standard “negative” white-on-black
image used for conventional radiographs. Radi -
ologists occasionally use this feature to subjective-
ly bring out details they are trying to see. Image

Figure 9-12. Targeted area brightness correction applied to the lateral C-spine view, B, to demonstrate the cervi-
cothoracic vertebrae (C7-T2) that were originally obscured by superimposed shoulder tissues, A. Here, General
Electric’s “underpenetrated” function was used to identify the lower 1/3 (30%) of the image and apply gradation
processing adjustments to darken only that portion of the image. (From Q. B. Carroll, Radiography in the Digital Age,
3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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reversal can be a useful and productive applica-
tion, but it is important to remember that no
new details or information are being created in
the image. In fact, contrast remains completely
unchanged as well, so any “improvement” in the
image is purely subjective and a matter of per-
sonal preference for different diagnosticians.

Dark masking refers to the placement of a
black border around and image, as opposed to
a white one. Conventional film radiographs were
hung on “viewbox” illuminators. If the film was
smaller than the viewbox, there was consider-
able glare from the light surrounding the image.
Any kind of excessive ambient light around a
radiograph will visually impair the contrast ap -
parent in the image. To prevent this, the entire
display screen around a radiograph should be
black. Before a digital image is sent into the PAC
system, dark masking should be ap plied if there
is any white border around it. This improves the
apparent visual contrast and is generally recom-
mended to be applied to all images.

After dark masking became available, radiog-
raphers quickly realized they could use it to
effectively “re-collimate” an image which had
been taken with too large an exposure field. At -
tempting to hide poor collimation during the
initial exposure is not only unethical, but also
has legal ramifications that have been decisive
in settling malpractice lawsuits: The radiologist
is held legally responsible for all diagnostic infor-
mation present in a radiograph. For example, a
chest procedure may have been ordered only to
rule out an enlarged heart, but if subcutaneous
pneumothorax (air pockets under the skin) is
also present from disease or trauma, the radiol-
ogist must report these findings even if they are
unrelated to the purpose for which a clinician
ordered the procedure. If a radiograph uses
dark masking to effectively collimate the image
more tightly, and some of this pathology under
the skin is thus removed from the image, the
radiologist, hospital or clinic, and radiographer
are legally responsible for the medical conse-
quences. Radiographers must properly colli-
mate the x-ray beam for every projection. If this
is not done during the initial exposure, it is nei-
ther legal nor ethical to try to hide it after the fact.

Image stitching is a great invention that re -
places the need for the heavy, oversized cassettes
that used to be used for scoliosis series. In order
to fit the entire spine on one exposure, cassettes
that were up to 106 cm (42 inches) long had to
be used. With computerized technology, three
separate CR exposures can be quickly taken,
cervicothoracic, thoracolumbar, and lum-
bosacral, to cover the entire spine while the
patient remains in position. The three projec-
tions overlap each other by only a few centime-
ters. Computer software then uses an alignment
“grid” to perfectly superimpose these images,
crop and combine them to form a compound
image of the entire spine that is presented at the
display monitor. DR systems use the same type
of “stitching” software, but typically only
require 2 exposures which can be taken much
quicker by moving the DR detector rather than
changing CR cassettes.

Dual-energy subtraction can separate the origi-
nal image into a tissue only image and a bone only

Figure 9-13. Image reversal or “black bone” changes all
pixel values from positive to negative and vice versa. No
new details are present, but subjectively some patholo-
gies may be easier to see for some individuals.
(Courtesy, Robert Grossman, RT.)
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image, as shown in Figure 9-14. This allows us to
determine whether a pathological lesion is in
the soft tissue just behind or in front of a bone
or within the bone itself. This is especially ap -
plicable in the chest where the thin ribs overlap
the lung tissues both anteriorly and posteriorly.
To separate the soft tissues from the bony skele-
ton, it is first necessary to obtain a high energy
image and a low energy image (Figure 9-15). This
can be done by changing either the kVp or the
amount of filtration used in the x-ray beam.

For the variable kVp method, after a typical
high-kVp (120 kVp) chest projection is exposed,
the x-ray machine must be capable of quickly
and automatically switching to a low-kVp tech-
nique and re-expose the detector plate. Typically,
it takes at least 200 milliseconds for the machine
to switch the kVp and be exposure-ready, and
the patient must not move or breath during all
the time it takes to acquire the two exposures.
Increasing the kVp raises the average energy of
the x-ray beam so it is more penetrating and
much fewer photoelectric interactions are taking
place within the patient.

The variable filtration method has the advan-
tage of requiring only one exposure, so that pa -
tient motion is less probable. Here, we employ

a multilayer cassette, two detector plates with a
thick x-ray filter placed between them (Figure 9-
16). The front plate records the “low-energy”
image using the typical x-ray beam. Behind this,
the filter “hardens” the remaining x-ray beam
before it exposes the back plate. Removing low-
energy photons raises the average photon energy.
This has the same effect as increasing the kVp:
The beam becomes more penetrating, and many
fewer photoelectric interactions take place.

Now, with either method, the key is that pho-
toelectric “drop-off” is much more dramatic for
soft tissue than it is for bone tissue, as shown in
Figure 9-17. At higher average kVp levels, pho-
toelectric interactions drop precipitously for soft
tissue. In fact, photoelectric interactions almost
never happen when the incoming photon’s ener-
gy is above 60 kV (Figure 9-17). In bone, how-
ever, photoelectric interactions are still occur-
ring at average kV levels above 100, and photo-
electric drop-off follows a shallower slope. This
allows the computer to discriminate between
soft tissue and bones. The computer compares
the two images, high-energy and low-energy, and
can identify those areas where x-ray absorption
dropped off more dramatically as soft-tissue areas.
It can then reconstruct one image using only the

Figure 9-14. Dual-energy subtraction can separate an original image, A, into a bone-only image, B, and a tissue-
only image, C. In the soft-tissue image C a circular lesion is seen in the left lung to the side of the apex of the heart,
which is largely obscured by the 9th rib in the original image A. (Courtesy, J. Anthony Siebert, Ph.D. Reprinted by
permission.)
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Figure 9-15. Positive (reversed) images used for dual-energy subtraction. A is the low-kVp or non-filtered image, B
is the high-kVp or filtered image. The difference in the drop-off of photoelectric interactions (See Figure 9-17)
allows the computer to distinguish between bone tissues and soft tissues to select for subtraction. (Courtesy, J.
Anthony Siebert, Ph.D. Reprinted by permission.)

Figure 9-16. Filtration method for dual-energy subtraction. IR Plate #1 is used to produce the “unfiltered” or low-
energy image, IR Plate #2, behind the metal filter, produces the filtered (high-energy) image. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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data for soft tissue, and a separate image using
only the data for bone. Figure 9-14 illustrates the
impressive result and advantage for diagnosis.

Grid line suppression software was developed to
allow the use of stationary grids in mobile and
trauma radiography, and then “erase” the grid
lines they cause with digital processing. Tomo -
graphic artifact suppression uses a nearly identical
process to remove “streak” artifacts caused by
linear tomography equipment. In both cases,
frequency processing is able to identify these
long lines in the image as extremely “large”
structures with a very low frequency in a single
axis (e.g., lengthwise). We simply filter the image
layer which contains structures of only 1 to 3
hertz in the lengthwise axis. However, virtual
grid software, discussed in Chapter 4, is trending
to replace the use of grids altogether, making
grid line suppression superfluous.

These are just a few examples of the most
common postprocessing features available from
different manufacturers of x-ray equipment. Each
manufacturer typically offers additional unique
features or unique combinations of algorithms
to achieve different effects.

Chapter Review Questions

1. Because of its ramifications for record-
keeping and legal liability, the use of alter-
nate anatomical algorithms to process
images should be the _____________ rather
than the rule.

2. An image processed under an alternate
algorithm is saved into the PAC system
under a different DICoM header as a
_____________ procedure than what was
ordered.

3. Generally, any altered image should not
be saved into the PAC system as a
_____________ for the original image.

4. At the console, adjustments to the bright-
ness and contrast of the displayed image
as it is being viewed are collectively
referred to as _____________.

5. Brightness, center, density and S number are
all terms that refer to setting the window
_____________.

6. A very bright image is set to a ___________
window level.

7. To lengthen the gray scale of an image,
_____________ the window width.

8. For the displayed image, can the window
level be adjusted without affecting image
contrast?

Figure 9-17. At higher energy (keV) levels, the photoelectric interaction drops off more precipitously for soft tissue
than for bone. Therefore, the contrast for soft tissue changes more dramatically, providing a measurement the com-
puter can use to distinguish between soft tissue and bone to select for subtraction.
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9. In practical use, “windowing” the image
may be a shortened expression for adjust-
ing the window _____________.

10. Which common postprocessing feature
“softens” the appearance of the displayed
image, reduces mottle, and corrects for
stuck or dead pixels?

11. Severe mottle implies severe underexpo-
sure and a loss of _____________ which can-
not be recovered by digital processing.

12. The local contrast of small details can be
changed without affecting the overall,
global contrast of the displayed image,
but changing global contrast _____________
affect local detail contrast.

13. Image _____________ can be lost either by
ap plying smoothing to an image already
possessing low contrast, or by applying
edge-enhancement to an image already
possessing high contrast.

14. The negative trade-off for applying edge
enhancement is that it also enhances
image _____________.

15. Background suppression has similar
effects to _____________ enhancement.

16. For the lateral C-spine view, cervicotho-
racic vertebrae superimposed by shoulder
tissue can be better demonstrated by us -
ing targeted area _____________ correction.

17. Image reversal results in a __________ image,
defined as “black-on-white” in appear-
ance.

18. Although image reversal may subjectively
bring out details to the observer, no new
____________ is added to the original image.

19. Dark masking is generally recommended
because ambient light around a radi-
ographic image visually reduces its
_____________.

20. Dark masking should not be used to effec-
tively “recollimated” an image originally
taken with too large an exposure field,
because radiologists are held legally liable
for _____________ diagnostically useful
information on a radiograph.

21. Scoliosis radiographs surveying the entire
spine can be combined into a single image
using image _____________ software.

22. Where subtle soft-tissue lesions overlap
bony structures such as the ribs, making
them difficult to see, the original image
can be separated into a tissue-only image
and a bone-only image using dual-energy
_____________ .

23. What are the two methods for obtaining a
low-energy image and a high-energy
image?

24. Grid-line suppression software identifies
grid lines as ______-frequency structures in
a single axis.
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Chapter 10

MONITORING AND CONTROLLING EXPOSURE

Objectives

Upon completion of this chapter, you should
be able to:

1. Explain the implications of digital process-
ing speed class for patient dose and image
mottle.

2. Define exposure indicator (EI) and target EI
and their relationship to speed class.

3. Interpret the percentages of actual expo-
sure deviation for deviation index (DI) read-
outs of plus- or minus- 0.5, 1.0, and 3.0.

4. Recite by memory the meaning and the
recommended action for the DI ranges –0.5
to +0.5, +1 to +3, greater than +3, –1
to –3, and lower than –3.

5. List common potential causes of a corrupt-
ed EI leading to an erroneous DI readout.

6. Distinguish between overexposure and sat-
uration, their appearance, and their causes.

7. Identify the limitations of the deviation index
in relation to accurately evaluating both pa -
tient dose and radiographic image quality.

8. Describe how the advent of digital imaging
has shifted the concept of “controlling fac-
tors” for image quality from radiographic
technique to digital processing. Distinguish
between factors controlling the qualities of
the latent image reaching the IR and those
of the final digital image displayed at the
monitor.

Speed Class

The speed of any imaging system expresses its
sensitivity to radiation exposure. Historic -

ally, for film-based x-ray systems, we simply
chose a mid-level target density (medium gray)
to be produced on a film and compared the
amount of exposure different types of film
required to produce that density. If film brand A
required twice as much exposure as brand B, we
said that film A had one-half the speed. The sen-
sitivity of different types of film could be com-
pared this way, just as is done in photography.
The standard speed value was set at 100. Thus,
a 50-speed film was twice as “slow” and required
twice the exposure.

Each type of image receptor for modern dig-
ital x-ray equipment also has an inherent speed
that is still expressed using the old system of
notation. For example, a typical CR phosphor
plate has a speed of about 200, twice as sensitive
as conventional 100-speed x-ray film. However,
for a modern digital x-ray unit, this is only half
of the story—its speed is based primarily upon
the digital processing used rather than the IR alone.
Since the processing can be set to deliver a dark-
er or lighter image, the inherent speed of the IR is
important only at the image acquisition stage. It is a
novel aspect of digital equipment that the speed at
which it operates can be selected without any physical
change to the IR. When a new digital machine is
installed, the department manager and quality
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control supervisor can tell the manufacturer’s
technical representative what speed they want,
and installers can set the equipment to operate
at this speed as a default setting. Because this
setting is not an inherent physical attribute of
the IR (or of the machine itself), and can be
changed, we refer to it as the speed class rather
than just the “speed.”

operation at a speed class of 100 assumes an
average exposure of 20 microgray penetrating
through the patient to reach the IR. If we oper-
ate the machine at a speed class of 200, we as -
sume that remnant x-ray beam exposure to the
IR will be at least 10 microgray, at 400 speed, 5
microgray. Insufficient exposure can lead to a
mottled image, and manufacturers have in stalled
many CR machines with the default speed set to
200 in an effort to double-ensure against the ap -
pearance of mottle. But, nearly all DR and CR
machines can be operated at a speed class of 350-400,
without the appearance of substantial mottle. Doing so
saves patient exposure to harmful radiation. As de -
scribed in Chapter 4, very slight mottle can be
acceptable to the radiologist and, in fact, is an
indication that the lowest practicable technique
has been used in the interest of the patient.

A Brief History of Exposure Indicators

We have described how with the compensat-
ing power of rescaling and other digital process-
ing features, the image almost always turns out
right. For film-based radiography, there was im -
mediate feedback as to whether too much or too
little technique was used, in the form of dark or
light images. In the digital age, this immediate
feedback is missing, (the one exception being
the appearance of extreme mottle, which would
indicate gross underexposure. For overexposure, there
is simply no visual cue.) 

Therefore, manufacturers developed various
types of exposure indicators that could be dis-
played with each image as a numerical value on
the monitor screen. A very high exposure indi-
cator (EI) would indicate that there was an ex -
cessive amount of x-ray exposure at the IR. A
very low EI would indicate that the image recep-
tor received an insufficient amount of exposure.

Each manufacturer designated a target (EIT) that
represented the “ideal” amount of x-ray expo-
sure at the IR. The EIT is not inherent to the x-
ray unit or processor. Managers, in consultation
with radiologists, physicists and the manufactur-
er, establish the desired image quality and pa -
tient dose outcomes for a department. The pro-
cessing speed class for different procedures is thus
determined, and an appropriate EIT is derived
for that speed class.

For most manufacturers, the EI is derived from
the mid-point of the image histogram before any
changes are made to it by rescaling. In other
words, the average pixel value from the histogram
is used to extrapolate what the exposure in mi -
crogray must have been at the IR. This is not a
direct measurement of actual x-ray exposure to the
patient, or even to the IR, but an estimate based on
pixel values in the “raw” histogram. 

All kinds of mathematical approaches are
used by more than 14 different manufacturers to
calculate an exposure indicator. They use differ-
ent formulas, different names, and different for-
mats for presentation on the monitor screen, an
intolerable situation. A sampling of the different
names used for exposure indicators includes Log
of Median (Agfa), Exposure Index (CareStream,
Philips, and Siemens), S Value (Fuji), Reached Ex -
posure Value (Canon and Shimadzu), Detector Ex -
posure Index (GE), Sensitivity Number (Konica), and
Dose Indicator (Swissray). Among all these manu-
facturers, three general types of scales were used
to report their exposure indicators—some used
logarithmic scales, some proportional scales,
and amazingly, some even used inversely propor-
tional scales such that the lower the reported
indicator value, the higher the exposure! 

The Deviation Index:
Acceptable Parameters for Exposure

Reason eventually prevailed in 2009 when
the American Association of Physicists in Med -
icine (AAPM) finally concluded that, “A stan-
dardized indicator . . . ihat is consistent from
manufacturer to manufacturer and model to
model is needed.” In their report, An Exposure
Indicator for Digital Radiography, Task Group 116
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of the AAPM proposed a standardized deviation
index (DI) that can be used by all manufacturers,
regardless of their specific method for calculat-
ing an exposure indicator. They recommended
that the DI “should be prominently displayed to
the operator of the digital radiography system
immediately after every exposure.” The DI
readout and an indicator of the actual exposure
delivered to the image detector in microgray
units should be included in the DICoM header
for every image. (The DICoM header is a
“metadata” record for each image that can be
accessed in the PAC system—see Chapter 13.)

Most manufacturers are now installing the
generic deviation index readout for all newly
man ufactured x-ray equipment, and many are
retrofitting older units with it. It is important to
understand that although the format and criteria
for the displaying the deviation index has now
been standardized, it is derived from the expo-
sure indicator, and each manufacturer is still al -
lowed to use their disparate methods and for-
mulas to calculate their EI. Most exposure indi-
cators are derived from the “raw” histogram.
And, as shown in Chapter 5, the histogram is
subject to skewing from exposure field recogni-

tion errors, segmentation failure, the presence of
lead shielding, large radiopaque prostheses or
orthopedic hardware within the field, extremes
in collimation, scatter radiation, and other un -
usual circumstances. Anything that can cause errors
in histogram analysis can lead to a corrupted exposure
indicator, and therefore, a corrupted deviation index
readout.

The physicists’ formula for the deviation
index is

DI = 10log10 (EI/EIT)

where EI is the exposure indicator readout
for each exposure and EIT is the target EI for
“ideal exposure level.” Table 10-1 shows that for
a range of exposure levels ranging from 1/2 to 2
times the ideal, this formula results in a numer-
ical DI readout scale that extends from –3.0 to
+3.0. We’ve added a column to translate these
numbers into percentages of deviation from the
ideal exposure that will make sense to the radi-
ography student. Note that the ideal range of
exposures extends from 20% below the target EI
to 25% above the target EI. Why are these two
numbers different?

Table 10-1
THE DEVIATIoN INDEX: ACCEPTABLE PARAMETERS FoR EXPoSURE INDICAToRS

Deviation Index

> +3.0

+1 to +3

–0.5 to +0.5

–1 to –3

< –3.0

Exposure Deviation

> 100% too high

25% to 100% high

–20% to +25%

20% to 50% too low

< 50% too low

Description

Excessive patient
exposure

overexposure

Target Range

Underexposure

Excessive
underexposure

Recommended Action

No repeat unless
saturation occurs—

Management follow-up

No repeat unless
saturation occurs

Repeat only if
radiologist dictates

Repeat (Excessive
mottle certain)
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Working with percentages can be tricky. As
an example, let’s change exposure conditions up
and down by a factor of 2: Reducing it by a fac-
tor of 2 means we cut the exposure in half. Ex -
pressed as a percentage, we are at 50% of the
original exposure. Now let’s increase by a factor
of 2 and we double the exposure. Expressed as
a percentage this is not a 50% increase, but a
100% increase. Everything is clearer when we
abandon the percentage expressions and go
back to the factors or ratios by which the expo-
sure was changed, in this example a factor of 2.

If we express the range of ideal exposures as
ratios rather than percentages, we find that a
25% increase, or 125% of the original is ex -
pressed as 5/4 (five-fourths) of the original expo-
sure. A 20% reduction leaves 80% remaining,
which is 4/5 (four-fifths) the original. We see that
these are actually proportionate changes. To reduce
exposure by the same proportion as a 5/4 in -
crease, we invert the ratio and go to 4/5 the orig-
inal. We can then go back and express these fac-
tors as percentages (if we want to make it more
complicated). Therefore, the acceptable range for
an “ideal exposure” is from 4/5 to 5/4 of the target EI.
In percentages, this is a range from 80% to 125%.

Now, let’s explain how the deviation index
formula converts these ratios or percentages into
index numbers from –3 to +3. The AAPM ex -
plains, “The index changes by +1.0 for each

+25% increase in exposure, and by –1.0 for
each –20% change.” But we do not add one step
change to the next, rather, for each added step
we multiply the result from the previous step (not
the original amount) by the factor 1.259 for in -
creasing exposure and by 0.794 for decreasing
exposure. (Note how close these numbers are to
the range 80%–125% from the last paragraph.)
Table 10-2 shows how these step multiplications
work, and the percentage exposure that results:
A deviation index of +3.0 indicates a 100%
increase to the target exposure, or an increase
by a factor of 2, and that a DI of –3.0 indicates
50% exposure or a decrease by a factor of 2.

The right-hand column of Table 10-1 presents
the AAPM’s recommended actions for each
exposure range. An image presenting a DI less
than –1 (less than 80% of the target EI) is con-
sidered underexposed but should not be repeated
unless a radiologist finds an unacceptable amount of
mottle present. If the DI is less than –3, the expo-
sure to the IR was less than one-half (50%) of the
target EI. Assuming that the target EI was prop-
erly determined, it has been clinically estab-
lished that unacceptable levels of mottle can be
expected at exposures less than one-half of the
EIT, and the exposure should be repeated.

No overexposed digital image should ever be repeat-
ed unless saturation occurs. When the DI falls
within the “overexposed” range of 1.0 – 3.0, if

Table 10-2
CALCULATIoN AND INTERPRETATIoN oF DEVIATIoN INDEX VALUE

Deviation Index

1.0

2.0

3.0

–1

–2

–3

Calculated as:

1.259 = 126%

1.259 x 1.259 = 1.585 = 159%

1.259 x 1.259 x 1.259 = 1.996 = 200%

0.794 = 79%

0.794 x 0.794 = 0.630

0.794 x 0.794 x 0.794 = 0.500

Percentage of Target Exposure

26% overexposure

59% overexposure

100% (2 times) overexposure

79% of target exposure

63% of target exposure

50% (one-half of target exposure
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the image is dark on presentation, the operator
should be able to correct this image with win-
dowing controls. If that is still unsatisfactory,
alternate algorithms might be applied (see sec-
tion 1 of this chapter). Do not mistake a very dark
image for a saturated image. If any details at all can
be made out in the dark portions of the image, it is
over-processed but not saturated. 

True saturation is an electrical phenomenon
that occurs at the detector when the dexels in a
particular area have reached the maximum elec-
trical charge that they can store. Imagine the
DR detector as a “field” of buckets into which
water is being poured (Figure 10-1). Each buck-
et represents a detector element (dexel). When
a single bucket is over-filled, it spills water (or
electric charge) over into the adjoining buckets
and the area becomes saturated. Any further in -
crease in exposure cannot be measured, be -
cause all dexels have reached their maximum
value. With all values reading out at the maxi-
mum, the data becomes meaningless. In the sat-
urated area of a digital radiograph, all tissues are
displayed as pitch black. As shown in the lung
fields in Figure 10-2, saturation represents a com-
plete loss of data. These areas of the image are not
just “dark” rather, they are pitch black with no
details visible.

As digital x-ray machines have been im -
proved, image acquisition has become increas-

ingly robust and true saturation is now a fairly
rare occurrence. It has been experimentally
demonstrated that even the most sensitive digi-
tal units require at least 10 times the normal radi-

Figure 10-1. Saturation: Like filled buckets spilling over into each other, electrical charge can overwhelm the capac-
ity of the dels (left) to store it, spilling across an area of the active matrix array in a DR detector. With all pixel val-
ues at a maximum, there ceases to be any distinction between pixels, thus, no image to process.

Figure 10-2. When true saturation occurs, as in the lung
fields of this chest image, very extreme overexposure
results in a complete loss of data, resulting in a flat black
area. With simple overexposure, some anatomical
details can still be seen, with true saturation, no visible
details are present. (From Q. B. Carroll, Radiography in
the Digital Age, 3rd ed. Springfield, IL: Charles C
Thomas, Publisher, Ltd., 2018. Reprinted by permis-
sion.)
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ographic technique for a particular procedure
(assuming average patient size) for saturation to
occur. This is more than 3 doublings of the
“average” technique. (For some manufacturers,
up to 50 times average technique was required
to induce saturation!)

Limitations of the DI

Finally, it is important to note that application
of the deviation index has its limitations. The
AAPM states that it is intended to indicate the
acceptability of SNR (signal-to-noise ratio) con-
ditions from selected values of interest (VOIs) in the
image histogram. Since the EI is derived from the
pixel values in the histogram, it is not a direct
measurement of patient dose, and not even a direct
measurement of IR dose. Rather, it is an indicator of
IR dose, from which patient dose can be rough-
ly extrapolated. (To obtain a scientifically accu-
rate measurement of skin entrance dose (SED)
at the surface of the patient, the best approach is
to place a solid state (crystalline) radiation mon-
itor or an ion chamber calibrated to diagnostic
x-rays at this location and take a direct reading.
Such devices are placed within “water phan-
toms” to estimate internal doses.)

Nor should the DI be taken as the indicator
of image quality. Rather, it is one of several indi-
cators. The following quote from AAPM Task
Group 116 (Medical Physics, Vol. 36, No. 7, July
2009) cautions against inappropriate clinical use
of the deviation index:

Even if images being produced clinically have cor-
responding DI’s well within the target range, the
clinical techniques used may still not be appropri-
ate. one can just as readily achieve an acceptable
DI for an AP L-spine view with 65 kVp as with 85
kVp; evidence of underpenetration and concomi-
tant excess patient exposure with the lower kVp
may be . . . windowed and leveled out in a digital
image. Similarly, poor collimation, unusual patient
body habitus, the presence of prosthetic devices,
or the presence of gonadal shielding in the image
may raise or lower DI’s (depending on the exam
and projection) and perhaps hide an inappropri-
ate technique.

At the very least, any conclusions about image
quality must combine the DI readout with visu-
al evaluation of the displayed image and any
digital processing features applied. And, any
con clusions about patient exposure must com-
bine the DI readout with careful consideration
of all pertinent physical factors including patient
positioning and the radiographic technique used.

From the previous discussion of the deviation
index, one might surmise that a broadly defined
range of acceptable parameters for exposure is
from one-half to two times the “ideal” exposure
amount for each radiographic projection. This is
true, and has been used for decades with film
radiography, where these were visually “pass-
able” images based on their overall density be -
ing neither to light nor too dark for diagnosis,
and corresponded to actual exposures at the IR
between 5 and 20 microgray, with 10 microgray
being ideal. This range of acceptable exposures
from 50% to 200% of the ideal correspond to
the –3.0 and +3.0 limits for the deviation index. 

A Note on “Controlling” Factors

Table 10-3 presents an overview of what might
be listed as the “controlling factor” for each con-
structive image quality. The student will note
right away that, from the days of film-based im -
aging, only one of these five factors has not been
changed by the advent of digital imaging, name-
ly, shape distortion which is still primarily con-
trolled by alignment (positioning) of the x-ray
tube, body part, and IR. For film radiography,
image density was primarily controlled by the
set mAs, contrast by the set kVp, sharpness by
the focal spot size, and magnification by the dis-
tance ratios between the SID, SoD, and oID.
other factors also affected each image quality,
for example, the patient thickness actually had
much greater impact on contrast than the set
kVp. But, the listed factors were commonly
taught as those factors under the radiographer’s con-
trol which were the main determinants for
image quality. 

It is essential for the radiography student to
understand that all of these relationships still



Monitoring and Controlling Exposure 119

hold true for the latent image being carried by the
remnant x-ray beam to the IR. The intensity of rem-
nant radiation is still controlled primarily by the
set mAs, the contrast of the remnant beam sig-
nal by the kVp, the sharpness of the latent
image reaching the IR by the focal spot, and
magnification by distance ratios. However, once
this latent image is passed from the IR into the
computer for processing, nearly everything
changes. 

Digital processing is so powerful that process-
ing variables generally have an even greater ef -
fect on the final outcome than the conditions of
the original exposure. (The initial exposure con-
ditions are still essential to the imaging chain,
because they ensure that the latent image being
fed into the computer contains sufficient data
for digital manipulation, with sufficient discrim-
ination (contrast) between tissue areas for image
analysis. But, the fact that these conditions must
be met first in the chain of events does not mean
that they are still predominant at the end of the
process when the final image is displayed.)

For the final digital image displayed on a
monitor, the average brightness or density level
has been primarily determined by rescaling, the
gray scale and contrast by LUT’s, the sharpness
of the displayed image by the hardware pixel size
for the display monitor, and the magnification
level by the size of the display matrix or the
field-of-view (FoV) displayed after adjusting the
level of zoom. For this final displayed image, the

initial exposure factors are better thought of as
“contributing factors,” certainly not as ”control-
ling factors.”

Chapter Review Questions

1. An imaging system that requires twice as
much radiation exposure than another
has _____________ the speed.

2. For a modern digital x-ray unit, its speed
is based primarily upon the digital
_____________ used rather than the image
receptor alone.

3. Because the speed setting for a digital unit
can be changed, we refer to it as the sys-
tem’s speed _____________.

4. Nearly all DR and CR machines can be
operated at a speed class of 350-400 with-
out the appearance of substantial ________.

5. Because displayed digital images do not
provide any visual cues of overexposure,
manufacturers developed various types of
_____________ _____________ to report the
level of radiation received at the IR for
each exposure taken.

6. For a selected speed class of operation,
the “ideal” amount of x-ray exposure at
the IR can be designated. This number is
called the ________ ______, abbreviated EIT.

7. For most manufacturers, the EIT is
derived from the average pixel value or
mid-point of the acquired _____________.

Table 10-3
CoMPARISoN oF PRIMARY “CoNTRoLLING FACToRS” FoR DISPLAYED IMAGE QUALITIES

Image Quality

Brightness/Density

Gray Scale/Contrast

Sharpness (Spatial Resolution)

Magnification

Shape Distortion

Film-Based Radiography

mAs

kVp

Focal Spot

Distances (SID/SoD Ratio)

Alignment

Digital Radiography

Rescaling

LUTs (Gradation)

Pixel Size

Matrix Size or Field of View

Alignment
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8. In 2009, to standardize the reporting for-
mat of exposure, the American Associa -
tion of Physicists in Medicine (AAPM)
recommended a _____________ index that
should be displayed immediately after
each exposure and stored in its DICoM
header.

9. Anything that can cause errors in histo -
gram analysis can _____________ the accu-
racy of the DI.

10. The DI readout scale ranges from _______
to _______.

11. In the DI system, the ideal range of expo-
sures extends from _______ percent below
the target EI to _______ percent above the
target EI.

12. Expressed as ratios, this range (in #11) is
from _______ to _______ of the target EI.

13. A deviation index readout of –3 indicates
______ of the target exposure was received
at the IR.

14. In the “overexposed” DI range of +1 to
+3, the operator should be able to correct
the image using __________ controls at the
console.

15. The only time a repeated exposure is ab -
solutely indicated by a low DI readout is
when it falls below __________. 

16. For DI readouts between –1 and –3, the
exposure should not be repeated unless a
radiologist finds unacceptable levels of
_____________ in the image.

17. The only time a repeated exposure is indi-
cated for a high DI readout is when
_____________ occurs.

18. True saturation is an _____________ phe-
nomenon that occurs at the detector. 

19. An image with true saturation is not just
dark in appearance, but displays a com-
plete ________ of data in the saturated area.

20. Even the most sensitive modern digital
units require at least ____ times the normal
exposure to manifest saturation.

21. The EI is not a direct measurement of
actual patient ________, only an indicator
of _______ to the IR.

22. The DI is just one of several considera-
tions in evaluating digital image quality.

23. Digital radiograph processing is so pow-
erful that the technique factors used for
the initial exposure should now be con-
sidered as _____________ factors to final
image quality rather than as “controlling”
factors for the final displayed image.
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Chapter 11

DIGITAL IMAGE ACQUISITION

Objectives

Upon completion of this chapter, you should
be able to:

1. Describe the basic components and func-
tion of a DR dexel (detector element).

2. Describe the basic components and func-
tion of the active matrix array used in DR.

3. Compare the function and advantages be -
tween direct-conversion and indirect-con-
version DR systems.

4. List the component layers and describe
their functions for a CR photostimulable
phosphor (PSP) plate.

5. Explain how a CR reader processes the
PSP plate to develop a diagnostic digital
image.

6. Describe the risks of background and
scatter radiation to stored PSP plates.

7. Given a pixel size, calculate the sharpness
of a digital image in line-pairs per mil-
limeter (LP/mm).

8. Describe how changes in pixel size, field
of view and matrix size do or do not af -
fect image sharpness for the hardware
ma trix of the display monitor, the hard-
ware active-matrix array of a DR system,
the “soft” matrix of the light image from
a PSP plate, and the “soft” matrix of the
light image displayed on a monitor.

9. State the factors that affect the efficiency
of modern image receptors.

10. Describe how the fill factor of a dexel af -
fects detective quantum efficiency and
sharpness.

11. Explain how aliasing (Moire) artifacts can
be caused by sampling mismatches in CR
readers and on display monitors, and from
the use of stationary grids.

12. List the most common artifacts for digital
imaging equipment and their causes.

There are two general types of digital x-ray
machines in common use for image acquisi-

tion in the x-ray room: Digital Radiography (DR)
and Computed Radiography (CR). DR can be
further broken down into direct-conversion DR
and indirect-conversion DR. 

The DR unit has the ability to capture, pro -
cess and display the initial image all within the
x-ray unit itself. The image receptor (DR detec-
tor) is directly connected to the digital processor, so
acquired images are automatically, instantly sent
for processing as soon as they are exposed. This
eliminates the need for the radiographer to phys-
 i cally carry an exposed IR cassette from the ac -
quisition unit to a separate processor, such as a CR
reader, saving time and increasing efficiency. 

Mobile DR units may have a cord attached
from the main unit to the detector plate, through
which the electronic image is transmitted from
the IR to the digital processor. These cords are
cumbersome and create additional challenges
for mobile positioning and “working around the
patient.” Newer units are cordless. Immediately
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after an exposure, the image is transmitted from
the detector plate to the processor using radio
waves. We might consider the plate to be “di -
rectly connected” to the unit electromagnetically.
The image is displayed within just a few seconds
after exposure, just as with a corded unit. 

The main image-capture component of all DR
detectors is the active matrix array (AMA), a flat
panel consisting of thousands of individual elec-
tronic detector elements, usually referred to as dex-
els or dels. The typical size of a single dexel is
about 100 microns square. This is one-tenth of a
millimeter (about 1/10th the size of a pinhead).
This is just at the threshold of human vision at
normal reading distance, resulting in an image
that appears analog at that distance. Because these
dexels can be manufactured as extremely thin,
flat “chips,” the entire AMA can be housed in a
panel thin enough to use as a “portable” IR
plate for trauma and mobile radiography, called
flat panel technology.

For direct-conversion DR systems, the detection
surface of each dexel is made of amorphous se -
lenium, because of its high absorption efficiency
for x-rays. The AMA panel converts the energy
of the remnant x-ray beam directly into electri-
cal charges which can then be “read out” to the
computer. For indirect-conversion DR systems, a
phosphorescent “screen” is laid over the AMA.
This phosphor converts x-rays into light, which
then strikes the AMA panel below (Figure 11-1).

The sensitive detection surface of each dexel
must now be made of amorphous silicon, which
is better at absorbing visible light (and not very
good at absorbing x-rays). The term amorphous
(“without shape”) means that the selenium or sil-
icon is in a non-crystalline or powder form which
allows it to be coated onto each dexel in con-
trolled, extremely thin layers.

Figure 11-1. For an indirect-conversion DR detector, a phosphor layer (top) first converts incident x-rays into light,
which then exposes the active matrix array (AMA) of detector elements (dexels) below.

Figure 11-2. Each DR detector element (dexel or del) is a
hardware device consisting of a semiconductor detector
surface area, a microscopic capacitor, and a thin-film
transistor (TFT) that acts as a switching gate. (From Q.
B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd.,
2018. Reprinted by permission.)
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Direct-Conversion DR Detectors

Every dexel (or del) consists of the three basic
components illustrated in Figure 11-2. These are
1) a radiation-sensitive detector surface that
dom inates most of the area of the dexel, 2) a
thin-film transistor (TFT) “switch,” and 3) a small
capacitor to store electric charge. The detection
surface is a 0.2 millimeter thick layer of semi-
conductor material that is sensitive to x-rays (for
direct conversion) or to light (for indirect con-
version). Figure 11-3 diagrams the dexel in
cross-section, and we see that for direct conver-
sion, amorphous selenium is used to convert x-ray
energy into electric charge. This is based upon
the simple ionization of the selenium atoms by x-
rays, where an orbital electron is “knocked out”
of the atom by the energy of an x-ray striking it.
Each ionizing event creates an electron-hole pair,
defined as the liberated, free electron and the
positively-charged “hole” it has left in the atom,
which is now one electron short and therefore
positively charged. 

The dexel has two charged electrode plates,
one above and one below the semiconductor lay -
er. The top electrode is given a positive charge,
and the dexel electrode at the bottom is charged
negatively. By the laws of electrostatics, elec-

trons that are freed from their selenium atoms
will tend to drift upward toward the top elec-
trode, both pulled by it and repelled by the bot-
tom electrode. Imagine the selenium atoms
arranged in perfect layers, and we can visualize
that when the top layer’s electrons move up to
the top electrode, positive “holes” are created
throughout this layer, which attract any elec-
trons below it. Electrons from the next layer
down will be pulled out of their atoms to fill the
vacancies in the first layer. Now the second layer
is “full of holes,” and will pull up electrons from
the third layer below. As the electrons from each
successive layer are pulled upward to fill holes,
holes in the lower layers become apparent.
Imagine watching this process like a movie, and
we could just as easily see the gaps or holes in the
layers drifting downward as the electrons moving
upward. Electrically, these are positive charges
moving downward toward the dexel electrode, each
positive charge consisting of a “gap” in its atom.

Negative charge is collected at the top elec-
trode and drained off. At the bottom “dexel
electrode,” positive charge accumulates and
moves to the capacitor to be stored (electrons
are pulled out of the capacitor, leaving it posi-
tively charged). The amount of positive electri-
cal charge built up on the capacitor is propor-

Figure 11-3. Cross-section of a DR dexel during exposure. Each x-ray absorbed by the semiconductor material ion-
izes a molecule, creating an electron-hole pair. Freed electrons drift upward toward the positive charge of the top
electrode, while the “holes” drift downward to deposit a positive charge on the capacitor. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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tional to the amount of radiation received, a
mea sure of x-ray exposure to the entire dexel. 

Figure 11-4 is a diagram of nine dexels em -
bedded within the active matrix array (AMA) of
a DR detector plate. Two types of microscopic
wires crisscross between the dexels, gate lines
and data lines. The gate lines are connected to an
address driver which keeps track of the location of
each dexel in each row. Each gate line normally
has a slight electrical current passing through it
with a very low bias voltage of –5 volts. To “read
out” the information on an exposed DR detec-
tor, the bias voltage in the gate line is changed
from –5 to +10 volts. 

Feeling this sudden change in charge from neg-
 ative to positive, the TFT for each dexel switch-
es on, effectively “opening the gate” for electric-
ity to flow through. Shown in Figure 11-5, a
chan nel of conductivity through the semicon-
ductor layer opens between the capacitor and
the TFT “gate.” This allows the charge stored up
on the capacitor to flow across the semiconduc-

tor layer, through the TFT gate, and into a data
line. 

The change in the bias voltage of a gate line
causes the TFTs to open up sequentially, dump-
ing the stored up charge from each dexel into a
data line in succession. As illustrated in Figure
11-4, all of the data lines are connected to an
amplifier that boosts the signal, then sends it
through an analog-to-digital converter (ADC) into
the computer.

Indirect-Conversion DR Detectors

Figure 11-6 illustrates one dexel from an indi-
rect-conversion DR detector. Here, the remnant
x-ray beam strikes a phosphor screen (much like
the screens used for film radiography) that fluo-
resces when exposed to x-rays, giving off visible
light. The two most common phosphor crystals
used are made of cesium iodide or gadolinium
oxysulfide. To reduce the lateral dispersion of
emitted light, a method was devised of develop-

Figure 11-4. Within the active matrix array (AMA), gate
lines from the address driver control the sequence for
each row of dexels to release their stored electrical
charge into the data lines leading to the computer. Gate
lines apply a small charge to the thin-film transistors
(TFTs) to “open the gate” for the stored charge to flow
out. (From Q. B. Carroll, Radiography in the Digital Age,
3rd ed. Springfield, IL: Charles C Thomas, Publisher,
Ltd., 2018. Reprinted by permission.)

Figure 11-5. When a bias voltage of –5V is changed to
+10V in a gate line, a channel of conductivity (arrows)
forms between the capacitor and the TFT, allowing
stored electrical charge to flow across and out of the
dexel into a data line. (From Q. B. Carroll, Radiography
in the Digital Age, 3rd ed. Springfield, IL: Charles C
Thomas, Publisher, Ltd., 2018. Reprinted by permis-
sion.)
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ing the crystals into long, narrow shapes that are
vertically oriented, forming vertical channels that
direct more of the light downward and less side-
ways. (In spite of this correction, the sharpness
of indirect-conversion systems still falls short of
that for direct-conversion systems.)

Beneath the phosphor layer, we find precise-
ly the same active matrix array as that used for
direct-conversion systems, except that the sensi-
tive detection layer for each of the dexels is
made of amorphous silicon rather than amorphous
selenium, because the AMA will now be detect-
ing visible light with a much lower photon ener-
gy range than x-rays have. (The orbital electrons
of selenium can be dislodged from their atoms
by much lower-energy photons.)

Comparing Figure 11-6 to Figure 11-3, we see
that the process within the dexel itself is identi-
cal to that for a direct-conversion system: Light
exposure creates electron/hole pairs. The posi-
tively charged holes drift directly downward to
the dexel electrode and are conducted to the ca -
pacitor for storage. The more electrical charge is
built up on the capacitor, the darker this pixel
will be displayed in the final image. Dexel charges
are “read out” by an array of data lines that pass
the sequential “bursts” of electric charge from
all the dexels through an ADC to the computer.

Computed Radiography (CR)

Computed radiography was developed to sim-
 ulate film-based radiography, where an exposed
“cassette” must be physically carried from the x-
ray machine to a processing machine called a
CR reader. CR cassettes are light and thin for
ease of use, especially with mobile procedures,
and come in most of the conventional sizes used
for film radiography. Like the older film cas-
settes, they can be placed “tabletop” or in the
bucky tray of a conventional x-ray machine. How -
ever, these cassettes do not have to be “light-
tight” as film cassettes did. The image receptor
for CR is a thin photostimulable phosphor (PSP)
plate with an aluminum backing that is inserted
into the CR cassette for the sole purpose of pro-
viding rigid structural support while it is placed
under a patient or in a bucky tray.

The cassette is made of aluminum or plastic
with a low-absorption carbon fiber front panel.
A memory chip is placed in one corner to elec-
tronically store information on the patient and
the procedure. The inside of the cassette is lined
with soft felt material to cushion the plate and
minimize build-up of electrostatic charges. A
small slider button at one end of the cassette
releases the PSP plate for removal from a slot.
Within the CR reader, this button is moved auto-
matically to retrieve and reinsert the PSP plate.
Thus, radiographers directly handle the PSP plate
only on rare occasions to investigate a prob lem
or for teaching purposes. When they do, they must
remember that the PSP plate is coated only on one side

Figure 11-6. Cross-section of one element in an indirect-
conversion DR detector. X-rays striking the phosphor
layer above are converted into light photons, which then
liberate electrons in the amorphous silicon detection
surface of the dexel below. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by
permission.)
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which must be placed facing forward when it is rein-
serted into the cassette.

The basic components of the PSP plate are
diagrammed in Figure 11-7. The PSP plate is
about one millimeter thick and somewhat flexi-
ble. The phosphor layer is supported on a sheet
of aluminum, and protected by a thin coat of
plastic on top. Between the phosphor layer and
the base, there are usually two addition thin lay-
ers of material; The lower one is a very thin
reflective layer of glossy material. Light emitted
from the phosphor layer in a backward direction
is thus reflected back toward the light detectors
in the CR reader, improving efficiency. How -
ever, a laser light beam is used in the CR read-
er to stimulate this emission of visible light, and
we do not want the laser beam itself to be re -
flected back toward the detectors. For this pur-
pose, an anti-halo layer is placed between the
phosphor and the reflective backing. This is
chemical which acts as a light filter, allowing vis-
ible blue phosphor light to reach the reflective
layer but blocking the red laser light from pene-
trating through to it.

Stimulated phosphorescence is a phenomenon
observed in certain barium halide (salt) com-
pounds such as barium fluorochloride and bari-
um fluorobromide. Activated with small amounts
of europium, an originally pure crystal of these
compounds will develop tiny defects called
“meta stable sites” or “F centers” (from the Ger -
man for Farbzentren (“color centers”). Each F
center has the ability to “trap” free electrons and
store them until some form of re-stimulation
dumps additional energy into the F center to
“excite” it. During an x-ray exposure, atoms

within the barium-halide molecules are ionized,
and some of the freed electrons become trapped
in the F centers (Figure 11-8). 

(At the same time, the phosphor screen also
fluoresces, giving off a beautiful blue-violet light
that can be demonstrated by direct observation.
This light represents the majority of freed elec-
trons, which immediately “fall back” into their
atomic orbits, emitting light waves in the pro -
cess. However, a small percentage of freed elec-
trons are trapped in the F centers for processing
at a later time.)

Placed in a CR reader (processor) the PSP
plate is removed from its cassette and scanned
by a helium-neon red laser beam that moves
across the plate and then indexes down one row
at a time. At each F center, electromagnetic ener-
gy from the laser beam is added to trapped elec-
trons, speeding them up in their vibrations and
enabling them to “jump” out of the trap. Thus
freed from the F centers, these electrons now fall
back into the shells of local atoms that have
vacancies. As they settle into these atomic or -
bits, the potential energy they lose is emitted as
light. This is the second time the phosphor plate
has glowed, and because it consists of such a fee-
ble number of remaining electrons, the light is
quite dim. This image must therefore be elec-
tronically amplified before it can be displayed as
a radiograph. 

The immediate emission of light by a sub-
stance under some type of stimulation is called
fluorescence, but some substances can store the
energy from stimulation for a period of time
before emitting it back out in the form of light
or “glowing in the dark.” The proper term for

Figure 11-7. Component layers of a photostimulable phosphor (PSP) plate used in a CR cassette.
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this delayed emission of light is phosphorescence.
With CR, x-ray exposure constitutes a “first
stimulation” of the phosphor plate resulting in
im mediate fluorescence, and then a second stim-
 ulation is applied by the reader’s laser beam
after a time delay. Hence, the term stimulated phos  -
phorescence. This is phosphorescence or de layed
light emission, but stimulation by laser was re -
quired to induce it.

The CR Reader (Processor)

The CR reader uses suction cups and rollers
to mechanically retrieve the PSP plate from the
CR cassette and move it from one station to an -
other. In the reading chamber, a laser beam is
de flected off a rotating mirror, as shown in
Figure 11-9, to make it scan across the PSP plate
from side-to-side. When this row is completed,
rollers advance the plate by a tiny amount and
the laser makes another sweep. The crosswise
direction in which the laser beam moves is re -
ferred to as the fast scan direction. The direction
in which the PSP plate itself is advanced by the
rollers is called the slow scan or subscan direction. 

The laser beam is in the shape of a circle with
an 80-micron diameter (just under 1/10th of a
millimeter or 1/10th the size of a pinhead). Due
to its circular shape, the laser spot must overlap
pixels that will be displayed roughly as squares
on a monitor. This situation is worsened at the
far ends of each row where the angle of the laser
beam distorts it into an oval rather than a circu-
lar shape.

DR has the advantage of using square hard-
ware dexels with well-defined borders, however,
it presents the disadvantage of missing some de -
tection area in the form of spaces between dex-
els and the space taken up by capacitors and
TFTs, reducing efficiency.

Unlike DR, the location and size of pixels in
CR is defined during processing rather than by the
image receptor. The PSP plate in the CR cas-
sette has no defined pixels—in fact, it is an ana-
log image in every way. The maximum size of the
pixels is defined in the CR reader by the width
of the laser beam. Their location is defined by
the sampling rate, that is, how many individual
mea surements are taken across each row or scan
line. We can only increase the number of sam-

A B

Figure 11-8. X-ray exposure ionizes orbital electrons, raising them to a higher energy level, A. In the photostimu-
lable phosphor (PSP) plate used for CR, some of these liberated electrons become trapped in an energy band called
the F Center (gray area), an energy band created by the peculiar molecular structure of the PSP. When the PSP plate
is processed in a CR reader, a laser beam is used to free trapped electrons from the F centers, B, and as they fall
back into their atomic orbits, energy is emitted in the form of light.
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ples taken across a particular line by reducing the
distance between samples. Taking samples more
fre quently forces us to take them closer together.
This can only be done by defining them as
smaller pixels insofar as the final image is con-
cerned. The sampling rate determines the loca-
tion, and ultimately, the size, of CR pixels—the
fast scan sampling rate sets their width, and the
slow scan sampling rate sets their length. (To
keep pixels from being distorted into ovals rather
than circles, the fast scan and slow scan sam-
pling frequencies must be equal.)

At each predetermined pixel location, as the
laser beam stimulates the phosphor crystals in
the area, a discrete measurement is taken of the
quantity of visible light emitted by the pixel. To
do this, the light is first directed through a light
channeling guide to a photomultiplier tube (Figure
11-9). The light intensity is so dim that it must
be amplified to produce a readable signal. In
the photomultiplier (PM) tube (Figure 11-10),
light energy is first converted into a stream of
electrons by a photocathode plate. All photocath-
odes use chemical compounds that are highly

susceptible to being ionized by light photons,
pre dominantly by the photoelectric effect. 

In the PM tube, the intensity of the stream of
electrons is multiplied over and over again by
passing it through a series of dynodes, electrodes
that can be quickly switched back and forth be -
tween positive and negative charge. Just as the
electrons reach a dynode, it switches from posi-
tive to negative, thus repelling the stream toward
the next dynode. The acceleration energy gained
by the stream liberates an additional 5 electrons
from each dynode plate for every electron strik-
ing it, until a greatly multiplied number of elec-
trons reaches the collecting plate. This results in
one strong pulse of electricity that can be mea-
sured and manipulated. 

The PM tubes in a CR reader are specifically
sensitive to blue-violet light wavelengths, the color
emitted by the PSP plate. This prevents any re -
flected red light from the laser beam from inter-
fering with the emitted light signal. 

After scanning is completed, the PSP plate is
moved by rollers into the eraser section of the
reader. Here, the plate is exposed to intense

Figure 11-9. In the CR reader, a rotating polygonal mirror is used to sweep the laser beam across the PSP plate.
The “fast scan” direction is the crosswise laser beam scan direction. The “slow scan” or “subscan” direction is the
direction of the plate as it moves through the reader.
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white light to remove any remaining informa-
tion from the plate so it can be reused. The plate
is then reloaded into its cassette and ejected
from the machine. The entire reading process
takes about 90 seconds to complete.

Every CR cassette includes a “blocker” area
with electronic memory, used to imprint the date
and identification information on the patient,
the institution, and the procedure prior to expo-
sure. This information is entered by computer
keyboard and then “flashed” on the cassette
electromagnetically. Each cassette also has a
unique identifying number for tracking, that can
be accessed the same way or, more quickly, by
a bar code using a bar code scanner.

Background and Scatter Radiation

The PSP plates used for CR are very sensitive
to background radiation. It only takes 1 mil-
ligray exposure to create a noticeable “fog” den-
sity on a CR plate, and background exposure can
be up to 0.8 milligray per day. Therefore, CR
plates should always be erased in the CR read-
er prior to use if there is any chance they have
been in storage for more than a couple of days,
such as over a weekend. If a CR cassette is left
against a wall in an x-ray room, even at a con-
siderable distance from the x-ray machine, it
can quickly accumulate enough scatter radiation
exposure from repeated use of the room to fog

the plate. CR cassettes must be stored in lead-
shielded areas such as behind the control booth,
and must be erased prior to use if there is any
question of exposure to scatter radiation.

Such “pre-fogging” events ensure that the
light est densities in the image histogram will be
gray rather than “white,” and reduce the con-
trast-noise ratio (CNR) for the latent image. If
enough contributing factors generate sufficient
noise to impair histogram analysis, segmenta-
tion or processing errors can result in a light or
dark image being displayed. (These types of
“pre-fogging” events are not to be confused with
scatter radiation created during an exposure to a
“clean” PSP plate. In Chapter 4, we demon-
strated that digital processing is generally robust
enough to correct for the effects of scatter pro-
duced during the exposure, almost to a miraculous
degree.) 

For DR detectors, after each use, a “flash”
electronic exposure is used to purge the detec-
tor plate of all residual charges remaining with-
in the dexels. Since the detector is effectively
erased before each x-ray exposure, the problems
of background and scatter radiation are obviat-
ed. 

Sharpness of Digital Systems

We have mentioned that in a CR reader, the
only way to increase the sampling frequency,

Figure 11-10. During CR processing, light emitted by the PSP plate is directed by a light channeling guide (see
Figure 11-9) to a photomultiplier (PM) tube. Shown here, the PM tube first uses a photocathode layer to convert
light energy into an emitted stream of electrons (by ionization), then the electron stream is greatly amplified by a
series of dynodes that sequentially boost the signal. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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the number of samples taken per line, is to re -
duce the distance between them. The distance
from the center of one pixel to the center of an
adjacent pixel is called the pixel pitch. (For a DR
detector, the distance from the center of one
hardware dexel to the center of the next one is
the dexel pitch.) In Figure 11-11 we see that gen-
erally, pixel pitch is equal to pixel width or the
size of the pixels. Both are related to the dis-
played sharpness of the image. 

If we ask, “What is an image detail,” in its
simplest form we could define a single detail as
an “edge” between two pixels with different val-
ues, such that one is displayed lighter and the
other darker. (If two adjacent pixels were both
white, no information or detail would be pre-
sent.) The upshot of this is that it takes a mini-
mum of two pixels (with different values) to make a
detail. In Figure 11-11 we see that a row of 10
pixels can display or resolve a maximum of 5
details, each detail consisting of a pair of pixels,
one white and one black (or gray). So, the num-
ber of resolvable details is one-half the number of
available pixels. And, the number of available
pixels depends upon their size.

To measure the spatial resolution of an image
or imaging device, we use the unit of spatial fre-
quency which is line-pairs per millimeter, abbreviat-
ed LP/mm. The entire row of pixels in Figure 11-
11 fits with one millimeter of length. This is 10
pixels or 5 pixel pairs per millimeter. Imagine the
alternating black and white pixels as vertical

lines, and we surmise that the spatial frequency
illustrated in Figure 11-9 is 5 LP/mm. 

We can now state the formula for spatial fre-
quency. It is

SF  =   1  
2P

Where “P” is pixel size. Using Figure 11-11 to
illustrate, since there are 10 pixels per millime-
ter, the pixel size must be 0.1 mm. Plugging this
number into the formula as “P,” we obtain

SF = 1/ 2 x 0.1 = 1/0.2 = 5 LP/mm

If the pixels are 0.1 mm wide, the spatial fre-
quency will be 5 line-pairs per millimeter. An
image with SF = 10 LP/mm will appear twice as
sharp as an image with SF = 5 LP/mm.  

For a DR detector, the same formula can be
applied inserting the dexel size as “P.” A typical
dexel is 100 microns in width—this is 1/10th
mm and fits the diagram in Figure 11-11, having
a maximum resolution of about 5 LP/mm. Be -
cause of other complicating factors, such as the
spaces between dexels for DR and light diffu-
sion in CR, the actual resolution that is clinical-
ly measured is slightly less than calculations
from this formula would indicate, but it gives us
a good approximation of what to expect from
different imaging systems.

Figure 11-11. Pixel pitch or dexel pitch, A, is approximately equal to pixel or dexel width, B. We generically define
an image “detail” as a pair of pixels with different values, C. At 0.1 mm in width, the spatial frequency will be 5
line-pairs per millimeter (bottom). This is 5 details per millimeter for each row of pixels.
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Hardware Matrices

The size of the matrix and the field of view
can affect spatial resolution or sharpness in the
image, if they alter the size of the pixels or dexels.
Here, we must make a distinction between the
hardware matrices (matrixes) that make up a DR
detector or a display monitor screen, and the
soft or variable matrices that make up a dis-
played light image or the light image emitted
from a PSP plate within a CR reader during
laser stimulation:

For any hardware matrix, the size of the dexels
or pixels is fixed and not subject to change. For
example, the dexels of a typical DR detector are
100 microns in size. This sets the DR detector’s
inherent resolution at about 5 LP/mm by the
above formula, and it is not subject to change
because it is based on the way that the manu-
facturer constructed the DR detector, not on the
matrix size nor the field of view (FoV). If a
physically larger DR detector plate were used,
(41 x 41 cm instead of 35 x 35 cm), we could
argue that the matrix size has been increased, as
shown in Figure 11-12. But, the size of the hard-
ware dexels themselves remains the same. In

this case, sharpness has not been altered by using
a “different matrix size.” 

The same holds true for the hardware pixels of
a display monitor screen. As shown in Figure 12-8
in the next chapter, each “hardware pixel” con-
sists of the intersection of two wires in the form
of flat, transparent conductors. Thousands of
these flat wires crisscross throughout the moni-
tor screen to make up the display surface. The
size of each pixel can be measured as the square
created by one flat wire crossing over the other.
It is inherent to the construction of the monitor
and is not subject to change, and it sets the max-
imum resolution with which any image can be dis-
played on that monitor (again, by the above for-
mula). For a particular manufacturer, a physical-
ly larger monitor (50 cm wide rather than 40 cm
wide) will have more hardware pixels in its
matrix, so it could be argued that the matrix size
has increased. But, the size of each hardware pixel
has not changed, and spatial resolution is consis-
tent from one monitor to another for this man-
ufacturer.

Now, let’s take up the question of field of view
(FOV) in these two contexts, DR detectors and
display monitors. For a DR detector, collimation

Figure 11-12. In any hardware matrix, such as a DR detector plate, dexel size remains the same regardless of the
size of the matrix, field of view, or image receptor. Therefore, the inherent sharpness (or spatial resolution) of the
device remains unchanged. This is also true for the hardware pixels of a display monitor.
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of the x-ray beam results in a smaller physical area
being recorded on the DR detector plate. When
this collimated image is displayed on a monitor,
we observe a magnified but more restricted field
of view. Less of the patient’s body is displayed.
The effects on the displayed image will be dis-
cussed shortly, but here, we are focused on the
DR detector itself. The inherent resolution power of
the DR detector is based solely on the size of its
hardware dexels. This is not changed by simply
collimating the x-ray beam. It is independent of
changes to the FoV from collimation.

At the display monitor, if this collimated
image is then displayed to fill the monitor screen,
it would have to first be subjected to some de -
gree of magnification, to be discussed shortly. This
magnification level of the light image can also be
changed at the whim of the operator by using
the “zoom” feature. But, none of this changes
the physical size of the hardware pixels in the
monitor, so it has nothing to do with the inherent
resolution of the monitor itself, which is always
consistent.

To summarize, hardware elements in DR detec-
tors and display monitors have a fixed size, so these
devices have consistent inherent spatial resolution,
regardless of changes to matrix size or FOV.

The Soft Matrix of a Light Image

When we examine the light image itself which
is coming from a display monitor or from a PSP
plate under stimulation within a CR reader, we
find that the matrix size of the image is soft, that
is, it can be changed within the physical area of
the display. (Shown in Figure 11-13, the CR
pixel is actually a round “spot” whose diameter
is determined by the width of the round laser
beam striking the PSP plate, and can be effec-
tively “collimated” to change pixel size.)

When the matrix is variable within a given
physical area, it will have an effect on both field-
of-view and on pixel size, which is now also “soft”
or variable. Let’s begin with the relationship be -
tween the matrix and pixel size. Figure 11-14
shows two different matrix sizes that are both
forced into a given physical area 3 cm wide by
4 cm long. The only way to fit more pixels with-
in this area is to make them smaller. Therefore,
for a given physical area, the larger the matrix, the
smaller the pixels. 

Since smaller pixels result in a sharper im
age, we conclude that for a displayed light image,
the larger the matrix size, the higher the sharpness. 

Figure 11-13. For a DR detector, (left), dexels are well defined and their size is fixed, but for a CR image (right), pix-
els are round and therefore must overlap each other, and pixel size can be changed by effectively “collimating” the
area struck by the laser beam. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles
C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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on a display monitor, the displayed light image
can be magnified by the zoom feature. As illus-
trated in Figure 11-15, the first step of magnifi-
cation consists of spreading out the pixel value for
each single image pixel across four hardware pix-
els on the monitor. The next step would spread
that value across nine monitor pixels, and the next
step would distribute it over sixteen monitor pix-
els. The hardware pixels of the monitor do not
change, but the visually apparent pixels of the light
image itself are each getting larger. With excessive
magnification, we begin to see a pixelly im age, in

which the individual pixels themselves be  come
apparent to the human eye and the im age takes on
a distractingly “blocky” and blurred appearance.

For a given physical screen size, the more
mag nification is applied, the smaller the field of
view displayed, since less anatomy “fits” within
the screen. We conclude that for a displayed light
image, the smaller the field of view, the poorer the
sharpness as the visually apparent pixels become
enlarged.

We have learned that within a CR reader, the
pixel size can be varied by changing the sam-

Figure 11-14. If the physical area of the displayed image is fixed (here at 3 cm wide by 4 cm tall), the only way to
fit a larger matrix with more pixels into the physical area is to make the pixels smaller. This results in improved
sharpness (or spatial resolution).

Figure 11-15. To magnify a displayed light image, the pixel value for a single pixel is spread out across four hard-
ware pixels of the display monitor. Additional magnification spreads the value out over nine hardware pixels.
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pling rate. Here, we start again with a fixed
physical area. Within that area, if the sampling
frequency is increased so that more pixels are
sampled from each scanned line, those pixels
must become smaller. Since the physical area is
fixed, making the pixels smaller means that more
pixels “fit” per line, making the matrix larger.
Pixel size, matrix size, and FoV can all be vari-
able in CR.

CR units are divided into two broad cate-
gories: Fixed matrix systems and fixed sampling
systems. A fixed matrix CR system follows the
layout in Figure 11-16. Each row of the image is
divided into the same number of pixels per row
regardless of physical size of the image. Smaller
CR cassettes have smaller PSP plates in them. A
smaller PSP plate displays a physically smaller
image inside the CR reader. Since each row of
this image is sampled the same number of times
as for a larger image, but the rows are shorter,
the pixels must be smaller to get the same num-
ber of samples. The result is that smaller CR
cassettes produce sharper output images than
larger cassettes.

Nearly all CR manufacturers now produce
fixed sampling systems that follow the format in

Figure 11-12. Regardless of the size of cassette
used, the sampling rate is always the same, re -
sulting in consistent pixel size and consistent
sharpness.

The Pixel Size Formula

For light images being displayed on a monitor
or being emitted from a PSP plate in a CR read-
er, soft matrices apply and pixel sizes can vary
within the same physical area. Under these cir-
cumstances, a formula can be written relating the
pixel size to both the matrix size and the FoV.
It is:

For a given physical area: PS =   FoV  
Matrix

where “PS” is the pixel size and “FoV” is the
field of view. For example, what is the pixel size
for a PSP plate measuring 205 mm across, divid-
ed into a matrix of 1024 x 1024 cells?

Answer: PS =  205 = 0.2 mm pixel size
1024

Figure 11-16. In a fixed matrix system, each row is divided into the same number of pixels regardless of the phys-
ical size of the image or detector. one result is that smaller CR cassettes produce smaller pixels with increased
sharpness (spatial resolution).
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Efficiency of Image Receptors

It is the job of both CR phosphor plates and
indirect-conversion DR phosphor plates to con-
vert the energy from x-rays into light. An “aver-
age” x-ray photon in the beam can have 30 kilo-
volts of energy, while visible light photons have
an energy of about 3 volts. This means that each
x-ray could potentially be “split” into 10,000 pho-
 tons of light by a phosphor molecule. When we
break down this process, we see three critical
steps: First, the phosphor layer must be efficient
at absorbing x-rays. This can be improved by us -
ing chemical compounds with a very high aver-
age atomic number, so that many photoelectric
in teractions occur, or by using thicker layers of
phosphor which has the negative side-effect of
reducing sharpness. (The front panels of CR
cassettes and DR detector plates must be made
of low x-ray absorption materials so that x-rays get
through to the phosphor or detector elements.)

Next, the phosphor layer must be efficient at
converting x-rays into light. This is purely a func-
tion of the particular chemical compound used.
Third, the phosphor plate must be efficient at
emit ting the light. The light must “escape” through
the crystals above it and the protective coating.
The reflective backing in a CR cassette reverses
light emitted in a backward direction and
directs it upward, improving emission efficiency. 

For DR detectors, recall that the individual
detector elements (dexels) must absorb and
measure x-rays, yet their sensitive surfaces are
very thin. only a small percentage of the x-ray
beam is absorbed by these surfaces, so they
must use chemical compounds that are as effi-
cient as possible for absorption. 

An indirect-conversion DR system first con-
verts the x-rays into light using a phosphor layer.
Each x-ray can yield up to 10,000 light photons,
but only a few percent of these are directed down-
 ward to the AMA. Still, this would amount to
300 light photons for every x-ray. Furthermore,
since these light photons only possess a few volts
of energy each, they are not very “penetrating,”
but are easily absorbed by the amorphous sili-
con in the dexel. It is for just this reason that
indirect-conversion systems require less radi-

ographic technique and save patient exposure.
For direct-conversion systems, higher patient
dose is a disadvantage, but this is offset by high-
er sharpness because there is no light dispersion
(spreading) to contend with. Both systems con-
tinue in clinical use.

once x-ray or light photons are absorbed in
a dexel, both the conversion of this energy into
electric charge, and the “emission” of this elec-
tronic signal are nearly 100 percent.

Detective Quantum Efficiency

Detective quantum efficiency (DQE) is used by
physicists to measure the overall efficiency with
which an imaging system can convert input x-
ray exposure into useful output signal (a useful
image). Mathematically it is simply the input
signal-to-noise ratio (SNR) squared, divided by
the output SNR squared. No imaging system can
achieve a perfect DQE of 1.0 (100%). For a typ-
ical extremity procedure, the DQE for CR is
about 30 percent, for direct-conversion DR about
67 percent, and for indirect-conversion DR about
77 percent. DQE is but one measure of an imag-
ing system’s overall quality. System latitude, dis-
play quality, and several other factors affect both
patient dose and image quality.

Fill Factor

For the dexels in a DR detector, an important
aspect called the fill factor affects the detective
quantum efficiency. The fill factor is defined as
the percentage of the square area of the dexel
that is devoted to the semiconductor detection
layer of amorphous selenium or amorphous sil-
icon. A high fill factor provides more contrast
resolution, better signal-to-noise ratio (SNR),
and improved sharpness. This relationship lim-
its the degree to which we can miniaturize dex-
els, because the TFT and the capacitor always
require the same amount of space and cannot
be shrunk in size. Therefore, as shown in Figure
11-17, a smaller dexel will have a reduced fill
factor, that is, less detector surface area, and this
can require an increase in radiographic tech-
nique resulting in higher patient exposure.
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Digital Sampling and Aliasing

We’ve discussed the importance of sampling
fre  q uency for sharpness. For any particular image,
certain sampling frequencies can also cause geo-
metric artifacts in the image known as Moire pat-
terns or aliasing. A Moire pattern is a series of
false lines created in the image that can take on
many shapes and configurations. They can be
curved wave-like patterns as in Figure 9-11 in

Chapter 9, or a sequence of straight lines as in
Figure 11-18. 

The core cause of aliasing artifacts is insufficient
sampling of high frequency signals. Figure 11-19
illustrates this concept. Here, the signal we are
trying to detect is a series of alternating black
and white pixels. As we learned in Chapter 8,
such an image can be represented as a series of
waves with alternating up and down pulses (up
for black, down for white). If a sample (mea-

Figure 11-17. Because the TFT and capacitor cannot be reduced in size, smaller dexels have less detection surface
area, or a lower fill factor. This results in lower spatial resolution, lower contrast resolution and lower sensitivity,
which requires increased technique. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 11-18. Aliasing (Moire artifact) caused by insufficient CR reader sampling of a high-frequency acquired
image, resulting in false line patterns. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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surement) is taken at every pulse (Figure 11-19,
top), the resulting copy of this image will be
clear and artifact-free. If more samples than nec-
essary are taken, such as two samplings per orig-
inal pixel, the sampling detector has higher fre-
quency than the original image and there is no
problem reproducing the image, with high
fidelity.

However, the bottom of Figure 11-19 shows
that if the sampling rate is less than the “pulse
rate” of the original image, the measurement
sampl ing points become misaligned with the
image pixels. A false line will be artificially cre-
ated at each point where the longer-wavelength
sampling frequency overlaps the shorter-wave-
length image frequency. This is the Moire arti-
fact. 

There are many variations on how “insuffi-
cient sampling” can occur: Any time a copy of a
digital image is made, aliasing can occur. Ex -
amples include not only “copying machines” of

various sorts, but more commonly, taking a pho-
tograph with a camera or cell phone of a digi-
tally displayed image on another device such as
a computer display monitor. A familiar form of
“dynamic” or moving moire patterns is caused
when the spokes of a rotating wheel reach a cer-
tain speed and appear to be moving slowly back-
ward. All these effects are due to overlapping
sampling rates. 

In the computer age, aliasing is also a famil-
iar and common occurrence when images on a
digital display monitor are repeatedly “zoomed
in” or magnified. At some point, when the sam-
pling rate to create the magnified image be -
comes less than 2 times the frequency of hard-
ware pixels in the display screen itself, moire
artifacts will appear.

The Nyquist frequency is the minimum required
sampling rate of any image detection device,
such as the laser beam scanning across a PSP
plate in a CR reader. The Nyquist theorem or

Figure 11-19. In the digital age, most aliasing artifacts are caused by insufficient sampling of a high-frequency image
(top). When copied at 2 samples per cycle (upper waveform), the image is properly resolved. If it is copied at less than
2 samples per cycle (bottom waveform), aliasing lines will appear at each indicated node along the dashed wave line.
(From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018.
Reprinted by permission.)
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Nyquist criterion states that to prevent aliasing,
the sampling rate (Nyquist frequency) must be
at least double the spatial frequency of the
image. This is just another way of saying that
each pixel of the image must be sampled. Remember
that in a continuous waveform, it takes 2 pulses
(one up, one down) to make one whole cycle.
The unit for frequency, the hertz (Hz), is defined
in whole cycles (e.g., cycles per second), each
cycle consisting of two pulses. So, when we say
“double the frequency,” we’re simply saying
“equal to the number of pulses (or pixels).”

Aliasing from Grids

For CR, when a stationary grid is used to
make the original exposure, the grid can act as
a “high-frequency signal” since, in effect, it is
“screening” the image between thin lead plates
(grid lines). The grid frequency (the number of
grid lines per cm) interacts with the Nyquist fre-
quency of the CR reader. If the grid frequency is
less than the CR sampling frequency, aliasing
can occur, as shown in Figure 11-20. To prevent
this type of aliasing, there are at least three
options: 1) conventional grids with very high fre-
quencies can be installed, but these are quite ex -
pensive; 2) special “hole” grids can be purchas-

es that use holes rather than slits to screen the x-
ray beam, but these are also expensive; 3) non-
grid approaches can be used in many cases for
the initial exposure, or virtual grid software can
be installed which obviates the need for grids in
most procedures (fully discussed in Chapter 4).

Other Digital Artifacts

In Chapter 5 we discussed dexel drop-out as
a form of noise in the image. The resulting
“electronic” mottle is much more common for
DR than for CR systems. For CR, the most com-
mon source of various artifacts is the PSP plate
and cassette. These consist of scratches, dirt or
dust on the PSP plate, and ghost images from a
previous exposure remaining on a plate that was
not fully erased. Artifacts that run across the
entire length of the image can be caused by for-
eign objects on the laser-deflecting mirror or
light guide tubes in the reader. Drop-out of
whole lines can be caused by malfunctions (jam-
ming) in the scanning and PSP plate transport
systems in the CR reader. 

Remember that artifacts appearing on many
images taken with various CR cassettes indicate
problems inside the CR reader. For both DR
and CR, default processing artifacts can occur

Figure 11-20. Aliasing (moire) artifact caused by grid lines overlapping sampling lines in a CR reader when the grid
frequency is too low.
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from segmentation failure, corruption of the his-
togram, improper application of special pro-
cessing features (such as edge enhancement),
and other software problems discussed in Chap -
ters 7–9. Exposure artifacts include a wide variety
of extraneous objects that might be found in or
on the patient or IR during the initial radi-
ographic exposure. Due care must be taken dur-
ing positioning of the patient to prevent these.

Chapter Review Questions

1. The main image-capture component of
all DR detectors is the active _____________
_____________

2. A typical dexel (del) is a square of about
_______ _____________ in size.

3. For an indirect-conversion DR system,
the detection layer of the dexel is made of
amorphous silicon rather than selenium
because silicon is better at absorbing
_____________.

4. List the three main components of a
dexel (del):

5. In a dexel, when “electron-hole pairs” are
formed from x-ray ionization, the posi-
tively-charged ____________ drift downward
to the dexel electrode, increasing positive
charge on the capacitor.

6. List the two types of microscopic wires
that crisscross between the dexels of the
AMA.

7. When the bias voltage applied to a thin-
film transistor (TFT) is changed to a posi-
tive voltage, the TFT acts as a “__________,”
opening to allow charge stored on the
capacitor to surge out of the dexel.

8. Even though the phosphor crystals of an
indirect-conversion DR system are shaped
into vertical channels to minimize light
dispersion, the sharpness still falls short of
that for a ________-_____________ DR system.

9. The more electrical charge is built up on
a dexel’s capacitor, the ___________ the cor-
responding pixel will be displayed.

10. What does PSP stand for?

11. When a PSP plate is removed from a CR
cassette, it must be reinserted facing
_____________.

12. The anti-halo layer of a PSP plate reduces
reflection of the red _________ light toward
the light channeling guide.

13. Even though the PSP plate glows during
x-ray exposure, later stimulation by a laser
beam frees up residual electrons trapped
in molecular _________-centers, causing the
plate to glow a second time.

14. The phosphorescent glow of a PSP plate
occurs because as freed electrons fall back
into atomic shells, they _________ potential
energy.

15. Rollers in a CR reader move the PSP
plate itself in the __________-scan direction.

16. In a CR reader, the maximum size of the
pixels produced is determined by the
width of the _______ _______.

17. In a CR reader, because the stimulated
glow of the PSP plate is so dim, this light
is channeled to _____________ tubes for
amplification.

18. CR plates that have been in storage for
more than a couple of days should be
erased prior to use because of their sensi-
tivity to __________ __________.

19. Define pixel pitch: 
20. In the formula for spatial frequency, the

number of pixels must be doubled be -
cause it takes at least ______ pixels to make
up an image detail or one whole cycle of
the frequency.

21. The inherent sharpness of a display moni-
tor is not affected by changes in field of
view or matrix size, because the _______ of
the monitors’ hardware pixels is fixed and
cannot be changed. 

22. The above also holds true for a DR detec-
tor and its dexels, which have an inherent
resolution of about ______ LP/mm.

23. on a display monitor, increasing magnifi-
cation of the displayed light image _______
each single pixel value out across several
hardware pixels.
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24. For a light image displayed on a given size
of monitor screen, the larger the matrix
size of the light image itself, the __________
the sharpness.

25. As one continues to magnify a displayed
image more and more, name two problems
with its appearance that will inevitably
occur at some level of magnification:

26. Which type of CR system is now most
common and produces consistent image
sharpness regardless of the size of the IR
used?

27. The reflective layer in a PSP plate im -
proves which of the three types of IR effi-
ciency?

28. If the dexels in a DR detector are made
too small, DQE is lost and radiographic
technique must be increased, because the
smaller dexels have a reduced _____ factor
for the sensitive detection area.

29. The core cause of all aliasing (moire) arti-
facts is insufficient ___________ rate of high-
frequency signals.

30. The _____________ criterion states that to
prevent aliasing artifact, the sampling fre-
quency must be at least _____________ the
frequency of the image.
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Chapter 12

DISPLAYING THE DIGITAL IMAGE

Objectives

Upon completion of this chapter, you should
be able to:

1. Distinguish between diagnostic workstations,
workstations and display stations.

2. Describe the hardware pixel used in a liquid-
crystal display (LCD) monitor and how it
uses light polarization and electrical charge
to display different levels of brightness
(density).

3. List the LCD components needed to pro-
duce and properly diffuse light for the dis-
played image.

4. Define active-matrix LCD (AMLCD), input
lag, and dead and stuck pixels.

5. State the major advantages and disadvan-
tages of liquid-crystal display

6. Describe the sharpness and luminance
qualities of the displayed LCD image and
how they are monitored.

7. Describe the requirements for ambient
lighting in a diagnostic reading room.

Nearly all radiographic images are now
viewed on liquid crystal display (LCD) moni-

tors attached to a computer that gives the oper-
ator the capability of windowing or otherwise
manipulating the image as it is viewed. A work-
station is a computer terminal that can not only
access image for display, but can be used to
adjust image quality and permanently save those

changes into the PAC (Picture Archiving and
Communication) system. Patient information
attached to each image can also be added or
deleted. 

Within a radiologist’s reading room (Figure
12-1), the diagnostic workstation typically consists
of three display monitors: Two of these are large
high-resolution (2000-pixel) monochrome (black-
and-white) display screens for viewing radi-
ographs. Two monitors are necessary to allow
the essential diagnostic function of comparing
two PA chest images, for example, taken at dif-
ferent times, such as pre-surgery and post-surg -
ery, in order to track a disease or condition. This
also allows the radiologist to examine a PA chest
and lateral chest on the same patient side-by-
side as shown in Figure 12-1. The third monitor
is a typical color computer monitor connected
to a keyboard and pointing devices, all of which
are used to manage the images displayed on the
two high-resolution monitors, including the ap -
plication of various special postprocessing fea-
tures, and manage the patient’s file. 

The image screening area for radiographers
(Figure 12-2) might be considered as a worksta-
tion, but not a diagnostic workstation. Display
monitors here are much lower resolution (1000
pixels) to save expense, but are capable of mak-
ing permanent changes to images and saving
them into the PAC system. 

A display station is a computer terminal that is
restricted from saving any permanent changes
to an image. Since they are not used by a radi-
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ologist for diagnosis, display stations typically
consist of low-resolution monitors, making them
cheap enough to be widely distributed as need-
ed in the emergency department and strategic
clinical locations from intensive care units to
referring doctors’ offices. Although a displayed
image can be “windowed” or otherwise adjusted

on the monitor, changes made cannot be saved
into the PAC system. 

In this chapter, we will first examine the basic
technology behind the LCD monitor and how it
works. Radiographers should have enough un -
derstanding of the LCDs to appreciate their
proper use and care.

Figure 12-1. A radiologist’s diagnostic workstation typically consists of two high-resolution (2000-pixel) monitors for
image display, and an additional computer terminal with monitor for file management. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)

Figure 12-2. A typical display station consists of a low-resolution monitor with no capability for making permanent
changes to images. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas,
Publisher, Ltd., 2018. Reprinted by permission.)
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The Liquid Crystal
Display (LCD) Monitor

To understand the LCD, it will be first neces-
sary to overview the concept of light polarization.
The lenses of polarizing sunglasses contain long
chains of iodine molecules, all aligned parallel
to each other much like the grid strips in a radi-
ographic grid. Like an x-ray, a ray of light is elec-
tromagnetic radiation that consists of a double-
wave with its electrical component perpendicu-
lar to its magnetic component. Shown in Figure
12-3, if the electrical component of a light wave is
oscillating up and down, it can pass through a
polarizing lens with vertical string molecules, but

not through one with horizontal string molecules.
A light wave will be blocked by string molecules
that are perpendicular to the electrical wave. 

Now, imagine layering two polarizing lenses
to gether such that their string molecules are per-
pendicular to each other, as in Figure 12-4. By do ing
this, all light will be blocked by the compound
lens. Any light waves that make it through the first
lens will be perpendicular to, and blocked by, the
second lens. Shown in Figure 12-5, this is just the
arrangement used to construct an LCD monitor
screen. It consists of two thin sheets of polarizing
glass placed with their iodine chain molecules per-
 pendicular to each other, such that in their de -
fault condition, all light is blocked, Figure 12-5B. 

Figure 12-3. In a polarizing lens, only light waves whose electrical component vibrates parallel to its long molecu-
lar chains can pass through, A. Light waves whose electrical component vibrates perpendicular to the iodine chain
molecules are blocked, B. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C
Thomas, Publisher, Ltd., 2018. Reprinted by permission.)

Figure 12-4. Two polarizing lens plates that are stacked perpendicular to each other will block all light from pass-
ing through. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas,
Publisher, Ltd., 2018. Reprinted by permission.)
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In between the two polarizing lenses there is
a thin layer of nematic liquid crystal material,
Figure 12-6, usually hydrogenated amorphous
silicon. The term nematic refers to crystals that
have a long linear shape and tend to align par-
allel to each other (Figure 12-7). Even though
hy drogenated amorphous silicon is a crystalline
substance, the crystals can slide around each
other and flow like a liquid. 

Each of the polarizing glass plates that make
up the LCD screen includes a layer of thin, flat
wires to conduct electricity. Usually made of
indium tin oxide, these flat wires are also trans-
parent so that light can pass through them. When
you touch the surface of an LCD screen, you are
directly touching the top layer of these wires,
and with excessive pressure they can be dam-
aged. (Most “dead” pixels occur from this type
of abuse.) Just as with the polarizing iodine mol-

ecules, the transparent conductors are also
aligned perpendicular to each other when the two
plates are in their normal juxtaposition, effec-
tively forming horizontal rows of wires in one
sheet and vertical columns of wires in the other,
such that the conductors crisscross each other
across the screen.

Shown in Figure 12-8, each junction of these
rows and columns of transparent wires forms a
single hardware pixel in the monitor screen. At
each junction, the surfaces of the two wires fac-
ing each other constitute two electrodes that can
vary the electrical charge between them passing
through the nematic liquid crystal layer. The
surfaces of the electrodes that are in contact
with the nematic liquid crystal are coated with a
thin polymer layer that has been rubbed in a
single direction with an abrasive cloth material
to create a finely scratched surface (Figure 12-9).

Figure 12-5. The two glass plates form an LCD monitor screen contain light polarizing layers that are perpendicu-
lar to each other. Here, when held crosswise to each other, A, light from the sun is able to pass through. When held
in their normal position, B, all light is completely blocked by the perpendicular polarizing lenses. (From Q. B.
Carroll, The Electronic Image: Display and Quality (video), Denton, TX: Digital Imaging Consultants, 2017. Reprinted
by permission.)
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The scratches on the two opposing surfaces are
aligned perpendicular to each other with the
nematic liquid crystal layer between them.

The nematic crystals of the hydrogenated
amorphous silicon tend to line up with the
scratches in the electrode surfaces when no elec-
tric charge is present and the pixel is in its default
“on” state. Since the scratches are perpendicular
to each other, the liquid crystals line up in a spi-
ral pattern that twists 90 degrees between the
two glass plates as shown in Figure 12-9. Light

waves passing through the nematic liquid crystal
tend to follow the orientation of the crystals.
There fore, the light itself twists 90 degrees
between the two plates such that it can pass
through the second plate to the observer (Figure
12-10).

Figure 12-6. Unfolding the two polarizing glass plates of an LCD (top), one can rub the nematic liquid crystal off
of the plates with a finger. (From Q. B. Carroll, The Electronic Image: Display and Quality (video), Denton, TX: Digital
Imaging Consultants, 2017. Reprinted by permission.)

Figure 12-7. Nematic crystals are long, linear molecules
that tend to align parallel to each other.

Figure 12-8. on an LCD monitor screen, each hardware
pixel consists of the junction between two thin, flat wires
that act as electrical conductors, but are also transparent
to allow light to pass through. (From Q. B. Carroll, The
Electronic Image: Display and Quality (video), Denton, TX:
Digital Imaging Consultants, 2017. Reprinted by per-
mission.)
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Figure 12-9. In an LCD hardware pixel, when no electric charge is present, the nematic crystals tend to line up
with fine scratches etched into the electrode plates. However, scratches in the back plate are perpendicular to those
in the front plate. This results in the crystals twisting 90 degrees between the two plates. (From Q. B. Carroll, The
Electronic Image: Display and Quality (video), Denton, TX: Digital Imaging Consultants, 2017. Reprinted by permis-
sion.)

Figure 12-10. When an LCD pixel is in the “on” state, with no electric charge applied, light will be twisted along with
the orientation of the nematic crystals, allowing the light to pass through both polarizing plates and on to the view-
er. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd.,
2018. Reprinted by permission.)
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Ironically, this “on” state for a pixel is its
default state when no electrical current is applied.
Electrical current is used to turn the pixel off as
shown in Figure 12-11. When a full electrical
charge is applied to the pixel electrodes, the
nematic crystals all align themselves in the same
direction, parallel to each other, according to
the electrical charge present. This places them
perpendicular to the second polarizing lens.
Light waves following these crystals will be per-
pendicular to the second lens and blocked by it,
leaving a dark spot on the visible screen.

By varying the amount of electrical charge
applied to the pixel, we can change the un-twist-
ing effect on the nematic crystals, and the un -
twisting of the light, to varying degrees. Thus, a
very slight charge will only untwist the crystals
slightly, allowing most light to pass through and
resulting in a light gray spot. More charge caus-
es a more severe untwisting effect, blocking more
light to result in a darker gray spot. A full amount
of charge results in a “black” spot where all light
has been blocked. The voltage (or amperage)
applied to each pixel in each row is controlled
by electronic circuits alongside the glass plates
(Figure 12-12). on very large monitor screens,

the display must be multiplexed, grouping the
electrodes in different parts of the screen with a
separate voltage source for each group, in order
to ensure sufficient voltage to all pixels.

This is the basic process for building up an
image on any LCD screen. LCD wristwatches,
calculators and other instruments have a famil-
iar gray-silver appearance to them because they
use a simple reflective surface behind the polar-
izing lenses to reflect incoming light. For com-
puter and imaging monitors, a much brighter
image is needed, so a source of active backlight-
ing is used. This lighting is usually provided by
light-emitting diodes (LEDs) or by fluorescent
light bulbs. Figure 12-13 demonstrates the most
common arrangement: a pair of very thin fluo-
rescent bulbs placed along one side of the LCD
screen. By using a whole series of plastic light-
diffusing filters shown in Figure 12-14, the light
from these two long bulbs can be scattered so
evenly across the back of the screen that the
brightness of the opposite side of the monitor is
only a few percent less than the brightness near
the bulbs. 

Compared to the slow-responding passive-
matrix LCDs used for wristwatches and calcula-

Figure 12-11. When an LCD pixel is in the “off” state, electrical charge is being applied to the electrodes. The
nematic crystals align to the electric charge, all pointing the same direction. Light passing through remains
“straight” or untwisted and is blocked by the second (front) polarizing plate. (From Q. B. Carroll, Radiography in
the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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Figure 12-12. Electronic circuits alongside the glass plates of the LCD monitor control the voltage supplied to each
pixel in each row. The greater the voltage, the more the nematic crystals are untwisted, and the darker the pixel.
(From Q. B. Carroll, The Electronic Image: Display and Quality (video), Denton, TX: Digital Imaging Consultants,
2017. Reprinted by permission.)

Figure 12-13. A pair of thin fluorescent light bulbs supply this LCD monitor with all the light it needs from a sin-
gle side of the screen, A. Both bulbs can be better seen in a close-up photo, B. (From Q. B. Carroll, The Electronic
Image: Display and Quality (video). Denton, TX: Digital Imaging Consultants, 2017. Reprinted by permission.)
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tors, much faster response and refresh times are
necessary for computer and imaging monitors.
The response time is the time necessary for the
monitor to change its brightness. The refresh time
is the time required by the entire monitor screen
to reconstruct the next frame of a dynamic
(mov ing) image or the next “slide” in a series. To
achieve these speeds, an active-matrix LCD
(AMLCD) is necessary, in which each hardware
pixel possesses its own thin-film transistor (TFT)
(see Chapter 10). This electronic arrangement
allows each column line to access a pixel simul-
taneously so that entire rows of pixels can be
read out one at a time, rather than single pixels
being read out one at a time. AMLCD monitors
can have refresh rates as high as 240 hertz
(cycles per second). 

Various digital processing operations
(described in Chapters 6 and 7) can be applied
by the monitor, including rescaling, noise reduc-
tion, edge enhancement, and the insertion of in -
terpolated frames to smooth out motion, but too
much processing can cause unacceptable input
lag between the time the monitor receives the
image and actual display. 

Truly “dead” pixels appear as permanent
white spots, damaged in such a way that electri-
cal charge cannot be applied across the pixel.
Permanent dark spots on the monitor screen are
stuck pixels that are constantly receiving electri-
cal charge. Pixels that are dead or stuck can
sometimes be fixed by very gently massaging
them with the fingertip. However, remember
that hardware pixels can also be damaged by
sharp pressure such as from fingernails, so this
procedure should not be attempted with very
expensive radiologist workstation monitors. 

Manufacturers recommend that class 1 LCDs
used by radiologists for diagnosis be “nearly
perfect.” A display monitor should be replaced
if there are more than 15 defective pixels across
the entire screen, more than 3 defective pixels in
any one-centimeter circumference, or more than
3 defective pixels adjacent to each other any-
where on the screen.

LCD Image Quality

The LCD monitor has nearly universally
replaced both the older cathode-ray tube (CRT)

Figure 12-14. Several plastic light-diffusing filters scatter the light from the fluorescent bulbs evenly across the entire
surface of the LCD monitor screen. The thickest filter, A, accounts for most of the thickness of the LCD. (From Q.
B. Carroll, The Electronic Image: Display and Quality (video), Denton, TX: Digital Imaging Consultants, 2017.
Reprinted by permission.)
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which was 35-40 cm (14-16 inches) deep from
front to back, and the “viewbox” illuminator
used to hang hard-copy x-ray film on to view
radiographs. The much thinner and lighter
LCD has many advantages over these older tech-
 nologies but also some notable disadvantages. 

In the “plus” column, the LCD has perfect
geometry so there is no distortion of the image
or change in sharpness across different areas of
the screen. There is no glare and reflection of
ambient light off the screen surface is minimal.
There is no flicker and the brightness is almost
perfectly uniform and consistent over time. 

on the other hand, close inspection reveals
pixelation of the image in which the dark lines
between individual pixels are visible. (Con -
ventional film radiographs had no pixelation.)
Contrast is substantially limited to a ratio of
about 600:1, whereas the contrast ratio of a
viewbox or CRT could be as high as 3000:1.
This low contrast is partly caused by the LCD’s
inability to produce a “true black,” as can be
observed in a completely darkened room—there
is always some light leakage from the backlight-
ing elements in the LCD. As a result, the radiol-
ogist must employ frequent “windowing” to op -
timize each image displayed.

The LCD is sensitive to significant changes in
temperature, and requires at least 15 minutes of
warm-up time to reach its full luminance after
being turned on. Perhaps the most bothersome
disadvantage of the LCD is its viewing angle
dependence—a rapid drop-off of brightness as the
viewing angle of the observer is increased. Be -
cause of this, the LCD monitor must be viewed
almost directly “head-on,” that is, perpendicular
to the screen, for full visibility. This makes it dif-
ficult for secondary observers to get a good view
of the monitor image. 

Spatial Resolution (Sharpness)

As described in Chapter 8, the sharpness of
any radiographic image is ultimately deter-
mined by the size of the dexels (dels) used to
record the latent image or to the size of the pix-
els used to process the image. Any effect that

field of view (FoV) or matrix size have on
sharpness must be due to their effect on pixel or
dexel size. There are different kinds of matrices
and fields of view. Depending on how we define
the matrix or the FoV, they may or may not
affect sharpness. If pixel or dexel size is un -
changed, then spatial resolution is unchanged.

For the display monitor, we are concerned
with two types of pixel: the hardware pixels of the
display monitor itself (which determine the
monitor’s inherent resolution capability), and the
“soft” pixels of the actual displayed light image,
which are relative and can be changed by zoom-
ing the field of view in or out. In this chapter, we
are primarily concerned with the inherent reso-
lution of the display monitor. This is a fixed
value, dependent upon the size of the hardware
pixels, the intersections between the flat con-
ducting wires in the monitor screen. The small-
er these pixels are, the better the sharpness of
the monitor and the higher its inherent spatial
resolution.

Dot pitch or pixel pitch is the distance between
the centers of any two adjacent hardware pixels,
Figure 12-15. The smaller the pixel pitch, the
smaller the pixels themselves must be, and the
sharper the spatial resolution. We often describe
the resolution of a camera or a display monitor
by referring to its total number of pixels, a “3-
megapixel camera” or a “5-megapixel monitor.”
In popular use, the higher this total number of
pixels, the higher the resolution. 

But, keep in mind that all this assumes a fixed
physical detection or display area. In other words, if
we are comparing two display monitors that both
have 35 cm (14-inch) screens, then it would be
true that a 5-megapixel monitor would have bet-
ter resolution than a 4-megapixel monitor be -
cause the hardware pixels would have to be small-
 er to fit into the physical size of the screen. But,
if one monitor is 35 cm (14 inches) and another
is 45 cm (18 inches), the larger monitor could
have hundreds more pixels of the same size. In
this case, their resolution would be equal. 

Generally, the pixel size on a computer mon-
itor is about 0.2 mm and for a high-resolution
Class 1 diagnostic monitor it can be as small as
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0.1 mm. Remember that typical focal spot sizes
are 0.5–0.6 mm for the small focal spot and
1.0–1.2 mm for the large focal spot. Because of
the large ratio between the source-to-object dis-
tance (SoD) and the object-to-image receptor
distance (oID) used in standard radiography,
the width of the penumbra is reduced to a frac-
tion that can be roughly one-tenth of the focal
spot size. Note that for a large focal spot size of
1.2 mm, this would come to 0.12 mm of penum-
bral blur at the edge of a detail. This rivals the
0.1 mm pixel size for a Class 1 diagnostic mon-
itor. What this means is that although the dis-
play monitor is generally the weakest link in the
imaging chain for image sharpness, it is possible,
especially when using the large focal spot, for the focal
spot to be causing more blur than the display moni-
tor at least in some cases. Many radiographers
have developed the very poor habit of using the
large focal spot on procedures, such as the dis-
tal extremities, that should be done with
the small focal spot. In the digital age, this poor
practice could still result in images that are
more blurry than necessary.

Luminance and Contrast

Because of the inherently limited contrast
capability of the LCD already noted, it is essen-
tial that viewing conditions be optimized and
that the brightness of the LCD monitor itself be
carefully monitored. In this relation, we intro-
duce three units of brightness with which the
radiographer should be familiar: the candela, the
lumen, and the lux. Several other units are also
used, but these three are the most common and
will suffice for our purposes.

Luminance refers to the rate of light (bright-
ness) emitted from a source such as an LCD
monitor. Light emitted from the display monitor
spreads out in all directions within a dome-
shaped hemisphere, as shown in Figure 12-16.
To obtain a measure of brightness, we must
define a specific area within this “dome” in
which to take our measurement. We divide the
volume of space within this hemisphere into
units called steradians. 

Shown in Figure 12-16, one steradian is a cone
with a radius r from the source of light, whose
base has an area equal to r-squared (r2). This for-
mula results in a specific angle that sweeps out
the cone in space, such that approximately 12.5
steradians always fit within any sphere. Thus,
for the hemisphere of light projected in front of an
LCD monitor, there are just over 6 steradians
formed. This gives us a fixed, standardized area,
r2, the base of one of these cones, in which to
measure and compare brightness. 

Now, in terms of total energy, the amount of
power emitted from a typical candle is 0.0015
watts per steradian. (Remember that the term
watt represents the Joules of energy spent per sec-
ond, so that time is already taken into account in
this formula.) We define this amount of bright-
ness as one candela, abbreviated Cd. Strictly speak-
 ing, the candela unit describes the rate of light
emitted in all directions from a candle, or the
power of the candle itself, whereas the unit lumen
refers to the brightness of that light within one
single steradian. In other words, a light source
with one candela of brightness generates one
lumen of light flow through each steradian of

Figure 12-15. on an LCD, dot pitch or pixel pitch is the
distance between the centers of two adjacent hardware
pixels. For a fixed screen size, the smaller the pixel
pitch (right), the larger the matrix and the higher the
spatial resolution. A 5-megapixel (matrix size) monitor
is sharper than a 3-megapixel monitor. (Courtesy, Digital
Imaging Consultants, Denton, TX. Reprinted by per-
mission.)
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space around the source. Expressed as a formu-
la:

1 Cd Æ 1 Lm/sr

where sr refers to the steradian. 
The photometer, Figure 12-17, is the common

device used to measure the brightness output of
an LCD or other display monitor. Using the
photoelectric effect, this device converts light
photon energy into electrical charge or current
to generate a display readout. The readout can
be in lumens or in candela per square meter (Cd/m2).
(A similar device called a densitometer is used to
measure the degree of “blackness” on a hard-
copy printout of a radiograph. It mathematical-
ly inverts the brightness measurement to indi-
cate how much light is being blocked by a partic-
ular area on the hard-copy image.)

The American College of Radiology (ACR)
re quires a minimum brightness capability for
rad i ologic display systems of 250 lumens. Typ -
ical brightness settings preferred by radiologists

fall in the range of 500–600 Lm. The maximum
luminance capability of most LCDs is about 800
Lm or 800 Cd/m2. 

optimum viewing of diagnostic LCD images
requires that the ambient reading room light be
dimmed. This avoids reflectance of ambient
light off the surface of the display monitor screen
which is destructive to visual image contrast.
Specular reflectance refers to the reflection of actu-
al light sources such as a light bulb or window;
diffuse reflectance is the cumulative effect of room
lighting across the area of the monitor screen. 

The term illuminance refers to the rate of light
striking a surface. (When reading a book, lumi-
nance would refer to the brightness of a lamp
behind you, whereas illuminance would describe
how bright the pages of the actual book appear
to you.) The effect of ambient room lighting on
the surface of an LCD monitor screen, including
reflectance off the screen, and the resulting
reduction in visible contrast of the image, is a
result of illuminance. The most common unit for
illuminance is the lux, defined as one lumen per
square meter of surface area.

on a sunny day outdoors, about 105 lux illu-
minates the sidewalk in front of you. At night, a
full moon provides about 10 lux of visibility.

Figure 12-16. Luminance is the rate of brightness emitted
from the display monitor. one candela of overall light
emission is defined as one lumen per steradian. A stera-
dian is defined as a cone whose base has an area equal
to the square of the radius (distance) from the light
source. The steradian is about one-sixth of a hemi-
sphere. (From Q. B. Carroll, Radiography in the Digital
Age, 3rd ed. Springfield, IL: Charles C Thomas,
Publisher, Ltd., 2018. Reprinted by permission.)

Figure 12-17. The photometer measures the brightness of
light output from a display monitor. Readout units can
be in lux, lumens or candela per square meter. (From Q. B.
Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd.,
2018. Reprinted by permission.)
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Typical indoor office lighting ranges from 75 to
100 lux. For accurate medical diagnosis, the
ambient lighting for a radiologists’ reading room
should never exceed one-quarter of normal office light-
ing, or 25 lux.

We’ve listed viewing angle dependence as a major
disadvantage of the LCD. Viewing angle depen-
dence can be directly measured and used to
compare different types of LCD monitors. To
do this, a photometer can be placed at a precise
distance perpendicular to the center of the LCD
monitor for a base measurement, then measure-
ments can be repeated at increasing angles from
the perpendicular while carefully maintaining the
distance. Each of these measurements is divided
by the original perpendicular measurement to
ob tain a percentage. More expensive LCDs may
have every other column of pixels “canted” or
slightly tilted to reduce viewing angle effects.

Nature of Display Pixels

When it comes to the display monitor, each
hardware pixel possesses a definite shape (rough-
ly square) and a definite area, about the size of
a 10-point font period, just a bit smaller than the
period at the end of this sentence. In a color
monitor, each of these pixels must be capable of
displaying the entire range of colors in the spec-
trum. Shown in Figure 12-18, this is achieved by
using three rectangular subpixels—one red, one
blue, and one yellow-green—energized at differ-
ent combinations of brightness. When all three
subpixels are lit together, the result of this mix-
ing is white light. It is necessary, then, that we
distinguish between what constitutes a pixel and
what constitutes a subpixel. 

In constructing a digital image for display, we
define a pixel as the smallest screen element that can
display all gray levels or colors within the dynamic
range of the system. Thus, for a color monitor,
each subpixel can only display red, blue, or yel-
low-green, but only the entire pixel, consisting
of all three subpixels working in tandem, can
display the full range of colors including white. 

Monochrome or “black-and-white” display
monitors are sufficient for most medical imag-

ing purposes. Figure 12-18 illustrates how each
hardware pixel actually consists of 18 individual
segments that can be illuminated. These seg-
ments are arranged in groups of three called do -
mains, and a pair of domains (or 6 segments)
constitutes one subpixel. For a monochrome dis-
play monitor, each subpixel is individually ad -
dressed by the computer, and so each subpixel
has the capability of displaying the full range of
gray shades from black to white. This meets our
definition of a pixel. In effect, for a mono-
chrome monitor, each subpixel acts as a full
pixel at one-third the size of a color monitor
pixel, and three times the sharpness can be
achieved. This enhanced sharpness is a great
advantage of monochrome display monitors in
medical imaging.

Figure 12-18. A typical hardware pixel for an LCD is
composed of 18 phosphor segments arranged into
domains of 3 each and subpixels of 6 each. In a mono-
chrome (black and white) monitor, each subpixel can be
addressed as a separate pixel, tripling resolution. (From
Q. B. Carroll, Radiography in the Digital Age, 3rd ed.
Springfield, IL: Charles C Thomas, Publisher, Ltd.,
2018. Reprinted by permission.)
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Chapter Review Questions

1. Two Class 1 high-resolution monochrome
display monitors are required for a radi-
ologist’s diagnostic _____________.

2. A computer terminal that is restricted
from saving any permanent changes to
images into the PAC system is classified as
a _____________ station.

3. A light wave will be blocked by string
iodine molecules that are oriented
_____________ to the electrical component
of the light wave.

4. In its normal configuration, a computer
monitor screen consists of two thin sheets
of polarizing glass with their iodine mole-
cules oriented _____________ to each other.

5. Crystalline molecules that have a long,
linear shape and tend to align parallel to
each other are called ____________ crystals.

6. Each hardware pixel of an LCD monitor
screen consists of two flat, transparent
_____________ crossing over each other.

7. Because the touchable surface of the LCD
screen is made of these pixels, applying
excessive pressure with the fingers can
_____________ them.

8. When no electric charge is present, the
crystals between the two polarizing sheets
line up in a spiral pattern because fine
_____________ in the electrodes on either
side are perpendicular to each other.

9. Light passing through the LCD screen
tends to follow the orientation of the liq-
uid _____________.

10. When an electric charge is applied to the
pixel, all of the crystals line up ___________
to each other, and the second polarizing
sheet blocks them.

11. The degree of molecular twisting, and
there fore the amount of light passing
through the LCD screen, is controlled by
the amount of _____________ applied to the
pixel.

12. Necessary backlighting for the AMLCD
is provided by __________ or by fluorescent
___________.

13. To evenly spread the light across the
screen area, a series of light-diffusing
_____________ are used.

14. For an LCD, define response time:
15. For an LCD, define refresh time: 
16. To allow whole rows of pixels to be read

out at one time for higher speed, in an
_______ _____________ LCD each column
line is able to access a pixel simultane-
ously from all of the rows.

17. A truly “dead” pixel appears as a perma-
nent _______ spot.

18. Due to their backlighting, LCD monitors
have limited contrast because of their
inability to produce a “true-________.”

19. When multiple observers want to see an
image, the greatest disadvantage for LCD
monitors is their viewing _____________
dependence.

20. Assuming they have the same physical display
area, a 5-megapixel monitor will have
____________ sharpness than a 3-megapixel
monitor.

21. The hardware pixel size for display mon-
itors ranges from ____ to ____ millimeters.

22. Although the display monitor is usually
the limiting factor for image sharpness, it
is possible in some positioning circum-
stances for the large focal spot to cause
more _____________ than the monitor.

23. The rate of light emitted from a display
monitor defines its _____________.

24. The photometer measures the rate of
emitted light usually in units of __________,
__________, or _______ _____ _____ __________.

25. Reflectance of ambient room light off the
display screen surface has the effect of
reducing the apparent _____________ of the
image.

26. The illuminance in a radiologic reading
room should never exceed _____________ of
normal office lighting.

27. For a display monitor, we define a hard-
ware pixel as the smallest screen element
capable of displaying all of the _____________
levels in the dynamic range of the system.
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28. For an LCD, a single hardware pixel is
actually made up of three rectangular
___________, each of which can be individ-
ually addressed by the computer.
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Chapter 13

ARCHIVING PATIENT IMAGES AND INFORMATION

Objectives

Upon completion of this chapter, you should
be able to:

1. Define the main components and functions
of a picture archiving and communication
system (PACS).

2. Define metadata and DICOM header.
3. State the DICoM and HL-7 standards and

their purpose
4. Describe the major concerns for image

compression, storage, security, and trans-
mission and how they are addressed.

5. Define medical imaging informatics and dis-
tinguish between EMRs and EHRs.

6. List the three major components of securi-
ty for an information system

7. Describe the physical connections and
bandwidth between nodes of an informa-
tion system.

Picture Archiving and
Communication Systems (PACS)

Through digitization, images from all the dif-
ferent modalities within a medical imaging

department (DR, CR, CT, MRI, DF, NM, son -
ography, and so on) can be stored on optical
discs, magnetic discs or magnetic tapes for uni-
versal access through a picture archiving and com-
munications system or PACS. The PAC system pro-
vides long-term archival storage, allows retrieval

of the images for viewing on television-type
monitors, and allows transmission of the images
to remote clinical sites and hospitals.

Image acquisition stations in clinics and hos-
pital departments that use the PAC system are
considered as service class users (SCUs), while the
centralized devices that manage storage and dis-
tribution of the images, along with PACS work-
stations for accessing and manipulating the
images, are considered as service class providers
(SCPs). 

Figure 13-1 diagrams the components of a
typical PAC system. We see that a PACS is actu-
ally a type of local area network or LAN. This
LAN is tasked with managing the flow of digital
images, related metadata and patient informa-
tion from the various imaging modalities through
a central control computer to the radiology infor-
mation system (RIS), the hospital information
system (HIS), and workstations throughout the
network. These workstations can be in hospital
departments such as the ER or CCU, in physi-
cian clinics, or in the homes of radiologists.

Within the central control computer, or PACS
server (Figure 13-2), images are stored en masse
using magnetic or optical jukeboxes, stacks of
over 100 magnetic or optical discs. A modern
PACS can store over 1 million medical images.
Newer systems use fiber optic technology that
can transmit data at much higher speeds than
electronic transmission lines. Some systems
employ a wide area network (WAN) to allow ac -
cess to images and data at remote locations. 
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In the early days of PAC systems different
manufacturers used different computer lan-
guages and protocols that were not compatible
with each other and impeded communication
between clinics and hospitals at the expense of
patient care. It was quickly recognized that in -
dustry-wide standardization was needed. There -
fore, in the 1980s, the American College of Rad -
iology (ACR) and the National Electronic Man -
u facturers Association (NEMA) joined to for-
mulate the Digital Imaging and Communication in
Medicine (DICOM) standard. While still allowing
manufacturers to use different architecture and
even terminology between their systems,
DICoM standardizes the transmission behavior of
all the devices used in various PAC systems. Pa -
tient care has greatly benefitted from the im -
proved efficiency of communication throughout
the healthcare system.

The essential purpose of the PAC system is to
act as a database. The status of any patient or
radiologic study can be displayed as pending, in
progress, or completed. The user can initiate

Figure 13-1. Diagram of a PACS. The control computer receives acquired images and patient information from all
digitized imaging modalities. Through a local area network (LAN), these images and information are made avail-
able to workstations and display stations throughout the hospital, affiliated clinics and radiologists’ homes, along
with the hospital and radiology information systems (HIS and RIS).

Figure 13-2. A PACS Server. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL:
Charles C Thomas, Publisher, Ltd., 2018. Reprinted by
permission.)
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searches for any particular patient, exam, or
image. The command DICOM query/retrieve
search es out a specific image. DICOM get worklist
imports patient information and study requisi-
tions from the RIS or HIS. DICOM send conveys
data to the general network.

Attached to every image is a DICOM header, a
summary of critical identification and study in -
formation such as the date and time of the pro-

cedure and the number of images taken, essen-
tial information on the image itself such as the
body part, position, technique used, image for-
mat and receptor size, and the parameters used
to digitally process the image, along with where
additional information associated with the
image can be accessed. The DICoM header,
which should appear in a bar at the top of the
screen at the push of a button for each image, is

Figure 13-3A. key types of metadata stored in the DICoM header file are bolded in these excerpts taken from an
actual header. Section A presents initial identification of the exam (including accession number), equipment, insti-
tution, and physicians. Section B includes patient ID and demographic information, and details of the exam.
Section C shows specifics on the radiographic technique used, exposure delivered, and state of equipment. (From
Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018.
Reprinted by permission.)
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a summary of essential metadata for the image. The
term metadata refers to all of the associated data-
base information “behind” each image, and in -
cludes 80 to 100 lines of details as shown in
Figure 13-3.

At a PAC workstation any image can be mod-
ified by windowing its brightness and contrast,
by magnification and cropping, by adding vari-
ous types of annotation, or by applying a num-
ber of special features that effectively re-process
the image (such as edge-enhancement or smooth-
 ing). For radiographers, it must be emphasized
that some of the original image data can be lost
if image quality is altered and then the changed
image is saved into the PACS without first saving a
copy of the original. This loss of data can limit

the radiologist’s ability to window the image as
needed, so it is best to always make a copy of
the original, then modify and save the copy as
an additional image. 

The digital storage capacity required of PAC
systems can become so extreme that some de -
gree of image compression is necessitated. A single
DR or CR image requires 4–5 megabytes of stor-
 age space. In a typical imaging department tak-
ing 200 such images per day, this comes to 30
gigabytes (GB) of storage needed per month just
for DR and CR. MRI scans require 3 times more
storage per image, and CT scans require up to 5
times more per image, such that these four diag-
nostic modalities together can easily exceed 100
gigabytes per month of needed storage. Cost-

Figure 13-3B. Metadata stored in the DICoM header, continued: Section D provides detailed information on the
detector used and field orientation. Section E lists the parameters used for digital processing, including matrix size,
window level and window width, and the type of rescaling curve and look-up tables (LUTs) applied. (From Q. B.
Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted
by permission.)



160 Digital Radiography in Practice

effectiveness demands that image file sizes be
compressed as much as feasible. 

To compress an image file, several adjacent
microscopic pixels must be combined to effec-
tively form a larger pixel with an averaged value.
When this operation is carried out globally
across the entire image, a smaller matrix with
fewer pixels results. Fewer pixel values need be
stored by the computer, saving storage space.
But, there are two negative side-effects: First,
since the image pixels are now larger in size,
small image details may be lost resulting in less
sharpness in the image. Second, image noise
will also become more apparent because small
defects will be magnified in size. So, there is a
trade-off between saved storage space and
image quality. A balance must be struck where
these negative effects are not severe enough to
compromise diagnosis.

The American College of Radiology (ACR)
has defined lossless compression ratios as those
less than 8:1, assuming that the original images
are standard high-resolution digital radiographs.
These have been generally defined as possessing
“acceptable levels” of noise and unsharpness
that do not hinder proper diagnosis. The ACR
defines lossy compression ratios as those above
10:1, that result in an “irreversible loss of detail
in the image” that is unacceptable for medical
applications.

Image storage is distributed among several
nodes within the PAC system. Each acquisition
station at a DR, CR, CT, or MRI unit has a cer-
tain limited storage capacity. Assuming that all
useful images will be sent into central PACS stor-
 age by the radiographer, acquisition worksta-
tions are usually programmed to erase images
on a regular basis, such as 24 hours after each
acquisition, in order to free up storage space for
new studies. The diagnostic (level 1) workstation
used by a radiologist must have much higher
storage capacity because recently acquired im -
ages are often compared side-by-side with pre-
vious studies that must be immediately avail-
able. The quality assurance workstation acts as a
hub for several acquisition units within a depart-
ment and must also have higher storage capaci-
ty. Diagnostic and QC workstations are both

typically programmed to automatically erase
images after 5 days of storage.

The PACS server itself (Figure 13-2) defines
any image file that has been recently accessed as
“active” and temporarily keeps it in on-line stor-
age, which uses optical discs or magnetic tape
media. When several days have passed without
a file being accessed, it is moved from on-line
storage to archive storage or long-term storage
consisting of dozens of optical or magnetic disc
jukeboxes. These may be in a separate location or
even a separate building from the main server. It
can take more than five minutes to retrieve a
study from long-term jukebox storage. 

Because the radiologist often needs to com-
pare previous studies on a particular patient with
a recently acquired study, prefetching programs have
become widely popular in PAC systems. Prefetch -
ing programs work during the night, anticipat-
ing the need to compare previous studies for pa -
tients scheduled the following day, searching the
HIS and RIS for studies and records on these pa -
tients and bringing them up into on-line storage for
immediate access. Dif ferent protocols are fol-
lowed according to the scheduled procedure; For
a pre-surgery patient, the prefetching program
may automatically make the previous two chest
exams available, or for a radiographic study of
the spine only the most recent spine series.
Immediate access to these prior studies can also
be useful to the radiographer as he/she prepares
for a particular radiographic procedure.

other advanced features of the PAC system
can be included at the radiologist’s workstation.
These include intelligent image “hanging” pro-
tocols that orient displayed images according to
the type of exam and can be customized by
individual radiologists, decision support tools
such as computer-aided diagnosis (CAD), and spe-
cial digital processing algorithms that can be
customized by pathology to be ruled out or by
radiologist preference.

PACS images can be integrated into the
patient’s electronic medical record (see the next
section) as part of the HIS, in effect becoming
part of the patient’s chart. This makes them ac -
cessible in a user-friendly way since no special
training for the PAC system is needed, but the
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displayed image cannot be windowed or other-
wise manipulated except by controls on com-
puter display monitor being used. This can be a
good option for internal medicine, family medi-
cine, and other general outpatient clinics tied
into the hospital system. 

Cardiologist and orthopedic surgeon offices
will want to be able to fully manipulate the radi-
ographic images. PACS software can be installed
on PC’s at their clinics to empower most features
with only a few limitations. The highest viewing
quality and most powerful options require actu-
al PACS workstations at the facility or in the hos-
pital department. Special viewing tools allow
interactive consultation between physicians who
can be viewing the images simultaneously. 

Radiographic images can be burned onto a
DVD, along with reports, so a patient can take
them to a referring doctor. However, at the
receiving end, when these images are displayed
on PC monitors that were not specifically de -
signed for radiologic diagnosis, image quality
often suffers. A DICOM viewer is a software pack-
age for displaying the images with the highest
resolution and quality possible for a particular
display monitor. A DICoM viewer program
should always be included on the DVD along
with the images themselves. Some basic DICoM
viewer programs are available for download on
the internet free of charge.

A patient’s electronic medical record may
also include non-radiographic images such as
photographs from a colonoscopy or from surg -
ery. Because of their high resolution, medical
images often comprise files too large to send as
an attachment to an email, and compression can
downgrade image quality enough to compro-
mise diagnosis. Perhaps the best way to send
medical images over the internet is to generate a
unique URL (uniform resource locator) within the
PAC system accessible only with a password. An
e-mail to a referring physician can include a link
to this website address. With the password, the
referring physician can then directly access the
PACS server holding the files and the DICoM
viewer software to properly display them.

Medical images must not be vulnerable to
loss through a computer drive “crashing” or to

electrical failure in a single system. The redun-
dant array of independent discs or RAID system was
developed to prevent permanent loss of images
and records. The RAID system distributes
copies of the same data files across several com-
puter hard drives which are independent of
each other for power. By spreading these drives
across remote geographical locations, even nat-
ural disasters such as floods and earthquakes
can be prepared for. In a storage area network
(SAN), several storage devices are connected in
parallel as shown in Figure 13-4. If any one
component of this network fails, the redundant
connections between the other components are
not broken, so the functionality of the overall
system is preserved.

Medical Imaging Informatics

Medical informatics is the use of networked
computer servers and workstations to improve
the efficiency, accuracy, and real-time interactive
functionality of medical services. The need for
worldwide standardization was recognized as
early as the 1980s for the way healthcare infor-
ma tion is retrieved, integrated and shared. The
Health Level Seven International committee first
met in 1987 for this purpose, and published the
Health Level Seven Standard (HL7). HL7 is to
 medical information and record-keeping what
DICoM is to medical images. It allows data
storage devices from various different manufac-
turers to communicate with each other seam-
lessly.

The heart of medical informatics is the elec-
tronic medical record (EMR), a digital version of
each patients “chart.” The EMR includes physi-
cians’ and nurses’ notes, laboratory and pathol-
ogy results, and radiology reports. Many PAC
systems now integrate with the hospital infor-
mation system (HIS) to make all medical images
accessible to referring physicians as part of each
patient’s EMR. An outstanding example of how
electronic record-keeping improves the efficien-
cy of patient care is that the system can be pro-
grammed to automatically provide timely re -
minders when screening procedures or preven-
tative check-ups are due. 
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Many healthcare providers and insurance
companies are now making the entire EMR
accessible at any time to the patient via the in -
ternet. Healthcare providers are accountable by
law to maintain each patient’s privacy through-
 out all their electronic media and record-keep-
ing, including internet access. In the U.S., the
Healthcare In surance Portability and Accountability
Act (HIPAA), passed in 1996, holds all healthcare
providers liable for violations of any patient’s
right to privacy. This applies not only to the
handling and sharing of electronic and printed
records, but also to verbal discussions of a
patient’s condition that might be held within
earshot of other people. Radiographers must
take special care in these settings.

Authentication programs allow senders and re -
cipients of electronic information to verify each
other’s identities. Finally, system integrity as sures
that incoming information has not been altered,
either accidentally or intentionally. This is the
func tion of a firewall, a router, computer, or small
network that checks for any history of tamper-
ing with incoming files. These, then, are the three
basic elements of security for computer commu-
n ications: Privacy, authentication, and system integrity. 

The hospital information system (HIS) integrates
the flow of all information within a hospital or

clinic. It can be divided into two broad applica-
tions: Clinical information systems (CIS’s) include
the radiology information system (RIS), the lab-
oratory information system, and the nursing in -
formation system, and others dealing directly
with clinical care. Administrative information sys-
tems (AIS’s) manage patient registration, schedul-
ing and billing, and human resources including
payroll. 

For tracking purposes, the HIS assigns a
unique identification number for each patient.
For a radiology patient, this number is sent to
the image acquisition unit, the PAC system, and
the worklist server. When images or records are
moved about, the PAC system verifies a match
between the ID numbers before storing them.
In addition, the RIS assigns a unique number to
each particular radiologic procedure or exam,
called the accession number, which should appear
in the DICoM header for every image. The
accession number is essential for coordination
between radiologists, radiology transcriptionists,
radiographers and scheduling and clerical staff.
The RIS/PACS broker is a device that links textu-
al patient information from the RIS to images
from the PACS. 

Physical connections between the various
nodes of any computer network can be made by

Figure 13-4. A storage area network (SAN) is a secure sub-network connecting jukebox storage and a workflow man-
ager to servers and to redundant arrays of independent discs (RAIDs). By connecting all these devices in parallel,
if any one component fails, the connections between the other components are not broken. (From Q. B. Carroll,
Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by per-
mission.)
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optical fiber cables or coaxial cables. Wireless
connections can be made by radio waves or by
microwaves transmitted between antennas or
satellites. The rate at which data can be trans-
ferred through any system is referred to as the
system’s bandwidth, and is measured in units of
bits per second (bps) or bytes per second (Bps).
(Recall that a byte consists of eight bits.) 

The exchange of data between computers is
governed by transmission control protocols
(TCP’s) and internet protocols (IP’s). A protocol is
a set of rules that facilitate the exchange of data
between the different nodes of a computer net-
work. A transmission control protocol (TCP) divides
the information to be transferred into “data pack-
 ets” of a limited size manageable by the trans-
mitting system. Internet protocol (IP) formats the
actual transmission of the data. Routers use these
protocols to connect wide-area networks (WANs)
to and through the internet. An intranet system
describes a local area network (LAN) that is
used only within a single organization or build-
ing. DICoM is the adopted protocol for PAC
systems to manage medical images.

Chapter Review Questions

1. What does PACS stand for?
2. Within a PAS, centralized devices that

manage storage and distribution of
images are considered as service class
_____________.

3. Within a PACS, the central control comput-
er can be accessed by workstations in var-
ious locations through a _______ __________
network.

4. Within the PACS, images are stored en
masse using magnetic or optical _________.

5. The transmission behavior of all devices
used in various PAC systems has been
universally standardized by the __________
standard.

6. Within the PACS, patient information and
study requisitions from the RIS or HIS
are imported using the DICoM com-
mand get _____________.

7. At the push of a button, a summary of
critical identification and study informa-

tion for any image will appear in a bar
called the DICOM _____________.

8. All of the database information associated
with each image is collectively referred to
as _____________.

9. When storing thousands of medical
images, the sheer volume of information
necessitates some degree of _____________.

10. A lossless image compression ratio has
been defined as less than ________.

11. Image compression ratios greater than
10:1 are described as _____________.

12. Each image acquisition station has limited
storage capacity, and so is programmed to
____________ images after a designated time
period.

13. Recently accessed image files are defined
as active and are made temporarily avail-
able from ____________ storage rather than
archive storage.

14. A program that automatically accesses
older images for comparison in prepara-
tion for radiographic studies ordered the
next day is called a ____________ program.

15. To maintain high image resolution and
quality upon display at referring doctors’
offices that are not part of the PAC sys-
tem, DICOM _____________ software should
be included with images burned onto
CDs or DVDs.

16. To protect against accidental loss, copies
of image files can be distributed across
several computer hard drives at different
locations. This is called a _____________ sys-
tem.

17. In a storage area network, several devices
are connected in _____________ to protect
against natural disasters.

18. Standardization of the exchange of med-
ical information is provided in the publi-
cation _____________.

19. Within a particular clinic or department,
a digital version of a patient’s “chart” is
referred to as the patient’s _____________
_____________ _____________.

20. In the U.S., HIPAA standards enforce the
privacy of patients’ information in all
communication.
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21. List the three basic elements of security
for computer communications:

22. When two users share information
through their computers, ____________ pro-
grams can be used to verify their identi-
ties for security.

23. The radiology information system (RIS)
assigns unique number to each radiologic

procedure or exam, called the ___________
number.

24. The rate at which data can be transferred
between devices is the system’s __________.

25. Information to be transmitted is divided
into manageable “data packets” by a
_________ _________ protocol.



165

Chapter 14

DIGITAL FLUOROSCOPY

Objectives

Upon completion of this chapter, you should
be able to:

1. Describe the use and benefits of dynamic
flat panel detectors for modern fluoroscopy.

2. Give a basic comparison of how the
charge-coupled device (CCD) and the
complimentary metal-oxide semiconductor
(CMoS) work.

3. State the advantages and disadvantages of
CCD, CMoS and the conventional elec-
tronic image intensifier for fluoroscopic
imaging.

4. Explain several ways that digital fluo-
roscopy equipment can be used to mini-
mize patient dose to x-rays.

Fluoroscopy is the real-time imaging of dy -
namic events as they occur, in other words,

x-ray images in the form of “motion pictures” or
“movies.” Thomas Edison is credited with
inventing the first hand-held fluoroscopic device
and coining the phrase “fluoroscope.” It consist-
ed of a fluorescent screen mounted at the wide
end of a light-tight metal cone and a viewing
window at the narrow end. The fluoroscope was
held over the patient as the x-ray beam passed
through from the opposite side. The remnant x-
ray beam exiting the patient struck the fluores-
cent screen, causing it to glow. For four decades,
variations on this device were used that re -

quired a sustained high rate of radiation expo-
sure, often resulting in dangerous levels of radi-
ation dose to patients.

The first electronic image intensifier tube was
developed by John Coltman in the late 1940s,
drastically lowering radiation dose to the patient
and making fluoroscopy a mainstream medical
practice. By adding a photocathode layer be -
hind the fluorescent screen, light emitted by the
screen could be converted into a beam of elec-
trons. Using a series of anodes, these electrons
were both accelerated and focused onto a much
smaller fluorescent screen at the top of the vac-
uum tube. The acceleration and concentration
of the electrons resulted in an extremely bright
image at the output phosphor. This allowed the
use of much lower mA settings for the original
x-ray beam, reducing patient dose by two mag-
nitudes (approximately 100 times). 

The two most common types of modern fluo-
roscopes are shown in Figures 14-1 and 14-2.
Dynamic flat-panel detector (DFPD) units (Figure
14-1) use precisely the same technology as the
flat-panel detector (FPD) used for digital radiog-
raphy discussed in Chapter 10, but with some
changes in the sizes of the dexels and the active-
matrix array (AMA), and electronics, to accom-
modate a continuous, moving image. These units
send the acquired image directly to display. The
older image intensifier (Figure 14-2) is bulkier,
but also cheaper, and continues in use. The image
intensifier requires a recording camera to be
mounted on top of it in order to convert the light



166 Digital Radiography in Practice

“holes,” orbital vacancies in the atoms. A layer
of microscopic electrodes beneath the silicon is
given a negative electrical charge, and a dielec-
tric layer above is charged positive. This attracts
the freed electrons upward. As a sequence of

Figure 14-1. Dynamic flat-panel digital (DFPD) fluo-
roscopy unit.

Figure 14-2. Conventional image intensifier fluoroscopy
unit.

Figure 14-3. A charge-coupled (CCD) imaging device.
The CMoS looks very similar. (Courtesy, Apogee
Instruments, Inc.) 

image emitted from it into an electronic signal
to be sent to the display monitor. 

Image Recording from an
Image Intensifier Tube

Cine film cameras or electronic TV cameras
could be mounted on top of the image intensifi-
er to make recordings of the fluoro images.
These recording devices have now been largely
replaced by a charge-coupled device (CCD) camera
(Figure 14-3). It consists of a small flat plate of
semiconductor material with several prongs for
electrical connections along one or two sides.
Normally about 1 cm square in size for typical
photographic cameras, a larger 2.5 cm version is
used to mount atop an image intensifier tube to
match its 2.5 cm output phosphor, coupled to -
gether by a short bundle of optic fibers.

Figure 14-4 is a diagram of how a typical
CCD works. This is very similar to the direct-
conversion DR detectors described in Chapter
10. When light photons enter the semiconduc-
tor layer, they ionize silicon molecules by the
photoelectric effect, ejecting electrons from
them and leaving behind positively-charged
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electrons flows upward through the semicon-
ductor, the positive vacancies or “holes” in the
molecules drift downward. When a “hole” reach-
 es the bottom of the device, it pulls an electron
from the electrode there, leaving a positive elec-
tric charge on it. Positive charge is collected by
capacitors in this bottom layer and stored as an
indication of how much x-ray exposure was
received.

Underneath the detection layer, rows and col -
umns of thin-film transistors (TFTs) form an
active matrix array (AMA). Each TFT acts as an
electronic gate. When these gates are opened by
a small bias voltage, the electronic charge from
each associated capacitor is released in
sequence. As this electronic signal is drained
from each row of TFTs, it is boosted by an
amplifier before passing into the computer as
image data.

A typical 2.5 cm CCD coupled to an image
intensifier has a matrix of 2048 x 2048 pixels,
making each pixel only 14 microns in size and
yielding very high sharpness. This amazing level
of miniaturization is possible because for the
CCD, each TFT effectively constitutes a pixel, where-

as for DR each dexel, constitutes a pixel. Rather
than individual dexels, each having its own
detection surface, the entire active matrix array
of TFTs lies underneath a continuous detection sur-
face. Compared to the older TV cameras, CCDs
also have high detective quantum efficiency
(DQE) so that less radiographic technique can
be used to save patient dose. Digital fluoro sys-
tems must have a signal-to-noise ratio (SNR) of
at least 1000:1. CCDs have a high signal-to-
noise ratio (SNR), and a long dynamic range of
3000:1, making them ideal for fluoroscopy. CCDs
can acquire images at 60 frames per second,
twice the frame rate of conventional TV cam-
eras, making CCDs especially suitable for digi-
tal fluoroscopy.

Complimentary metal-oxide semiconductors
(CMoS’s) use two metal-oxide semiconductor
field transmitters (MOSFETs ) stacked together to
form an electronic logic gate. one MoSFET is
a p-type (positive) transistor and the other an n-
type (negative) transistor. Developed contempo-
raneously with CCDs in the 1970s, MoSFETs
quickly became the preferred method for man-
ufacturing integrated circuits for computers. It

Figure 14-4. Components of a charge-coupled device (CCD). When light ionizes the semiconductor layer, electrons
drift upward to the dielectric layer, while positively-charged “holes” drift downward to the electrode. Positive charge
is stored on a capacitor to form the electronic image signal. (From Q. B. Carroll, Radiography in the Digital Age, 3rd
ed. Springfield, IL: Charles C Thomas, Publisher, Ltd., 2018. Reprinted by permission.)
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was found the CMoS’s could be used to collect
electric charge liberated from a layer of silicon
above just like CCDs, but early CMoS cameras
produced inferior images. Recent improvements
in CMoS detectors have brought them back
into stiff competition with CCDs as camera ele-
ments.

Initial capture of the light image for the
CMoS works just like that of the CCD. Shown
in Figure 14-5, the main difference is that the
CCD consists of a single, continuous detection
surface with an underlying active matrix array
made up only of TFTs. The CMoS sensor con-
sists of individual dexels each of which has its
own separate detection surface. The CMoS is
very similar to a DR detector (see Figure 11-4,
page 124), but has even more electronics
embedded within each dexel including a TFT,
an amplifier, a noise correction circuit and a dig-
itization circuit. This results in a much reduced
sensitive surface area dedicated to light capture
(Figure 14-5, right). The lower fill factor for CMoS
results in higher noise and less uniformity. But,
with efficient conversion of light energy into
electronic signal, the CMoS has higher speed
than the CCD, consumes only about 1/100th the
power, and is much less expensive to manufac-

ture. Note at the left in Figure 14-5 that for the
CCD, each TFT in the un der lying AMA effectively
becomes a pixel. These individual TFTs are much
smaller than the dexels of the CMoS (right), re -
sulting in higher spatial resolution for the CCD.
The CMoS has higher con trast resolution.

Also shown in Figure 14-5, readout of data from
the CCD is different than that for the CMoS. In
a CCD, each row of TFTs sends a stream of elec-
tric charge as an analog signal to the corner of
the active matrix array. There, the fluctuations in
analog signal are separated into digital readings
that will represent pixels. In the CMoS sensor,
initial output from each dexel has already been
separated into a discrete measurement and dig-
itized before moving down the data wire.

Dynamic Flat-Panel Detectors

Flat-panel technology was fully described in
Chapter 10 under the headings of Direct-capture
digital radiography and indirect-capture DR. These
very same types of detector elements can be
arrayed to form a dynamic flat-panel detector to
record continuous motion images in place of the
older image intensifier tube for fluoroscopy. As
with DR, direct-capture DFPDs use amorphous

Figure 14-5. The CCD has a continuous detection surface with an underlying matrix of small TFTs. The CMoS has
lower fill factor because each dexel has its own detection surface crowded out by electronics. Separation of the ana-
log signal into digital data occurs at the corner of the entire array for the CCD, but within each inidividual dexel
for the CMoS.
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selenium dexels, and indirect-capture DFPDs use
amorphous silicon dexels positioned under a
phosphorescent scintillator layer that first con-
verts x-rays to light. The scintillation layer can
be made of cesium iodide or of gadolinium.
Cesium iodide can be formed into rod-shaped
crystals that keep light from diffusing, as shown
in Figure 14-6, but direct the light straight down-
ward to improve resolution. Gadolinium crystals
are turbid, meaning they cannot be shaped into
rods, so gadolinium detectors have slightly less
resolution but are cheaper.

Realtime observation of a moving fluoro-
scopic image does not require the high level of
spatial resolution that detailed examination of a
static (still) image does. The dexels for a regular
DR flat panel are typically 100–150 microns
(0.1–0.15 mm) in size. For a dedicated fluoro-
scope, the dimensions of the dexels are 200–300
microns, twice those used for static DR imaging,
resulting in four times the area. Dual use digital
systems have the 100–150 micron dexels for
high er-resolution “spot” images, then bin togeth-
er groups of four hardware dexels each to form
an effective pixel with dimensions of 200– 300
microns for the fluoroscopic mode of operation. 

The entire dynamic flat panel is usually a
large 43 x 43 cm (17 x 17”) square, with matrix
sizes up to 2048 x 2048 dexels. For an indirect-
conversion system, it is the TFT dexel layer, not
the scintillation layer, that becomes the limiting

factor for sharpness. The dynamic flat-panel de -
tector sends the image directly to display, with a
typical resolution of about 2.5 LP/mm (line-pairs
per millimeter). This is only one-half as good as
a state-of-the-art image intensifier at 5 LP/mm.
However, the image intensifier tube must have a
CCD camera mounted at the top which lowers
the final resolution of the displayed image down
to a level close to that of the DFPD. Depending
on the quality of the system, either one may
have better sharpness. 

To avoid any “ghost image” from a previous
frame appearing on a current frame, complete
erasure of the DFP detector is necessary after
every exposure. This is achieved with a light-
emitting diode (LED) array that is located below
the detector. Immediately after each frame is
sent into the computer system, the LED array
produces a bright microsecond flash of light that
erases the entire detector in preparation for the
next exposure. 

Radiographic grids for DFPDs are often con-
structed with their grid lines running diagonal to
help prevent aliasing artifacts (see Chapter 5).
Because of the impressive ability of digital pro-
cessing to compensate for the effects of most
scatter radiation, lower ratio grids (6:1 or 8:1)
can be used for digital fluoroscopy that will allow
reduced technique and decreased patient dose,
and the grid can often be removed for imaging
children.

Perhaps the greatest advantage of the DFPD
over the image intensifier tube is its complete lack
of geometrical distortion, whereas the image
intensifier suffers from pincushion distortion and
vignetting that affect the peripheral portions of
the image. The DFPD is smaller, lighter, and
easier to use, and requires less power. It has high
signal-to-noise ratio (SNR) and extended
dynamic range. However, it is more expensive,
may have defective dexels, and can have lower
spatial resolution.

Reducing Patient Dose

All fluoroscopic procedures should be done
using intermittent fluoroscopy, where brief visual
checks are made from time to time rather than

Figure 14-6. For an indirect-capture DR system, cesium
iodide crystals in the phosphor layer can be formed as
long tube-shaped channels to reduce the lateral disper-
sion of light. (Courtesy, CareStream Health.)
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continuously running the fluoroscope, whenever
possible without sacrificing the objectives of the
study. The 5-minute timer is designed to remind
the operator when beam-on time is becoming
excessive for GI studies, and should not be over-
ridden by the radiographer. Minimum oID must
always be used during fluoroscopy by keeping
the IR down as close to the patient as practical.
In recent years, there have arisen several cases
of actual severe radiation burns and lesions to
patients from cardiovascular and surgical c-arm
procedures. Radiographers and radiology assis-
tants working in these areas must become famil-
iar with FDA recommendations and exercise all
due care to prevent excessive radiation expo-
sure to patients.

An excellent digital tool to assist in minimiz-
ing patient exposure is the last-image hold feature
now available with most digital fluoroscopes.
After a short burst of x-rays, a single frame image
is displayed continuously until the next expo-
sure is acquired. This feature has been shown to
reduce fluoroscopic beam-on time by as much
as 50 to 80 percent.

Finally, nearly all digital fluoroscopes now pro-
 vide an option to be operated in pulsed fluoro -
scopy mode. Although DFPDs can be operated
in continuous x-ray mode, this results in an un -
necessary and often excessive amount of radia-
tion dose to the patient. Figure 14-7 illustrates
fluoroscopic operation in pulsed mode, in

which short bursts of radiation are used to pro-
duce individual frames. Note that substantial
radiation dose to the patient is saved every time
the x-ray beam is shut off between frames. To
the human eye, as long as 18 frames per second
are produced, there is no apparent “flicker” in
the continuous image, which appears as a smooth-
 ly flowing motion picture. Therefore, any radia-
tion used to produce more than 18 frames per
second is wasted. 

To achieve very short pulse exposure times
on flat-panel C-arm units, mA must be in -
creased as much as 10 times the conventional
rate (from 2 mA to 20 mA) in order to obtain
sufficient exposure per frame. Even with this
increase in mA, the net result is saved patient
dose because of the extremely short frame expo-
sure times. High-frequency generators are thus
required with very fast interrogation and extinc-
tion times. Interrogation time is the time required
for the x-ray tube to be switched on, and extinc-
tion time is the time it takes to switch the tube
off. 

With digital equipment, patient dose can be
saved by reducing the pulsed frame rate below
30 frames per second. From the digital image
memory, interpolated frames can be added in be -
tween actual exposed frames to produce a con-
tinuous output video signal. This allows us to
reduce the actual exposure frame rate to 15 fps,
cutting patient dose in half. Even frame rates as

Figure 14-7. By pulsing the fluoroscopic x-ray beam, patient dose is spared from continuous radiation wasted
between exposure frames. Using shorter exposure times for the pulses themselves further reduces patient
dose. (From Q. B. Carroll, Radiography in the Digital Age, 3rd ed. Springfield, IL: Charles C Thomas, Publisher, Ltd.,
2018. Reprinted by permission.)  
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low as 7.5 fps can be used for some procedures
that do not require very high resolution. When
in pulse mode, the rate of frames per second is
automatically adjusted so as to not exceed the
rate of electronic pulses per second.

on some units, further reduction of patient
dose can be achieved by reducing the pulse
width for each frame. This is a capability for dig-
ital imaging that needs to be more widely rec-
ognized. The pulse width is the individual expo-
sure time for each frame exposure, and typical-
ly can be set at 6 milliseconds or 3 milliseconds.
By selecting a 3 msec pulse width and keeping
the mA at 20, patient exposure can again be cut
to one-half. Newer fluoroscopy units combine
high mA pulsed mode with spectral filters made
of copper or copper/aluminum alloy to achieve
increased image quality while keeping patient
dose low.

Chapter Review Questions

1. Dynamic flat panel detectors use precise-
ly the same technology as the flat-panel
detectors used in _______, with some mod-
ifications to accommodate a continuously
moving image.

2. The CCD used for fluoroscopy is identi-
cal to that used in a digital camera, except
for attachment to an image intensifier it
must be _______ in size.

3. In a CCD or CMoS, ionization of atoms
by x-rays leads to a build-up of electrical
____________ collected by capacitors under-
neath.

4. Underneath the continuous detective sur-
face of a CCD, rows and columns of _____
form an active matrix array (AMA) to
process the signal.

5. For the CCD, since each TFT effectively
constitutes a pixel, these pixels are only
_____ microns in size, making it possible
to produce extremely high sharpness.

6. The main difference between a CCD and
a CMoS is the way the stored electric
charges are _____ off of the chip.

7. In the CMoS, since each dexel includes
electronics inside it, CMoS has a much
lower _______ factor than CCDs, making it
less uniform and more noisy.

8. List three practical advantages to the
CMoS over the CCD:

9. Cesium iodide DFPDs have ______-shaped
crystals that reduce light dispersion, but
gadolinium DFPDs are much cheaper.

10. Dual use DFPDs can operate in fluoro
mode or in “spot” mode for still images.
For efficiency during fluoro mode opera-
tion, they bin together groups of 4 hard-
ware dexels to form effective pixels that
have _______ the dimensions of those used
during “spot” mode.

11. Grids designed for use with DFPDs typi-
cally have their grid lines running
_____________ to prevent aliasing.

12. The greatest advantage of the DFPD over
the image intensifier tube is its complete
lack of geometrical _____________.

13. In recent years there have been several
cases of severe radiation ______________ to
patients during cardiovascular and C-arm
procedures.

14. on digital fluoro units, the last-image
________ feature has been demonstrated to
reduce beam-on time as much as 50 per-
cent.

15. The human eye sees no “flicker” at frame
rates of at least ______ frames per second.

16. By operating a fluoroscopy unit in _______
mode, unnecessary radiation exposure
between frames is saved.

17. The time required for the x-ray tube to be
switched on is called the ___________ time.

18. on some units, further reduction in
patient dose can be achieved by cutting
the pulse _______ in half.
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Chapter 15

QUALITY CONTROL FOR DIGITAL EQUIPMENT

Objectives

Upon completion of this chapter, you should
be able to:

1. Describe basic quality control tests for a
digital x-ray unit.

2. Describe basic quality control tests for elec-
tronic image display monitors.

Quality control (QC) is generally understood
to be the calibration and monitoring of

equipment. It is but one aspect of quality assur-
ance, a managerial philosophy that also includes
all aspects of patient care, image production and
interpretation, workflow, safety, and radiation
protection. Calibration of x-ray equipment is
largely the domain of the medical physicist. The
quality control technologist may be trained in
most of these procedures. Even though the aver-
age staff radiographer may never perform most
of these equipment tests, it is important that the
radiographer understand and appreciate the re -
quired types of tests and why some acceptance
parameters are more stringent than others. Every
staff radiographer should have a level of under-
standing that enables him or her to at least rec-
ognize problems that may be related to QC and
report them to the proper supervisor, physicist,
or QC technologist.

Monitoring of Digital X-Ray Units

Some tests are easy enough for the staff radi-
ographer to perform. once a baseline image or
data set is established for a particular x-ray unit
or display monitor, it can be monitored by tech-
nologists for any sudden or dramatic deviation
by regular, simple visual checks.

Field Uniformity

All digital x-ray detectors are inherently non-
uniform. In Chapter 5 we discussed how digital
preprocessing is used to correct for deviations in
intensity across the field, and for dexel drop-out
in DR detectors. Any time a particular radio -
paque (light) artifact is noted repeatedly in the
same spot on DR images from a particular unit,
the DR detector plate used in the room is sus-
pect. Similar CR artifacts can be attributed to a
specific cassette when they repeatedly appear on
images produced with that cassette, or to the
CR reader if they repeatedly appear on images
taken with various cassettes. As explained in
Chap ter 5, noise reduction algorithms correct
for these types of flaws detected when a digital
x-ray unit is initially installed, but new artifacts
will eventually appear due to “wear and tear” of
imaging plates and equipment as they age.
These should be monitored and reported.
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Field uniformity from the image receptor can
be tested by making a “flat field” exposure with
no object in the x-ray beam, using moderate tech-
 nique settings. The plate should be thoroughly
erased prior to any test exposure (DR systems
automatically erase the detector after each expo-
sure). A long SID of 180 cm (72¢¢) should be
used to minimize the anode heel effect. The
resulting image may be visually scanned for
dexel or pixel defects. Uniform field intensity is
measured at five locations across the large (35 x
42 cm) field—the center, and four corner areas as
illustrated in Figure 15-1. All images have a
degree of non-uniformity which will become ap -
parent at extreme contrast settings, so contrast
must not be arbitrarily increased by reducing the
window width when evaluating these test images.

Intrinisic (Dark) Noise

Intrinsic or dark noise is the statistical noise
inherent to the DR detector that is not related to
individual dexel drop-out, or “background” noise
inherent in the CR phosphor plate which is not
related to the reader. For CR, a single phosphor
plate can be erased and processed without any
exposure to x-rays. Visually scan the image for
unusual amounts of mottle or noise.

Erasure Thoroughness and “Ghosting”

In a CR reader, the erasing chamber uses
bright bulbs to expose the phosphor plate and
purge it from any residual image from the last
exposure. It is possible for the erasure time to
be too short, leaving some residual image. The
light bulbs can also lose intensity over time, or
burn out. Any of these problems would result in
insufficient erasure of the plate. Note that even
with proper erasure, when a CR phosphor plate
is subjected to an extreme x-ray exposure, a
residual image may persist. 

To check for inadequate erasure, first expose
an aluminum step wedge or other object made
of homogeneous material and process the PSP
plate, then immediately make a second expo-
sure on the same plate without the object in the
beam and with about 2 cm of collimation on all
sides of the field. The image can then be visual-
ly examined for any appearance of the object as
a “ghost image” or “image lag.”

Ghosting is also known as “memory effect” in
DR systems, and can be checked the same way.
In a DR detector, ghosting is caused from resid-
ual electrical charge that has been trapped in the
amorphous selenium or silicon detection layer,
and is released only slowly over time. Indirect-
conversion DR systems usually have shorter
image lag than direct-conversion systems.

Sharpness

A fine wire mesh can be exposed and the
image visually examined for any blurry areas
within the field. A baseline image should be
made when new equipment is installed, then
regular test images taken every 6 months can be
compared to this standard. A line-pair test tem-
plate (see Figure 3-10 in Chapter 3) can be used
to measure the resolved spatial frequency in line-
pairs per millimeter (LP/mm) for any system.

Monitoring of Electronic
Image Display Systems

In the digital age, the electronic display mon-
itor is typically the weakest link in the entire

Figure 15-1. Field uniformity is measured by comparing
the center and four corners of a “flat-field” image, an x-
ray exposure with no object in the field.
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imaging chain. Poor spatial resolution or con-
trast resolution can lead to misdiagnosis, so
quality control of the display monitor has be -
come extremely important. Every display mon-
itor in an imaging department should be quali-
ty-checked at least once each year. Monitors
should be cleaned each month with very mild
detergent and a soft, non-abrasive cloth.
Consistency between all display monitors with-
in a department is essential. Especially within a
radiologist’s workstation, the two high-resolution
monitors must have precisely equal luminance,
contrast, and resolution characteristics for diag-
nostic use.

QC standards and guidelines for display de -
vices are available from several scientific groups.
Specific standards for medical images are found
in DICoM Part 14. The American Association
of Physicists in Medicine (AAPM), the Ameri -
can College of Radiology (ACR), and the So -

ciety of Motion Picture and Television Engineers
(SMPTE) have published test procedures and
guidelines. Class 1 workstation monitors used by
radiologists for diagnosis are subject to more
stringent guidelines than class 2 display monitors
used by technologists, other physicians and
other departments. Task group 18 of the AAPM
and others provide test patterns that can be
downloaded from their websites for display on a
particular monitor. one of the most compre-
hensive and useful test patterns was developed
many years ago by the SMPTE and is demon-
strated in Figure 15-2. 

The concepts of luminance, illuminance, specu-
lar reflectance, diffuse reflectance, and ambient light-
ing for the medical image reading room were
introduced and defined in Chapter 11, with rec-
ommended guidelines. Following are the most
common specific test procedures and the ac cept-
 able limits of deviation associated with them.

Figure 15-2. The universal SMPTE test pattern for monitoring brightness, contrast, and resolution of electronic
image display monitors. (Courtesy, Society of Motion Picture and Television Engineers.) 
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Maximum Luminance

The maximum luminance (maximum brightness)
of a display monitor is simply measured with a
photometer (Figure 12-17 in Chapter 12) over the
brightest area of a test pattern. The Ameri can Col -
lege of Radiology requires a minimum bright-
ness of 250 lumens (Lm) for display systems. But
radiologists prefer settings from 500 to 600 Lm,
and most LCD monitors can achieve up to 800
Lm. Therefore, we recommend here an accept-
able maximum luminance of at least 600 Lm. 

Luminance Response

The luminance response is an accuracy test that
checks the monitor’s ability to reproduce differ-
ent shades of brightness from a test pattern. Test
patterns typically consist of adjacent squares
with differing shades of gray just above the
thresh old of human vision to detect. on a mon-
itor with good luminance response, these squares
will be resolved with a visible difference in den-
sity. on a monitor with poor response, two adja-
cent squares will appear as one rectangle pre-
senting a single density.

DICoM standards define a grayscale standard
display function (GSDF) that brings digital values
into linear alignment with human visual percep-
tion. The increments for the GSDF are called
JNDs, for “just-noticeable differences.” The
AAPM recommends that luminance response
should fall within 10 percent of the GSDF stan-
dard. 

The central portion of the SMPTE pattern
shown in Figure 15-2 includes a ring of density
squares (similar to the image of a step wedge)
forming a “ramp” with 10 percent increments
from black to white. These should all be within
10 percent accuracy, based on starting measure-
ments of the 0 percent and 100 percent areas us -
ing a photometer. The two “50 percent” squares
at the top of the ring should match. At the bot-
tom of the ring there are two gray squares in the
middle used only for labeling the double-
squares lateral to them, which consist of a small-
er square within a larger square. The double-
square to the left is dark gray within black on

the left, marked “0/5 percent.” The one on the
right is light gray within white, marked “95/100
percent.” The observer should be able to distin-
guish the smaller square within the larger one.
In this particular image, the monitor “passes”
for the dark squares at the left, but seems to fail
for the light squares on the right, indicating
somewhat excessive brightness.

Luminance Ratio

Luminance ratio compares the maximum lumi-
nance (LMAX) to the minimum luminance (LMIN)
and is essentially a contrast check. LCD (liquid
crystal display) monitors are very poor at pro-
ducing a “true black” level (LMIN) while ener-
gized, (much worse than the older CRT televi-
sion monitors), and this tends to result in poor
overall contrast. The typical luminance ratio for
an LCD falls between 300 and 600. The initial
LR of a monitor should be logged, and then
checked over time for gradual deterioration. on
the SMPTE test pattern in Figure 15-2, two large
horizontal double-bars are provided specifically
to measure luminance ratio, a black-on-white
bar above the center area, and a white-on-black
bar beneath.

Luminance Uniformity

Luminance uniformity refers to the consistency
of a single brightness level displayed over differ-
ent areas of the screen. As was done with flat-
field uniformity of the detector, luminance uni-
formity of a monitor is checked at five locations:
the center of the screen and the four corners.
AAPM guidelines state that these should not de -
viate by more than 30 percent from their average.

Reflectance and Ambient Lighting

Diffuse and specular reflectance off a monitor
screen were described in Chapter 12. The ambi-
ent lighting in a medical image reading room
must be dimmed to a point where both types of
reflectance are below any visually noticeable
level. While diagnosis is taking place, the maxi-
mum ambient lighting in a reading room should
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never be more than 25 lux. (The lux unit is de -
fined as 1 lumen per square meter.) 

This is approximately one-fourth the typical
brightness of normal office lighting (75-100 lux).
Although the illuminance of a reading room is
most often adjusted subjectively, specific guide-
lines and scientific methods for establishing the
best level for diagnostic purposes in an objective
fashion are available.

Noise

Figure 15-3 demonstrates how excessive noise
can affect the visibility of subtle images by its
destructive impact upon contrast. This test pat-
tern from the AAPM presents five dots (a cen-
tral dot and one in each corner) with one JND,
or just-noticeable difference against the background
as defined by the DICoM grayscale standard
display function (GSDF). on the left in Figure
15-3, one can identify at least two of these dots.
In the high-noise image at the right none of the
dots are visibly resolved.

objective tests and measurements have been
developed by physicists for the noise level in an
image. However, no quantified guidelines for accept-
able levels of noise for medical images have been pub-
lished, and with good reason: Recall from Chap -
ter 9 that in the interest of minimizing patient
dose, we allow for a certain amount of “accept-
able mottle” in the image as defined by the radi-

ologist. Although noise in general should be
kept as low as possible, some forms of noise are
inevitable and become a secondary considera-
tion in comparison with more important objec-
tives in patient care. 

Resolution

Examining the universal SMPTE test pattern
in Figure 15-2 one final time, we note in each
corner and at the center a series of high-contrast
lines or bars laid out in two columns, one for
vertical bars and one for horizontal bars, and in
three sets of diminishing width. A closer look to
the side of these series will reveal another iden-
tical set of line patterns at extremely low con-
trast. These are for testing sharpness at these five
points of the display monitor screen. Vertical
bars indicate horizontal resolution, while the hor-
izontal bars are used to check vertical resolution
which can differ. The observer inspects the sets
of lines to determine which is the narrowest set
of lines that can be clearly distinguished before
they become blurred into each other and lose
their apparent separation. A table is then con-
sulted to find the LP/mm measurement associ-
ated with that set of lines.

The resolution of an LCD monitor is consis-
tent over time and need not be repeatedly
checked, but these measurements can be of
great value when initially purchasing display
monitors. For electronically displayed images,
both the AAPM and the ACR recommend a
min imum resolution of 2.5 line-pairs per mil-
limeter (2.5 LP/mm). 

Dead and Stuck Pixels

In Chapter 11 we described how, for liquid
crystal display (LCD) monitors, electrical charge
is applied to turn a hardware pixel “off” so that
it is dark against a lighter background. Truly
“dead” pixels are failing to receive electric cur-
rent, and actually show up as white spots. To test
for them, a black background “flat field” image
must be created, which would be the normal
image from an x-ray exposure with no object
placed in the beam. It is also possible for a hard-

Figure 15-3. A QC test pattern with five dots at one JND
(just-noticeable difference) evaluates the level of noise in an
electronically displayed image. Here, only two of the
five dots can be made out in the left image. Excessive
noise levels (right) can destroy visibility by reducing
contrast. (Courtesy, American Association of Physicists
in Medicine.)
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ware pixel to become stuck in its “off” state. In
this case, it is receiving continuous electrical
current and shows up as a black spot against a
light background. Such a background is the
default mode for most word processing software
run on your desktop computer, presented as a
“blank page.” For medical imaging monitors, a
blank white screen specifically for test purposes
may be available in a special file. 

Figure 12-18 (Chapter 12) is a diagram illus-
trating how a hardware display pixel is actually
made up of three smaller subpixels. An entire
hardware pixel is typically the size of a printed
period or the dot of an “i” in 12-point font. With
good vision, a bad pixel is readily apparent
upon close inspection of the monitor screen. A
magnifying glass will help with initially finding
bad pixels, but having located one, it can then
be made out without magnification. A single
subpixel can also fail, but would only be visible
with the aid of magnification. 

Dead or stuck pixels can sometimes be fixed
by very gently massaging them with the fleshy
fingertip. However, since a monitor pixel can
also be damaged by fingernails or by excessive
pressure, this procedure is not recommended
for expensive workstation monitors.

It is not unusual for any LCD monitor to have
a few bad pixels present. For Class 1 monitors
used by radiologists for diagnosis, manufactur-
ers recommend that the LCD be “nearly per-
fect.” For class 2 monitors, they recommend a
threshold of 2 defective pixels, or 5 defective
subpixels, per million. The AAPM recommends
failing QC for an LCD monitor that has more
than 15 bad pixels overall, more than 3 bad pix-
els within any 1 cm circle, or more than 3 bad
pixels adjacent to each other anywhere on the
screen.

Other QC Tests

Viewing angle dependence has been men-
tioned as a major disadvantage for LCD moni-
tors. objective measurements can be made by a
physicist using a photometer. The stability of a
new self-calibrating LCD monitor should be
checked by measuring the maximum brightness

every day for the first week, once a week for a
month, then once a month for three months.
Luminance tests should be performed on all
medical monitors annually.

Note, too, that there are several “non-digital”
QC tests that should be performed on x-ray
machines at least once each year, and fall out-
side the scope of this textbook. They are de -
scribed in most x-ray physics books.

Chapter Review Questions

1. For CR units, an artifact that appears in
the same location when different cassettes
are used is most likely being caused in the
_____________.

2. For a flat-field uniformity test, the bright-
ness or density of the image is measured
in __________ locations across the field for
comparison.

3. General statistical noise that is inherent to
a DR detector is called ____________ noise.

4. Two exposures quickly taken from the
same detector, one with an object in it
and one without, are used to test for
_____________.

5. Exposures of a fine wire mesh can be
used to periodically check for any
changes in ___________ across the area of a
detector.

6. Display monitors should be quality-
checked at least once each __________.

7. The luminance of a display monitor can
be measured using a _____________.

8. For a display monitor, list four different
quality control tests related to luminance.

9. The QC test that checks a display moni-
tor’s ability to reproduce different shades
of brightness is called luminance __________.

10. For a display monitor, the LMAX divided
by the LMIN is the luminance ____________.

11. on a display monitor, a pixel that
appears dark against a light background
is _____________.

12. For display monitor QC, there should
never be _______ bad pixels within a 1 cm
circle, or _______ bad pixels adjacent to
each other.





179

GLOSSARY OF DIGITAL RADIOGRAPHIC TERMS

Absorption Efficiency: The ratio of photons absorbed by a particular material.

Accession Number: An institution’s unique number for identifying a particular pro-
cedure or exam.

Active Matrix Array: A panel of electronic detector elements laid out in rows and
columns, used to convert incoming light or x-ray photons into an electrical sig-
nal.

Algorithm: A set of computer instructions to execute a specific task. In radiography,
the “procedural algorithm” often refers to the default processing codes for each
particular anatomical part.

Aliasing: See Moire effect.

Artifacts: Any extraneous images that obscure the desired information in a radi-
ograph.

Attenuation: Reduction in the number or intensity of x-rays as a result of absorption
and scattering.

Attenuation Coefficient: The ratio or percentage of the original x-ray beam intensi-
ty that is absorbed by a particular tissue area.

Band-pass filtering: Removal of selected frequency layers when a digital image is
reconstructed by inverse Fourier transformation.

Binary: Having only two values, 0 and 1, yes or no, on or off.

Bit: Binary digit, a zero or a 1, the smallest unit of computer storage capacity.

Bit Depth: The maximum range of pixel values a computer, display monitor, or
other digital device can store.

Byte: A group of 8 bits used to represent a single alphanumeric character.

Cassette: Any rigid, flat rectangular container designed to hold a PSP plate or film.
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Central Processing Unit (CPU): The computationally functional hardware of a com-
puter system, including the control unit, arithmetic-logic unit, and primary stor-
age.

Characteristic Curve: A graph of the optical density produced in a displayed image
plotted against the exposure level that produced the original latent image.

Charge-Coupled Device (CCD): A flat, compact light-sensing device that uses a sin-
gle layer of silicon as its sensitive surface, used for recording images.

Complimentary Metal-oxide Semiconductor (CMoS). A flat, compact light-sensing
device that uses two semiconductor layers stacked together, one positive and
one negative, used to record images.

Computed Radiography (CR): Use of a photostimulable phosphor plate as an image
receptor, which, after exposure, is scanned by a laser beam to release a latent
light image. This light image is then converted into an electronic signal that can
be fed into a computer for processing manipulation.

Computed Tomography (CT): Reconstruction of a cross-sectional image of the body
using multiple projections from a fan-shaped x-ray beam.

Contrast: The ratio or percentage difference between two adjacent brightness (den-
sity) levels.

Contrast Resolution: The ability of an imaging system to distinguish and display a
range of attenuation coefficients from different tissues within the body; the abil-
ity to reproduce subject contrast with fidelity.

Conversion Efficiency: The percentage of energy from absorbed x-ray photons that
is converted to light by a particular phosphor material.

Current, Electrical: Intensity of the flow of electrons.

Cycle, Wave: Smallest component of a waveform in which no condition is repeat-
ed, consisting of a positive pulse and a negative pulse.

Dark Masking: Surrounding the image with a black border to enhance perceived
contrast.

Del: See Dexel

Density, Electron: The concentration of electrons within a particular atom.

Density, Physical: The concentration of mass (atoms) within an object.

Density, Radiographic: The degree of darkness for an area in the image.

Detail: The smallest component of a visible image.

Detective Quantum Efficiency (DQE): The ability of a detector element (del) to
absorb x-rays or light; its sensitivity to photons.
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Deviation Index: A standardized read-out indicating how far an exposure falls out-
side the target or “ideal” exposure level expected for a particular projection.

Dexel: Acronym for “detector element,” an individual hardware cell in a DR image
receptor, capable of producing a single electronic readout from incoming pho-
ton (light or x-ray) energy.

DICoM: Digital Imaging and Communications in Medicine guidelines which stan-
dardize the behavior of all the various digital devices used in PAC systems.

DICoM Header: A series of lines of information from the metadata of an image
that can be displayed at the touch of a button at the monitor, or may be rou-
tinely displayed at the top (head) of each image.

Differential Absorption: Varying degrees of x-ray attenuation by different tissues
that produces subject contrast in the remnant x-ray beam.

Digital Fluoroscopy (DF): Real-time (immediate), dynamic (motion) imaging with an
area x-ray beam and image intensifier, in which the final electronic signal is dig-
itized for computer processing.

Direct-Capture Digital Radiography (DR): Use of an active matrix array (AMA) as
an image receptor, which converts x-ray exposure into an electronic signal that
can be fed into a computer for processing manipulation. A DR system does not
require the exposed image receptor (cassette) to be physically carried to a sep-
arate processing unit.

Direct-Conversion DR: A DR unit whose image receptor converts incoming x-rays
directly into electrical charge with no intermediate steps.

Display Station: A computer terminal restricted to accessing and displaying radio-
logic images.

Distortion, Shape: The difference between the length/width ratio of an image and
the length/width ratio of the real object it represents, consisting of elongation or
foreshortening.

Distortion, Size: See Magnification.

Dot Pitch: See Pixel Pitch.

Dual Energy Subtraction: The production of “bone-only” or “soft-tissue only”
images by using two exposures at different average energies (average keV). This
allows the computer to identify tissue types by the change in x-ray attenuation,
then subtract bony or soft tissue from the displayed image.

Dynamic: Moving.

Dynamic Range: The range of pixel values made available for image formation by
the software and hardware of an imaging system.
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Dynamic Range Compression: Removal (truncation) of the darkest and lightest
pixel values from the gray scale of a digital image. 

Edge Enhancement: Use of spatial or frequency methods to make small details, such
as the edges of structures, more visible in the image.

Emission Efficiency: The percentage of light produced by phosphor crystals that
escapes the phosphor layer and reaches a detector.

Energy Subtraction: See Dual energy subtraction.

Equalization: See Dynamic range compression.

Exposure Field Recognition: Ability of a digital imaging system to identify the bor-
ders of a collimated x-ray exposure field, so that data outside the field may be
excluded from histogram analysis and exposure indicator calculations.

Exposure Indicator: A read-out estimating the exposure level received at the image
detector as derived from initial pixel values in the acquired image histogram.

Exposure Latitude: The margin for error in setting radiographic technique that an
imaging system will allow and be able to produce a diagnostic image.

Extrapolation: Estimation of a value beyond the range of known values.

Farbzentren (F Centers): Energy levels within the atoms of a phosphor crystal that
act as electron “traps” that can store an ionized electron for a period of time.
Collectively, these captured electrons form a latent image.

Fast Scan Direction: The direction the laser moves across a PSP plate in a CR read-
er.

Fifteen-Percent Rule: The exposure level at the image receptor can be approxi-
mately maintained while increasing x-ray beam penetration, by employing a 15
percent increase in kVp with a halving of the mAs, and vice versa.

Fill Factor: The percentage of a detector element’s area dedicated to photon absorp-
tion.

Flat Field Uniformity: The consistency of pixel levels across the area of the image
field when exposure is made with no object or anatomy in the x-ray beam.

Fluoroscopy: Real-time (immediate) viewing of dynamic (moving) radiographic
images.

Fog: An area of the image with an excessive loss of contrast and gray scale due to
sources of noise.

Fourier Transformation: The mathematical process, in the frequency domain, that
breaks the complex waves that form an image into their individual wave com-
ponents.
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Frequency: Rate of cycles per second for a moving waveform.

Frequency Domain Processing: Digital processing operations based upon the size of
structures or objects in the image, which correlates to the wavelength or fre-
quency of their wave function.

Geometrical Integrity: See Recognizability.

Gradation (Gradient) Processing: Re-mapping of the gray scale range of a digital
image by the use of look-up tables (LUTs). Intensity transformation formulas are
applied to the range of pixel values to generate new LUTs. 

Gray Scale: The range of pixel values, brightness levels, or densities present in a dis-
played digital image.

Hardware: Physical components of a computer or related device.

Hertz: Unit of frequency; number of cycles or oscillations per second.

High-pass filtering: Removal of low-frequency layers when the digital image is
reconstructed, such that higher frequencies (smaller details) become more visi-
ble.

HIS: Hospital Information System which stores and manages all images, lab results,
reports, billing and demographic information on every patient.

Histogram: A graph plotting the pixel count for each brightness level (density) with-
in an entire image.

Hybrid Subtraction: A combination of temporal and energy subtraction, where the
two images are taken at different times and also at different energies, preclud-
ing the need of a contrast agent.

Image Receptor: Device that detects the remnant x-ray beam and records a latent
image to be later processed into a visible image. 

Indirect-Conversion DR: A DR unit whose image receptor first converts incoming
x-rays directly into light using a phosphor layer, then converts the light into elec-
trical charge.

Intensity Domain Processing: Digital processing operations based upon pixel values
(brightness , or density levels), which form a histogram of the image.

Interface: Connection between computer systems or related devices.

Intermittent Fluoroscopy: Avoidance of continuous exposure to the patient during
fluoroscopic procedures.

Interpolation: Estimation of a value between two known values.

Interrogation Time: Time required for an electronic switch or detector to operate.
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Inverse Fourier Transformation: The mathematical process, in the frequency
domain, that re-assembles or adds together the individual wavelengths 

Inverse Square Law: The intensity of radiation (and most forces) is inversely pro-
portional to the square of the distance between the emitter and the receiver.

Inversion, Image: “Flipping” an image top for bottom and bottom for top.

Jukebox: A stack of dozens of optical disc or tape storage devices.

k-Edge Effect: The surge of photoelectric light emission by a phosphor when the
kV of incoming photons just exceeds the binding energy of the phosphor atoms
k shell.

kernel: A smaller sub-matrix that is passed over the image matrix executing math-
ematical operations on its pixels. 

kilovolt-Peak (kVp): The maximum energy achieved by x-ray photons or electrons
during an exposure.

Laser: Light amplification by stimulated emission of radiation: Light emitted in phase
(with all waves synchronized) when certain materials are electrically stimulated.

Latent Image: Image information that has not yet been processed into a visible
form.

LCD: See Liquid crystal display.

Light Guide: A fiber optic tube that can transmit light along a curved path.

Liquid Crystal Display (LCD): A display monitor that uses a layer of liquid crystals
between two polarized sheets of glass to control the blocking or emission of light
from behind the screen.

Look-Up Table (LUT): A simple table of data that converts input gray level values
to desired output values for the displayed image.

Lossless Compression: Digital image compression ratios less than 8:1 that preserve
a diagnostic quality of image resolution.

Lossy Compression: Digital image compression ratios at 8:1 or greater that do not
preserve a diagnostic quality of image resolution.

Low-Contrast Resolution: Ability to demonstrate adjacent objects with similar
brightness (density) values).

Low-pass filtering: Removal of high-frequency layers when the digital image is
reconstructed, such that lower-frequencies (larger structures and backgrounds)
become more visible.

Magnification: The difference between the size of an image and the size of the real
object it represents.
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mAs: See Milliampere-seconds.

Matrix: The collective rows and columns of pixels or dels that make up the area of
an image or image receptor.

Metadata: An extensive database of information stored for each image in a PAC sys-
tem, including information on the patient, the institution, the procedure, the
exposure and the equipment used.

Milliamaperage: The standard unit measuring the rate of flow of electricity (also fre-
quently used by radiographers to describe the rate of flow of x-ray photons).

Milliampere-Seconds (mAs): The total amount of electricity used during an expo-
sure (also frequently used by radiographers to describe the total amount of x-
ray exposure used).

Misregistration: Misalignment of two images for the purpose of subtraction.

Modem: Modulator/Demodulator: A device that converts digital electronic signals into
analog musical tones and vice versa.

Modulation: Changing of a video or audio signal.

Modulation Transfer Function (MTF): Measurement of the ability of an imaging sys-
tem to convert alternating signals in the remnant x-ray beam into alternating
densities or pixel values.

Moire Effect: False linear patterns produced in an image when the sampling rate of
a processor/reader approximates the line resolution of the image receptor or the
line frequency of a grid.

Mottle: A grainy or speckled appearance to the image caused by excessive noise,
faulty image receptors or faulty display.

Multiscale Processing: Decomposition of the original image, by Fourier transforma-
tion, into eight or more frequency bands for individual digital processing treat-
ments.

Nematic Crystals: Crystals with a long thread-like shape, that tend to align togeth-
er.

Noise: Any form of non-useful input to the image which interferes with the visibili-
ty of anatomy or pathology of interest.

operating System: Software that sets the general format for the use of a computer
(e.g., home, business, science) including an appropriate interface (“desktop”) for
the type of input devices to be predominantly used.

optical Disk: A removable plate that uses laser light to write and read data.

overexposure: An area of the image excessively darkened due to extreme exposure
or processing conditions.
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PACS: Picture Archiving and Communication System which provides digital stor-
age, retrieval, manipulation and transmission of radiographic images.

Penetration: The ratio or percentage of x-rays transmitted through the patient to the
image receptor.

Penumbra: Blur; The amount of spread for the edge of an image detail, such that it
gradually transitions from the detail brightness to the background brightness.

Perceptual Tone Scaling: Gradation processing with LUTs based on the human per-
ception of brightness levels in order to give the displayed image a more con-
ventional appearance.

Phosphor: A crystalline material that emits light when exposed to x-rays.

Phosphorescence: Delayed emission of light.

Photoconductor: Material that conducts electricity when illuminated by light or x-
ray photons.

Photodiode: Solid-state electronic device that converts light or x-ray energy into
electrical current.

Photoelectric Interaction: Total absorption of the energy of an incoming photon by
an atom resulting in the emission of a only a photoelectron. 

Photometer: Device that measures light intensity.

Photomultiplier Tube: A series of dynodes (reversible electrodes) that can magnify
a pulse of electricity by alternating negative and positive charges in an acceler-
ating sequence.

Photon: Electromagnetic energy in a discrete or quantized amount that acts as a
“bundle” or “packet” of energy much like a particle.

Photospot Camera: Device that records only one frame at a time from a fluoro-
scopic image.

Photostimulable Phosphor Plate (PSP): The active image receptor used in comput-
ed radiograph (CR) whose phosphor layer can be induced to emit its stored
light image, after initial exposure to x-rays, by re-stimulating it with a laser
beam.

Phototimer: See Automatic exposure control.

Pixel: An individual two-dimensional picture element or cell in a displayed image,
capable of producing the entire range of gray levels or colors (bit depth) for the
system.

Pixel Pitch: The distance from the center of a pixel to the center of an adjacent
pixel.
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Polarization, Light: The filtering of light waves such that their electrical component
is only allowed through in one orientation, vertical or horizontal, but not both.

Preprocessing: All corrections made to the “raw” digital image due to physical flaws
in image acquisition, designed to “normalize” the image or make it appear like
a conventional radiograph.

Point Processing operations: Digital processing operations that are executed pixel
by individual pixel.

Postprocessing: Refinements to the digital image made after preprocessing correc-
tions are completed, targeted at specific anatomy, particular pathological condi-
tions, or viewer preferences.

Prefetching: An automatic search for and access of previous radiographic studies
and records related to a scheduled exam many hours prior to the exam, so that
they may be immediately available to the diagnostician at the time of the exam.

Preprogrammed Technique: Pre-set techniques for each anatomical part stored with-
in the computer terminal of a radiographic unit, selected by anatomical dia-
grams at the control console.

Primary Memory: Data storage that is necessary for a computer to function gener-
ally.

Primary X-Rays: X-rays originating from the x-ray tube that have not interacted
with any subsequent object.

Proportional Anatomy Approach to Technique: The thesis that the required overall
radiographic technique is proportional to the thickness of the anatomical part,
such that comparisons between different body parts can be made to derive
ratios for adjusting technique.

Pulse Mode Fluoroscopy: Breaking of the fluoroscopic exposure into a series of dis-
crete, fractional exposures separated by time intervals.

Pyramidal Decomposition: Repeated splitting of the digital image into high-fre-
quency and low-frequency components, with the lower-frequency bands requir-
ing smaller and smaller file sizes for storage.

Quality Assurance: overall program directed at good patient care, customer satis-
faction, and maintenance of resources such as equipment.

Quality Control: Regular testing and monitoring of equipment to assure consistent
quality images.

Quantization: Assigning digital values to each measurement from the pixels of an
image matrix.

Quantum: See Photon.
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Quantum Mottle: A grainy or specked appearance to the image caused by the ran-
domness of the distribution of x-rays within the beam, which becomes more
apparent with low exposure levels to the image receptor.

Radiography: Use of x-rays to produce single-projection images.

Radiolucent: Allowing x-rays to easily pass through.

Radiopaque: Absorbent to an x-ray beam, such that few pass through.

Random Access Memory (RAM): Data that can be accessed from anywhere within
storage in approximately equal amounts of time, without having to pass through
other files or tracks.

Read-only Memory (RoM): Data storage that cannot be changed by the user.

Real-time: Immediately accessible.

Recognizability: The ability to identify what an image is, which depends upon its
levels of sharpness, magnification and distortion.

Redundant Array of Independent Discs (RAID): A system that stores back-up image
files across several computer hard drive that are independent of each other, to
protect against loss of files.

Region of Interest (RoI): See Volume (values) of interest.

Remnant Radiation: Radiation having passed through the body but not having
struck the image receptor or detector.

Rescaling: Re-mapping of the input data from the acquired image to a pre-set range
of pixel values in order to produce consistent brightness and gray scale in the
displayed output image. 

Resolution: The ability to distinguish small adjacent details in the image as separate
and distinct from each other and from any background.

Resolving Time: Time required for a radiation detection device to re-set itself after
an ionizing event such that a subsequent ionization can be detected.

Reversal, Image: Changing a (negative) radiographic image into a positive image by
inverting pixel values.

RIS: Radiology Information System which stores and manages all radiologic images
and related reports, radiologic billing and demographic information on every
patient. 

Sampling: Taking intensity measurements from each pixel or cell in an image
matrix.

Saturation, Digital Radiography: overwhelming a digital data-analysis system with
electronic signal (from extreme exposure at the detector) such that the data can-
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not be properly analyzed, resulting in a diagnostically useless pitch black area
within the displayed image.

Scanning: Dividing of the field of the image into an array of cells or pixels, to for-
mat the matrix.

Scatter X-Rays: Secondary x-rays that are traveling in a different direction than the
original x-ray beam.

Scintillation: Emission of light upon x-ray or electrical stimulation.

Secondary Memory: Data storage that is not necessary for a computer to function
generally.

Secondary X-Rays: X-rays produced by interactions within the patient or objects
exposed by the x-ray beam.

Segmentation: Ability of a digital imaging system to identify and count multiple
exposure fields within the area of the image receptor.

Semiconductor: Material that can act as an electrical conductor or resistor accord-
ing to variable conditions such as temperature, the presence of light, or pre-
existing charge.

Service Class Provider: The centralized storage and distribution services of a PAC
system.

Service Class User: The decentralized image acquisition units, workstations and dis-
play stations of a PAC system where the services of the system are accessed.

Shape Distortion: See Distortion, shape.

Sharpness: The abruptness with which the edges of an image detail stop as one
scans across the area of an image.

Signal-to-Noise Ratio (SNR): The percentage (ratio) of useful signal or information
to non-useful, destructive noise contained within the acquired image data.

Slow Scan (Subscan) Direction: The direction a PSP plate moves through a CR read-
er.

Smoothing: Use of spatial or frequency methods to reduce contrast only at the level
of small details, (local contrast), to reduce noise or make the edges of structures
appear less harsh in the displayed image. 

Software: Mathematical and logic programming that directs a computer or related
devices.

Solid-State: Using crystalline materials rather than vacuum tubes to control electri-
cal current.
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Spatial Domain Processing: Digital processing operations based upon the locations
of structures or pixels within the image matrix.

Spatial Frequency: Measure of the spatial frequency of an imaging system expressed
in line-pairs per millimeter (or per other unit of distance).

Spatial Resolution: The ability of an imaging system to distinguish and display small
pixels; the ability to produce sharpness in image details.

Speed: The physical sensitivity of an image receptor system to x-ray exposure. 

Speed Class: The programmed sensitivity of a digital processor or reader to the sig-
nal from the image receptor.

Square Law: Principle that exposure at the IR can be maintained for different SIDs
by changing the mAs by the square of the distance change.

Static: Still or stationary, not moving.

Stimulated Phosphorescence: Delayed emission of light upon stimulation.

Stitching, Image: Attaching several images together to display a large portion of the
body.

Storage Area Network (SAN): A small local network of storage devices connected
in parallel so that if one device fails, all connections between other devices are
preserved.

Subject Contrast: Difference of intensity between portions of the remnant x-ray
beam, determined by the various absorption characteristics of tissues within the
patient’s body.

Subpixel: A segment of a pixel that is not capable of producing the entire range of
gray levels or colors (bit depth) for the system.

Subtraction: Removal of structures of a particular size from an image by making a
positive (reversed image) mask of only those structures, then superimposing the
positive over the original negative image to cancel those structures out. A con-
trast agent present in only one of the images will not be subtracted.

Technique, Radiographic: The electronic, time and distance factors employed for a
specific projection.

Teleradiology: Transmission of medical images and reports to and from remote
sites.

Temporal Subtraction: Subtraction between two images taken at different times, the
first prior to injection of a contrast agent and the second after the contrast agent
is introduced.

Thin-Film Transistor (TFT): The electronic switching gate used in detector elements
for direct-capture radiography.
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Translation, Image: “Flipping” an image geometrically left for right, and right for
left.

Translucent: Allowing light to pass through.

Umbra: The clearly defined portion of a projected image.

Unsharp Mask Filtering: Subtraction of the gross (larger) structures in an image to
make small details more visible.

Unsharpness: The amount of blur or penumbra present at the edges of an image
detail.

Video Display Terminal (VDT): Display monitor and connected input devices for a
computer.

Volatile Memory: Data storage that can be erased by the user.

Volume (Values) of Interest (VoI): Portion of an image histogram that contains data
useful for digital processing and for calculating an accurate exposure indicator.

Visibility: The ability to see a structure in an image, which depends upon its bright-
ness and contrast versus any noise present.

Voxel: A three-dimensional cube (or square tube) of body tissue that is sampled by
an imaging machine to build up a displayed digital image.

Wavelength: Distance between two similar points in a waveform.

Window Level (Level): The digital control for the overall or average brightness, den-
sity or pixel level of the displayed image.

Window Width (Window): The digital control for the range of brightness, density, or
pixel levels in the displayed image.

Windowing: Adjusting the window level or window width.

Word, Digital: Two bytes of information.

Workstation: A computer terminal allowing access to and manipulation of radiolog-
ic images, and permanent saving of changes into the PAC system.
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A

Absorption, x-ray, 
by air, 13
capturing the image, 135

Accession number, 162
Active matrix array, 122, 124

address driver, 124
data lines, 124
gate lines, 124

Active matrix LCD, 149
Algorithms, procedural, 

alternative, use of, 98
Aliasing, 136

digital fluoroscopy, 168
grid, 137
magnification and, 25
sampling and, 136

Ambient lighting (room), 108, 152
Analog-digital converter, 3, 6, 7,
Analog images, 5
Anatomical LUT, 69, 77, 80
Anode heel effect, 53
Archiving patient images and information, 

156
Artifacts, 138
Attenuation, 13

Part thickness, 15

B

Background radiation, 129
Background suppression, 92, 96, 105
Band-pass filtering, 91
Bit Depth, 7, 8
Black bone, see reversal, image
Blur, see penumbra and unsharpness
Bone-only image, 108
Bremsstrahlung x-rays and kVp, 40
Brightness, 20

rescaling and, 69
windowing and, 100

C

CCD, see charge coupled device
CMoS, see complimentary metal-oxide 

semiconductor
Cassette, CR, construction, 125
Charge-coupled devices (CCDs), 166

active matrix array, 167
capacitors, 167
detection surface, 167, 168
detective quantum efficiency (DQE), 167
dynamic range, 167
fill factor, 168
frame rate, 167
ionization, 166
patient dose, 167
signal-to-noise ratio (SNR), 167
thin-film transistors (TFTs), 167, 168

Collimation, 6
recollimation, see dark masking

Coltman, John, 165
Complimentary metal-oxide semiconductor 

(CMoS), 167
detection layer, 168
dexel, 168
fill factor, 168
MoSFETs, 167
readout, 168
TFT (thin-film transistor), 168

Compton scatter effect / interaction, 14
noise, 176

Computerized Radiography (CR), 3, 121, 
125

background radiation, 129
cassette, 125, 129
detective quantum efficiency (DQE), 135
erasure, 129
exposure indicators, see Exposure indi-

cators
F-centers, 126
fixed sampling systems, 134
fixed matrix systems, 134

INDEX
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Nyquist frequency, 137
patient exposure, 3
photomultiplier tube, 128
photostimulable phosphor plate, 125

construction, 126
efficiency, 135

pixel size, 128
reader, CR, 125, 126, 127

eraser section, 128
laser, 126, 127
light channeling guide, 128
photomultiplier tube, 128
sampling rate, 127

recent developments in CR,
scan directions, reader, 127
scatter radiation, 129
sharpness, 1129

fixed sampling systems, 134
fixed matrix systems, 134

spatial resolution, see sharpness
speed class, 114

Computer, 
analog data, 5
analog-to-digital converter (ADC), 3, 6, 7
bandwidth, 163
control, PACS, 156
connections, 162
digital/discrete data, 5
LAN, (local area networks, 156
storage, 156
WAN, (wide area networks, 156

Contrast, image, 20
ambient lighting and, 152
gray scale, 20
high kVp and, 42
local and global, 86
measuring, 22
photoelectric effect, 14
photoelectric/Compton ratio, 14
ratio, measured as a, 23
scatter radiation, 36
windowing and, 102

Contrast enhancement by digital units, 34, 
65

Contrast equalization, 83
Contrast, subject, see subject contrast
Contrast agents, 16
Contrast resolution, 27, 30 
Contrast scale, see gray scale
Controlling exposure, 113
Controlling factors, 118

D

Dark masking, 108
Data clipping, 80

Del, see detector element
Dexel, see detector element

drop-out, 50
Densitometer, 152
Density, physical tissue, 15
Density, radiographic, see Image brightness, 

Image density
Detail processing, 86

contrast, local and global, 86
edge enhancement, 92, 103
filtering, frequency, 52, 91
Fourier transformation, 88

inverse, 90
frequencies, image, 87
frequency domain, 87
frequency processing, 90
kernels, 73, 94
multiscale processing, 90
smoothing, 95, 102
spatial domain, 73, 94
spatial processing, 

Detective quantum efficiency (DQE), 135
Detector, DR, 47, 122

resolution, inherent, 132
saturation, 117
sharpness, inherent, 132
speed, 113

Detector element, 19, 122, 123
CCD and CMoS, 166
electron-hole pair, 123
fill-factor, 135, 168
ionization, 123
pitch, 130
size, 131
thin-film transistor, 123

Deviation index, 114
calculating, 116
DICoM header and, 115
histogram analysis errors and, 115
image quality and, 118
inappropriate use of, 118
limitations of, 118
patient dose and, 118
percentages Vs. ratios, 116
recommended actions, 116

Dexel, see detector element
DICoM, 156
DICoM header, 158
DICoM viewers, 161
Digital equipment, 

contrast enhancement capability, 34, 65
exposure latitude and, 34
sensitivity to subject contrast, 34
speed class, 114

Digital fluoroscopy, see Fluoroscopy, digital 
Digital image, 5
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acquisition, see image, acquisition
artifacts, 138
brightness, 20 
contrast, 20
DICoM (Digital Imaging and

Communications in Medicine) standard, 
156

digitizing images, 6
read-out accuracy, 6
sampling, 6
scanning, 6
quantizing, 7 

field of view, 131, 133, 134
file size, 159
fog, 60
gray level / scale, 7, 20, 39, 100
matrix, image, 6, 131
mottle, 24, 50
nature of, 4
pixellation, 25, 133, 150
pixels, 

size of, 130, 132
postprocessing, see Postprocessing,

digital
preprocessing, see Preprocessing, digital
processing, see Processing, digital
qualities, 20
resolution, 27, 30
saturation, 117
sharpness, 23, 24,129

field-of-view and, 133
signal-to-noise ratio, 23, 24 
spatial resolution, see sharpness
visibility, 23, 25
window level, 20, 64, 100
window width, 21, 64, 100

Digital processing, see Processing, digital
Digital radiograph, see digital image
Digital radiography, 121

active matrix array, see active matrix array
artifacts, 138
detective quantum efficiency (DQE), 135
detector, 47, 
detector elements (dexels), 122, 123 

pitch, 130
development of, 3
direct conversion systems, 4, 122, 123

detective quantum efficiency (DQE), 
135

selenium, amorphous, 122, 123
efficiency, 122
exposure indicators, see Exposure indi-

cators
grids, use of, 36
indirect conversion systems, 4, 122, 124

detective quantum efficiency (DQE), 

135
phosphor layer/scintillator, 122, 124
silicon, amorphous, 122, 125

mobile units, 121
patient exposure, 4
sharpness, 129
spatial resolution, see sharpness
speed class, 114
thin film transistors (TFTs), 123, 124
windowing, 64, 74, 99

Digital subtraction, see Subtraction, digital
Digitizing analog images, 69
Display field of view, 133
Display monitors, 141

backlighting, 147, 150
candela, 151
contrast, 150, 151
damage, 149
dot pitch, 150
field-of-view (display), 133
lag, 149
liquid crystal displays (LCDs), 143
lumen, 151
luminance, 151 

photometer, 152
steradian, 151
viewing-angle dependence, 153

lux, 152
magnification (display), 133
monochrome, 153
mottle, electronic, 50
nematic liquid crystals, 144
noise, electronic, 50
passive matrix, 147
pixel pitch, 130
pixels, 144, 153

defective, 149
dead pixels, 149
nature of display, 153 
pitch, 150
states (on and off), 147
stuck pixels, 149
subpixels, 153

pixellation, 150
polarization of light, 143
polarizing lenses (plates), 143, 144
quality, image, 149
reflectance, 152
refresh time, 149
resolution, 150
response time, 149
steradian, 151
viewing angle dependence, 150, 153

Display, preparation for, 96 
Display station, 141
Display systems, 141
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Distortion, shape, 25
Drop-out, dexel/pixel, 50, 91
Dual energy subtraction, see Subtraction, 

dual energy
Dynamic flat panel detector (DFPD), 165

binning, 169
dexel size, 165, 169
direct-capture, 168
distortion, 169
dual-use, 169
erasure. 169

LED array, 169
grids, 169
indirect-capture, 168

scintillation layer, 168
cesium iodide crystals, 169
gadolinium, 169

matrix size, 169
sharpness, 169

Dynamic range, 7
data clipping and, 80
rescaling and, 67

Dynamic range compression, 81
equalization, contrast or tissue, 83
soft tissue technique and, 82 
storage space and, 81

Dynamic range control, 84

E

Edge enhancement, 92, 103
band-pass filtering and, 92
halo effect, 105
kernels and, 95
noise and, 105
over-enhancement of local contrast, 104

Edison, Thomas, 165
Electronic medical record (EMR), 160, 161
Equalization, tissue, in digital processing, 83
Erasure CR, 129, 138
Exposure, controlling and monitoring, 113
Exposure field recognition, 56
Exposure indicator, 114

deviation index, 114
inappropriate use of, 118

errors, 114
histogram and, 114
parameters, 114
target EI, 114

Exposure latitude, 34
gray scale and, 35
grids and filters, 36
kVp, 35

Exposure trace diagrams, 28 

F

F-centers, 126
Farbzentren centers, 126
Fast scan direction, CR reader, 127
Field of view, 6

CR reader, 134
displayed light image 133,
DR detector, 131
pixel size and, 134

Fifteen percent rule, 39
exposure to the IR and, 41
patient exposure, 39

File size, image, 159
Fill-factor, 135

CCD and CMoS, 168
Film, exposure and development, 47
Filtering, frequency, 52, 91
Filters, 36
Flat-field uniformity, 52, 172
Flat-panel detectors, 122, 165
Fluorescence, 126
Fluoroscope, 165
Fluoroscopy, digital, 3, 165

CCD (charge-coupled device), 166
active matrix array, 167
capacitors, 167
detection surface, 167
detective quantum efficiency (DQE), 

167
dynamic range, 167
fill factor, 168
frame rate, 167
ionization, 166
patient dose, 167
readout, 168
signal-to-noise ratio (SNR), 167
thin-film transistors (TFTs), 167

CMoS, 167
detection layer, 168
dexel, 168
fill factor, 168
MoSFETs, 167
readout, 168
TFT (thin-film transistor), 168

C-arm fluoroscopy, 170
dynamic flat panel detector, see dynamic 

flat panel detector
image intensifier, 165
image recording from image intensifier, 

166
patient dose, 165, 169

five-minute timer, 170
intermittent fluoroscopy, 169
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last-image hold, 170
oID, 170
pulsed fluoroscopy, 170
pulse width, 171
spectral filters, 171 

pulsed fluoroscopy, 170
flicker, 170
frame rate, 170
extinction time, 170
interpolated frames, 170
interrogation time, 170
pulse width, 171

recording devices, 166
resolution, 168
sharpness, 167

Focal spot, 151
Fog

fogging during exposure, 60
kVp and, 41
pre-fogging of CR cassettes, 59

Four centimeter rule, 15
Fourier transformation, 88

inverse, 90
Frequency

distribution, 73
domain, 72, 75
filtering, 52
object size and, 73
processing, 87, 90, see postprocessing, 

frequency
waves and, 87

Function curve, 77

G

Geometric integrity, 26 
Geometric variables, 12
Ghost images, 138
Gradation processing, see Postprocessing, 

gradation processing
Gradient/gradation, 76

curves, 76
Gray level, pixel, 4, 7
Gray scale, 7, 20

contrast, relation, 20
digital image processing, 64
dynamic range compression, 81
exposure latitude and, 35
gradient curves, 76
kVp, 41
penetration, 39
rescaling and, 69
sufficient input gray scale, 39
windowing and, 100

Grids, 36
Aliasing, 138

cut-off, 37
digital fluoroscopy, 168
line suppression, 111
lines, 24
Moire artifact, 135
mottle, 36
patient exposure and, 36
ratio, 36
reducing use, 36
scatter, 36
thickness of body part and, 39
virtual grid software, 37

H

Halo effect, 105
Heel effect, anode, 53
Histogram, 53

construction, 53, 75
fog, 59, 60
lobes, 54
values of interest, 59

Histogram analysis, 47, 54, 75
errors in, 59

deviation index corruption and, 115
landmarks, 56, 57
rescaling errors and, 58
threshold algorithms, 57
types of, 58

HL7, 161
Hospital information system (HIS), 162

I

Illuminance, 152
lux, 152

Illumination, room, see ambient lighting 
Image

acquisition, 121
Analog, 5
bone-only, 108
brightness, 20
compression, 159

lossless, 160
lossy, 160
noise, 160
sharpness, 160

contrast, see contrast
controlling factors, 119
density, 20 
digital, see Digital image 
display monitors, 141
distortion, see Distortion
file size, 159
fluoroscopic, see Fluoroscopy
fog, see Fog
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frequencies, 87
geometrical integrity, 26
gray scale, 7, 20
inversion, 74
magnification, see magnification
matrix, 6, 131
metadata, 159
mottle, 24
noise, see Noise
pixellation, 25
pixels, 

brightness, 4,7
gray level, 4,7
pitch, 130
size, 130, 132

positive, 107
processing, see Processing, digital
qualities, 20

hierarchy of, 21
recognizability, 26
reversal, 107
rotation, 74
saturation, 117
saving reprocessed image to PACS, 159
shape distortion, see Distortion
sharpness, see Sharpness
signal-to-noise ratio, 23, 24
stitching, 108
tissue-only, 108
translation, 74
transmission, 161
unsharpness, see Unsharpness
visibility, 23, 225
window level, 20 
window width, 21
workstations and image quality, 161

Image intensifier, 165
patient dose, 165

Image recording from image intensifier, 166
Image receptors, 

CR, 125
DR, 47, 122
efficiency of, 135
patient dose, 135
sharpness, 132, 135
speed, 113

Image storage, 159
active, 160
archive, 160
on-line, 160

Informatics, medical imaging, 161
accession number, 162
authentication, 162
bandwidth, 163
connections, physical, 163
electronic medical record (EMR), 161

HIS (hospital information system), 162
AIS (administrative information 

system), 162
CIS (clinical information system), 162
RIS (radiology information system), 

162
HL7, 161
ID number, patient, 162
privacy, 162
protocols, internet, 163
routers, 163
security, elements of, 162
system integrity, 162
RIS/PACS broker, 162

Intensity, beam, x-ray,17, 33
Intensity domain operations, 74
Intensity transformation formulas, 72, 78
Interactions, 13

atomic number, 15
bremsstrahlung, 40
characteristic, 14
Compton, 14
contrast agents, 16
density, physical, 15
energy, x-ray beam, 14
photoelectric, 14
photoelectric/Compton ratio, 15
photoelectric/penetration ratio, 14
subject contrast and, 13
Thompson, 13
tissue, 15

Interpolation, 39, 50
Inverse Square Law,

compared to air absorption, 17 
Ionization, 47

K

kernels, 50, 52, 73. 94
background suppression, 96
contrast, global and, 96
edge enhancement by, 95
filtering, 96
mottle, quantum, 96
size, 96
smoothing by, 95

kilovoltage,
compton scatter, 14
contrast, digital image, 42
fifteen percent rule, 39
fog, 41
gray scale, 39, 41
high kVp technique, 39, 41

fog, 41
patient exposure, 41
sufficient gray scale and, 39
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scatter, 41
mottle, 43

intensity, x-ray beam, 40
interactions, ratio between, 14
minimum, 45
optimum kVp technique, 45 
patient exposure, 41
penetration, x-ray, 41
photoelectric interaction, 14
scatter radiation, 41
subject contrast, 14 
sufficient, 17, 45

kVp, see Kilovoltage

L

L number (Fuji), 102
Laser, CR reader, 126, 127
Latent image, 12

controlling factors, 119
focal spot, 18
geometrical variables, 12, 18
interactions, x-ray, 13
patient status, 13
positioning, 18
qualities, Vs. displayed image, 26
sharpness and, 17
subject contrast, 13, 17, 26
technique, radiographic and , 12, 17
variables affecting, 12, 16

Latitude, exposure, 34 
Levelling, window, 64, 80, 102
Light image, 5 
Lighting, ambient, 152
Line-pairs per millimeter, 130
Liquid crystal display (LCD), 143

active matrix, 149
advantages, 150
backlighting, 147, 150
candela, 151
contrast, 150, 151
damage to, 149
disadvantages, 150
dot pitch, 150
lag, 149
lumen, 151
luminance, 151 

photometer, 152
steradian, 151
viewing-angle dependence, 153

lux, 152
nematic liquid crystals, 144
passive matrix, 147
pixellation, 150
pixels, 144, 153

defective, 149

dead pixels, 149
nature of, 153
pitch, 150
states (on and off), 147
stuck pixels, 149
subpixels, 153

polarization of light, 143
polarizing lenses (plates), 143, 144
quality, image, 149
reflectance, 152
refresh time, 149
resolution, 150
response time, 149
sharpness, 150
temperature, 150
true-black, 150
viewing angle dependence, 150, 153
warm-up time, 150

Look (GE), 105
Look-up tables (LUTs), 

anatomical, 69, 80
function curves, 77
gradation processing, 69, 80
permanent, for rescaling, 66

Luminance, display monitor, 151
steradian, 151

M

Magnification, 25
aliasing and, 137
Display, 25, 133
geometrical, 25

mAs, 17, 33
Masking, dark, 108
Metadata, 159
Matrix (matrices), 6

digital image, 131
hardware, 131
pixel size and, 134
soft, (light image), 132
types, 9

Mobile digital radiography, 121 
virtual grid software, 37

Modulation transfer function, 29, 87 
Moire artifact, see Aliasing
Monitors, display, see Display monitors
Monitoring exposure, 113
Mottle, 24, 50

centering for DR,
correction for, 50 
electronic, 50
grids and, 36
high kVp and, 43
kernels and, 96
material, 24
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periodic, 50
random, 50
quantum, 24, 50, 51
signal-to-noise ratio, 23
underexposure and, 103

N

Nematic liquid crystal, 144
Noise, 23, 51

algorithmic, 24
aliasing, 24
artifacts, exposure, 24 
contrast and, 176
electronic, 24, 51 
false images, 24
grid lines, 24
mottle,

material, 24
quantum, 24

off-focus radiation, 24
reduction for del drop-out, 50, 91

interpolation, 50
kernels, 50, 96

scatter radiation, 24, 36, see Scatter 
radiation

signal-noise ratio, 23
Noise reduction, digital, 48, 91
Normalizing the image, 65
Nyquist criterion, 138

frequency, 137
theorem, 137

O

off-focus radiation, 24
operator adjustments, 98
optimum kilovoltage technique, 41
overexposure, 116

saturation, 116

P

Patient
condition, 13
deviation index and, 118
exposure, 3, 4, 39

fifteen percent rule, 39
fill-factor and, 135 
fluoroscopy, 165, 169
grids, 36
kVp, 41
mAs, 40
speed class, digital, 114
virtual grid software and, 37 

exposure latitude and, 36
subject contrast, 13
thickness, 15
tissue composition, 15

Penetration, x-ray beam, 14, 33
energy, beam, 14
exposure to the IR and, 41
gray scale, 39
kilovoltage, 33
mAs, 33
sufficient, 33, 41

Penumbra, 29
also see sharpness

Phosphor  
Efficiency, 135

Absorption, 135
Conversion, 135
Emission, 135

Phosphorescence, 126
stimulated, 127

Photocathode, 128
Photoelectric effect / interaction, 14

dual-energy subtraction and, 109
Photoelectric/Compton ratio, 14
Photoelectric/penetration ratio, 14
Photometer, 152
Photomultiplier tube, 128
Photostimulable phosphor plate, 125
Picture archiving and communication 

systems (PACS), 156
accession number, 162
compression, image, 159 

lossless, 160
lossy, 160
noise, 160
sharpness, 160

control computer, 156
copying images, 169
database. 157
DICoM (Digital Imaging and

Communications in Medicine) standard, 
157

DICoM header, 158
DICoM viewers, 161
jukeboxes, storage, 156
local area network (LAN), 156 
metadata, 159
prefetching, 160
RAID (Redundant Array of

Independent Discs), 161
resolution, loss of, 159
RIS/HIS, 156, 162
saving reprocessed image to, 159
server, 156
service class, 156
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storage,
active, 160
archive, 160
on-line, 160

storage area network (SAN), 161
storage capacity, 

acquisition station, 160
diagnostic workstation, 160
quality assurance station, 160

wide area network (WAN), 156 
transmission of images, 161
workstation, 160

PACS, 161
Picture element, see pixel
Pitch, (dexel, dot, or pixel), 130 
Pixel, 4, 9, 10

brightness, 4, 7
dead, 149
display monitor, 144
formula for size, 134
gray level, 4,7
hardware pixel, 9, 144
nature of display pixels, 153
pitch, 130 
size, 130, 132

field-of-view, 134
matrix size, 134

stuck, 149
subpixels, 153
value, 4, 7

Pixel count, 53, 65
Pixel size formula, 134
Pixellation, (pixelly image), 25, 133, 150
Poisson distribution, 51
Polarization, light, 143
Postprocessing, 48, 71

alternate algorithms, 98
background suppression, 92, 105
band-pass filtering, 91 
dark masking, 108
data clipping, 80
definition of, 48
detail processing, 86

contrast, local and global, 86
edge enhancement, 92
filtering, 91

high-pass, 92
low-pass, 91

unsharp mask, 96
Fourier transformation, 88

inverse, 90
frequencies, image, 87
frequency domain, 87
frequency processing, 90

band-pass filtering, 91

kernels, 73, 94
multiscale processing, 90
smoothing, 91, 95, 102
spatial domain, 73
spatial processing, 73

kernels, 73, 94
display, preparation for, 96
domains, 71
dual energy subtraction, 108
dynamic range compression, 81 
edge enhancement, see Edge enhancement
equalization, tissue, 83
gradation/gradient processing, 69, 71, 

74, 75
data clipping and, 80
dynamic range compression, 81
function curve, 77
gray scale curve, 76
intensity transformations, 72, 78
look-up tables, anatomical, 77

halo effect, 105
intensity transformations, 72, 78
kernels, 50, 52, 73, 94
look-up tables, 69

anatomical, 69, 80
function curves, 77
permanent, for rescaling, 66

mottle, corrections for, 50
multiscale, 90
noise reduction, 50, 96
operator adjustments, 98
reprocessing, see Algorithms, alternate
reversal, image, 107
smoothing, see smoothing
spatial operations, 73
targeted area brightness correction, 107
tissue equalization,83
unsharp-mask filtering, 96
windowing, see windowing

Prefetching, image, 160
Preprocessing, digital, 47, 48, 50

definition of, 48
drop-out, dexel, 50
exposure field recognition, 56
field uniformity, 52
histogram, 53

analysis, types of, 47, 54, 75
construction, 53, 75
errors, 58
gray scale curve, 76

values (volume) of interest (VoI), 
59

noise reduction for del drop-out, 50, 91
segmentation, 50

errors, 59
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uniformity, field, 52
Processing, image 

area (local) operations, 73
digital, 48, see postprocessing, digital, 

and preprocessing, digital
domains, 71, 87

transition between, 92
frequency domain operations, 75, 87
global operations, 74
historical, 47
intensity domain operations, 74
multiscale, 90
point operations, 73
rescaling as, 48, 63
spatial domain operations, 73
steps, 48

Q

Q values, 66
Qk values, 69
QP values, 69

Quality, image, 20
deviation index and, 118
hierarchy of image qualities, 21 

Quality assurance, 172
Quality control, 172

digital equipment, 172
dexel drop-out, 172
eraser system (CR), 173
field uniformity, 52, 172

flat-field exposure, 173
ghost images, 173
intrinsic (dark) noise, 173
memory effect (DR), 173
sharpness (spatial resolution), 173

display systems, monitoring, 173
ambient lighting, 175
class of monitor, 174
cleaning, 174
consistency between monitors, 174
contrast tests, 175

DICoM gray scale display func-
tion, 175

dead or stuck pixels, 176 
guidelines for defective pixels, 177

grayscale standard display function 
(GSDF), 175

just-noticeable differences (JNDs), 175
luminance ratio, 175
luminance response, 175
luminance uniformity, 175
maximum luminance, 175
noise, 176

contrast and, 176 
photometer, 175

published test procedures and guide-
lines, 174

reflectance, 175 
resolution, 176
sharpness, 176
SMPTE test pattern, 174

test patterns, 174
true-black, 175
viewing angle dependence, 177

Quantization (quantizing, for digitization), 7
ADC, 7
dynamic range, 7

Quantum mottle, 24, 50, 51
signal-to-noise ratio, 23

R

Radiographic technique, see technique
Radiology information system (RIS), 156, 

162
RAID (redundant array of independent 

discs), 161
Receptors, image, 

CR phosphor plates, 125
detective quantum efficiency, 135
DR receptors, 47, 122
efficiency, 

CR, 135
DR, 135

sharpness, 132, 135
speed, inherent, CR, 113

Recognizability, image, 26
Recollimation, see dark masking
Redundant array of independent discs 

(RAID), 161
Reflectance (display monitor), 152
Remapping, 69
Remnant x-ray beam, 18 
Rescaling, 48, 63

brightness, 69
contrast enhancement, 65
digitization and, 69
dynamic range and, 67
gray scale and, 64. 69
image data manipulation, 63
levelling, window, 64
LUT, permanent, 66 
normalizing the image, 65
pixel count, 65
Q values, 66, 69 
re-mapping, 
S values, 66
physicists’ nomenclature, 69 
remapping, 69
window level, 64
window width, 65
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windowing, 64
Resolution, 27

contrast resolution, 27, 30
exposure-trace diagrams, 28
LCD, 150
microscopic, 27
modulation transfer function, 30
overall, 27
spatial, 27

Reversal, image, 107

S

S number (Fuji), 100
SAVE, 57, 114
SMAX, 56, 58

tail lobe and, 57
SMIN, 56, 58
S-values, 66
Sampling (for digitization), 6

aliasing and, 136
aperture, 6
Nyquist criterion, 138

Sampling rate, CR, 127
Saturation, 117
Saving reprocessed images to PACS, 159
Scale, gray, see gray scale
Scanning (for digitization), 6
Scatter radiation, 36

fog, see Fog
grids, 36 
kVp, 41
subject contrast, 14

Segmentation failure, 50
errors from, 59

Server, PACS, 156
Shape distortion, 25
Sharpness, 24

CR systems, 129
digital systems, 129
field-of-view (display), 133
formula, 130
magnification (display) and, 133
matrix and, 131

hardware matrix, 131
“soft” (light image) matrix, 132 

Signal, 26, 32
Signal/noise ratio, 23, 24
Size distortion, see Magnification
Slow scan direction, CR reader, 127
Smoothing, 102

band-pass filtering and, 91
dead or stuck pixels, 102
kernels and, 95
mottle and, 103
noise reduction, 102

Soft tissue technique, 82
Spatial domain, processing, 73

area (local) operations, 73
global operations, 74
kernels, 73, 94
point operations, 73

Spatial frequency, 130
formula, 130

Spatial resolution, 27, also see Sharpness
Speed, inherent receptor, 113
Speed class, digital, 114

patient exposure and, 114
Steradians, 151
Stitching, image, 108
Storage area network (SAN), 161
Storage, image, 159
Subject contrast, 

atomic number, tissue, 15
attenuation, 13
contrast agents, 16 
density, physical tissue, 15
digital equipment and, 18, 34
exposure latitude and, 34
interactions, x-ray, 13
kilovoltage, 14
mAs and, 16
photoelectric/compton ratio, 14
scatter radiation, 14
SID and, 16
soft tissue technique, 82
thickness, tissue, 15

Subpixels, 153
Subtraction, dual energy, 108

filtration method,109
kVp method, 109
photoelectric drop-off and, 109

T

Targeted area brightness correction, 107
Target exposure indicator, 114
Technique, 12, 32

digital imaging, application to, 17, 32 
signal-to-noise ratio (SNR), 32

four centimeter rule, 15
fifteen percent rule, 39, 41
high-kVp technique, 39, 45

fog, 41
mottle,43
scatter, 42

latitude, exposure, 34
optimum kilovoltage, 45 
part thickness, 15
patient exposure, 39
penetration, sufficient, 32
saturation, 117
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signal, adequate, 32
soft tissue, 82

Teleradiology, digital, 3
Thin film transistors (TFTs), 123, 124, 167, 

168
Threshold algorithms, histogram analysis, 

57
Tissue equalization, 83
Tissue-only image, 108
Tomographic artifact suppression, 111

U

Underexposure, 
loss of information and, 103
mottle, 103

Uniformity, flat field, 52
Unsharp mask filtering, 

V

Values of interest (VoI), 59
Viewing angle dependence, LCD, 150, 153 
Virtual grid software, 37 
Visibility, 23, 25
Visibility factors, image, 
Voxel, 10

attenuation coefficient, 10

W

Waves, see frequency
Amplitude, 87

Cycle, 87

Frequency, 87
Pulses, 87, 88, 137
Wavelength, 87, 88

Windowing, 64, 74. 99
brightness, 99
contrast, 99
dynamic range, and, 9
gradation processing and, 77, 80
gray scale and, 100
intensity transformations, 72
terminology, 100

Window level, 20, 64, 100
brightness, 102
gradation processing and, 77

Window width, 21, 64, 100
Contrast, 102
gradation processing and, 77
gray scale, 100, 102

Workstation, 141
diagnostic, 141
storage capacity, 

acquisition station, 160
diagnostic workstation, 160
quality assurance station, 160

X

X-ray beam, 
energy, 14

average, 14
penetration, 14
remnant, see Latent image
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