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“The	Ostrich	Paradox	boldly	addresses	a	key	question	of	our	time:	Why	are	we
humans	so	poor	at	dealing	with	disastrous	risks,	and	what	can	we	humans	do
about	it?	It	is	a	must-read	for	everyone	who	cares	about	risk.”

—Daniel	Kahneman,	winner	of	the	Nobel	Prize	in	Economics	and	author	of
Thinking,	Fast	and	Slow

“At	a	time	when	we	face	looming	short-	and	long-term	risks	as	varied	as
terrorism,	cyberattacks,	and	climate	change,	this	timely	book	diagnoses	the
innate	psychological	barriers	to	effective	disaster	planning	and	mitigation.
Drawing	on	a	variety	of	historical	lessons	and	integrating	insights	into
psychology,	the	authors	prescribe	practical	approaches	to	disaster	preparation.
The	Ostrich	Paradox	is	a	must-read,	whether	you	are	protecting	the	nation	or
your	own	family.”

—Michael	Chertoff,	Former	United	States	Secretary	of	Homeland	Security

“The	Ostrich	Paradox	is	an	essential,	sobering	read	for	anyone	interested	in
assessing	and	responding	to	tomorrow’s	hazards	today.	Robert	Meyer	and



Howard	Kunreuther	don’t	just	help	us	understand	why	we	don’t	prepare	for
disasters	as	we	should,	they	also	show	us	how	to	alter	those	behaviors	and
improve	preparedness.”

—Alan	Schnitzer,	Chief	Executive	Officer,	The	Travelers	Companies,	Inc.

“Good	things	typically	come	in	threes.	In	The	Ostrich	Paradox,	however,	Meyer
and	Kunreuther	skillfully	distill	a	large	body	of	recent	psychological	insights	on
the	barriers	to	action	in	the	face	of	potential	peril	into	four	steps	of	a	behavioral
risk	audit	and	into	four	guiding	principles	to	ensure	preventive	action.”

—Elke	U.	Weber,	Gerhard	R.	Andlinger	Professor	in	Energy	and	the
Environment	and	Professor	of	Psychology	and	Public	Affairs,	Princeton
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Introduction:	The	Ostrich	Paradox

When	dawn	broke	on	the	morning	of	September	8,	1900,	the	people	of
Galveston	had	no	inkling	of	the	disaster	that	was	about	to	befall	them.	The
thickening	clouds	and	rising	surf	hinted	that	a	storm	was	on	the	way,	but	few
were	worried.	The	local	weather	bureau	office,	for	its	part,	gave	no	reason	to
think	otherwise;	no	urgent	warnings	were	issued,	no	calls	were	made	to
evacuate.	But	by	late	afternoon	it	became	clear	that	this	was	no	ordinary	storm.
Hurricane-force	winds	of	more	than	100	miles	per	hour	were	soon	raking	the
city,	driving	a	massive	storm	surge	that	devoured	almost	everything	in	its	path.
Many	tried	to	flee,	but	it	was	too	late.	By	the	next	day,	more	than	8,000	people
were	dead,	the	greatest	loss	of	life	from	a	natural	disaster	in	US	history.1

Fast-forward	to	September	2008,	when	Hurricane	Ike	threatened	the	same	part	of
the	Texas	coast,	but	this	time	being	greeted	by	a	well-informed	populace.	Ike
had	been	under	constant	surveillance	by	satellites,	aircraft	reconnaissance,	and
land-based	radar	for	more	than	a	week,	with	the	news	media	blasting	a	nonstop
cacophony	of	reports	and	warnings,	urging	those	in	coastal	areas	to	leave.	The
city	of	Galveston	was	also	well	prepared:	A	17-foot-high	seawall	that	had	been



constructed	after	the	1900	storm	stood	ready	to	protect	the	city,	and	government-
flood	insurance	policies	were	available	to	residents	who	were	at	risk	of	property
loss.	Unlike	in	1900,	Texas	residents	really	should	have	had	little	reason	to	fear.
On	their	side	was	a	century	of	advances	in	meteorology,	engineering,	and
economics	designed	to	ensure	that	Ike	would,	indeed,	pass	as	a	forgettable
summer	storm.

But	for	some	reason	it	didn’t	quite	work	out	that	way.	Warnings	were	issued,	but
many	in	low-lying	coastal	communities	ignored	them—even	when	told	that
failing	to	heed	the	warnings	meant	they	faced	certain	death.2	Galveston’s	aging
seawall	was	breached	in	multiple	places,	damaging	up	to	80%	of	homes	and
businesses	in	the	city.	The	resort	communities	to	the	north	on	the	Bolivar
Peninsula,	which	never	saw	the	need	for	a	seawall,	fared	even	worse,	witnessing
almost	complete	destruction.	And	among	the	thousands	of	homeowners	who
suffered	flood	losses,	only	39%	had	seen	fit	to	purchase	flood	insurance.3	In	the
end,	Ike	caused	more	than	$14	billion	in	property	damage	and	100	deaths,
almost	all	of	it	needless.



Why	Are	We	Underprepared	for	Disasters?
The	gap	between	protective	technology	and	protective	action	illustrated	by	the
losses	in	Hurricane	Ike	is,	of	course,	hardly	limited	to	Galveston	or	to
hurricanes.	While	our	ability	to	foresee	and	protect	against	natural	catastrophes
has	increased	dramatically	over	the	course	of	the	past	century,	it	has	done	little
to	reduce	material	losses	from	such	events.

Rather	than	seeing	decreases	in	damage	and	fatalities	due	to	the	aid	of	science,
we’ve	instead	seen	the	worldwide	economic	cost	and	impact	on	people’s	lives
from	hazards	increase	exponentially	through	the	early	twenty-first	century,	with
five	of	the	10	costliest	natural	disasters	in	history	with	respect	to	property
damage	occurring	since	2005.	While	scientific	and	technological	advances	have
allowed	deaths	to	decrease	on	average,	horrific	calamities	still	occur,	as	in	the
case	of	the	230,000	people	estimated	to	have	lost	their	lives	in	the	2004	Indian
Ocean	earthquake	and	tsunami,	the	87,000	who	died	in	the	2008	Sichuan
earthquake	in	China,	the	160,000	who	lost	their	lives	in	Haiti	from	an	earthquake
in	2010,4	and	the	8,000	fatalities	that	occurred	in	the	2015	Nepalese	earthquake.
Even	in	the	United	States,	Hurricane	Katrina	in	2005	caused	more	than	1,800
fatalities,	making	it	the	third	most	deadly	such	storm	in	US	history.

The	purpose	of	this	book	is	to	explain	this	disconnect	and	to	propose	a	solution.
In	part	1,	we	explore	six	reasons	that	individuals,	communities,	and	institutions
often	underinvest	in	protection	against	low-probability,	high-consequence
events.	In	each	chapter,	we	explore	a	specific	bias	that	foils	our	ability	to	make
good	decisions	in	these	types	of	situations.	To	illustrate	the	tragic	shortcomings
of	our	mind-sets,	we	share	tragic	stories	from	global	disasters.	These	are	the
stories	that	motivated	us	to	write	this	book	and	to	offer	a	new	approach	to
preparedness	planning	that	will	help	to	prevent	such	tragedies.

In	part	2,	building	on	this	foundation,	we	describe	how	knowledge	of	these
biases	can	be	used	to	anticipate	the	kinds	of	errors	that	occur	when	people	are



faced	with	potential	disasters,	and	how	we	might	avoid	those	errors.	Our
approach	to	preparedness	planning	that	provides	individuals,	firms,	and	policy
makers	with	the	means	to	anticipate	the	cognitive	biases	that	often	impede	risk
preparedness,	so	as	to	guide	the	design	of	more	effective	tactics	that	save	lives
and	protect	resources.

This	new	approach,	the	behavioral	risk	audit,	seeks	to	reverse	the	traditional
mind-set	used	when	policies	for	protection	are	designed.	Rather	than	proposing
economic	or	engineering	solutions	to	preparedness,	and	hoping	that	people	will
adopt	them,	the	behavioral	risk	audit	starts	with	an	understanding	of	the
psychological	biases	that	inhibit	adoption,	and	then	proposes	policies	that	work
with,	rather	than	against,	our	natural	psychologies.	As	such,	the	intellectual
foundation	of	the	approach	lies	in	the	social	sciences,	notably	behavioral
economics	and	psychology,	not	engineering	or	natural	science.



Why	the	Ostrich	Paradox?
The	title	The	Ostrich	Paradox	is	a	metaphor	for	the	key	idea	we	intend	to
communicate	in	this	book.	While	ostriches	are	often	characterized	as	hapless
birds	who	bury	their	heads	in	the	sand	whenever	danger	approaches,	they	are,	in
fact,	highly	astute	escape	artists,	birds	who	use	their	great	speed	to	overcome
their	inability	to	fly.	The	core	thesis	of	the	book	is	that,	much	in	the	same	way
that	ostriches	are	limited	in	their	defensive	actions	because	they	cannot	fly,	we
need	to	recognize	that	when	making	decisions,	our	biases	are	part	of	our
cognitive	DNA,	and	are	keeping	us	grounded,	flightless.	Still,	we	might	be	able
to	design	and	structure	a	suite	of	choice	environments,	incentives,	and
communication	methods	that	allows	human	decision	makers	to	overcome	these
biases	when	faced	with	future	hazards.	We	suggest	that	we	need	to	learn	to	be
more,	not	less,	like	ostriches—hence	the	paradox—if	we	are	to	be	better
prepared	for	disasters.



PART	I.	
Why	We	Underprepare	for	Disasters



Chapter	1.	A	Tale	of	Two	Cognitive
Systems

Of	the	many	stories	of	loss	that	emerged	after	Hurricane	Sandy	made	landfall	on
the	coast	of	New	Jersey	in	late	October	2012,	few	attracted	more	media	attention
than	the	tragedy	of	the	Moore	family.	Dennis	and	Glenda	Moore	lived	with	their
two	children,	ages	two	and	four,	in	the	Great	Kills	neighborhood	of	Staten
Island,	a	borough	of	New	York	City.5

According	to	news	reports,	Dennis	was	working	during	the	storm,	and	Glenda
was	riding	out	the	storm	at	home	with	the	children.	As	afternoon	transitioned
into	evening	and	the	winds	built	in	intensity,	the	Moores’	home,	like	most	in	the
area,	lost	its	electricity.	Glenda	then	loaded	the	children	in	the	family	sport
utility	vehicle	to	drive	to	her	sister’s	house	in	the	nearby	borough	of	Brooklyn.6

While	there	are	multiple	routes	that	Glenda	could	have	taken	to	Brooklyn,	the
one	she	took	was	likely	the	most	commonly	traveled:	Father	Capodanno
Boulevard,	which	runs	along	the	coast	and	leads	directly	to	the	Verrazano-
Narrows	Bridge.	Under	normal	circumstances	this	would	have	been	a	short	trip
—twenty	minutes,	tops.	But	these	were	not	normal	circumstances—the	National



Hurricane	Center	had	been	repeatedly	warning	that	Sandy’s	landfall	would	be
accompanied	by	a	storm	surge	of	up	to	eleven	feet	above	normal	tide	levels,
something	that	would	render	most	coastal	roads	impassable.7	And	indeed,	as
Glenda	came	within	a	mile	of	the	bridge,	Capodanno	became	engulfed	by
Sandy’s	rising	storm	surge,	stalling	her	vehicle.	She	took	the	two	children	in	her
arms,	left	the	car,	and	tried	to	wade	to	the	safety	of	some	houses	she	saw	in	the
distance.	She	survived,	but	the	children	did	not.	A	powerful	wave	swept	them
from	her	arms,	and	they	were	lost	in	the	storm.8

While	the	loss	of	the	Moore	family	was	perhaps	the	most	poignant	that	emerged
after	Hurricane	Sandy,	it	was	by	no	means	unique;	that	same	night,	20	others
died	from	drowning	in	Staten	Island	alone.9	What	made	these	losses	particularly
devastating	was	that,	unlike	deaths	in	unforeseeable	events	such	as	terrorist
attacks,	in	all	cases	the	decision	makers	had	ample	time	to	contemplate	how	best
to	respond	to	the	storm	threat,	and	all	had	unprecedented	amounts	of	information
at	their	disposal	to	help	guide	them.	All	thought	they	were	doing	the	right	thing.
But	somewhere	this	measured	calculus	went	terribly	wrong.



The	Two	Cognitive	Systems:	Systems	1	and	2
If	we	want	to	understand	why	tragedies	like	this	one	can	occur,	and	what	we	can
do	to	prevent	them,	a	starting	point	is	to	understand	how	people	make	decisions
under	risk	and	how	these	decisions	can	go	awry.	Today	most	psychologists	agree
that	our	brains	make	choices	using	two	cognitive	systems,	one	that	governs
automated	and	instinctive	thoughts	(such	as	those	that	take	place	when	we	jump
away	the	instant	we	see	a	snake)	and	one	that	governs	more	controlled	thoughts
(such	as	those	that	allow	us	to	decide	what	the	best	cure	might	be	if	the	snake
bites	us).10	In	most	contexts,	these	two	systems,	working	in	concert,	allow	us	to
navigate	our	day-do-day	lives	with	ease	using	simple	intuitions	and	rules	of
thumb,	freeing	up	mental	resources	for	more	taxing	deliberative	calculations	if
needed.

To	illustrate,	consider	driving	to	work.	From	the	time	we	climb	into	the	car	to
the	time	we	arrive	at	our	parking	spot,	we	are	faced	with	thousands	of	small
decisions:	whether	to	make	a	left	or	right	turn	when	we	get	to	the	end	of	the
driveway,	whether	to	put	on	the	brake	when	we	see	a	car	ahead	slow	down.	If	we
had	to	deliberate	over	each	of	these	during	the	course	of	a	day,	we	would	be
overwhelmed;	we	just	don’t	have	the	time.	Fortunately,	we	don’t	have	to	reflect
on	these	actions.	Our	brains	automatically	store	previous	successful	decisions	in
long-term	memory	(e.g.,	the	instinct	to	apply	the	brake	when	we	see	a	taillight
ahead	light	up),	ready	to	be	retrieved	and	executed	whenever	needed.	This	is
what	psychologists	term	our	System	1	mode	of	thinking—it	is	fast,	reflexive,
and	usually	unconscious.	The	benefit	of	System	1	is	that	it	frees	up	the	part	of
our	brains	that	is	best	at	thoughtful	calculation—what	psychologists	term	System
2	thinking.	As	System	1	is	guiding	our	hands	and	right	foot	while	we	cruise	on	a
boring	stretch	of	highway,	System	2	is	free	to	work	on	other,	more	effortful	tasks
that	may	have	nothing	to	do	with	driving	to	work,	such	as	strategizing	on	what	to
say	at	a	staff	meeting.



System	2	performs	a	second,	perhaps	even	more	important,	function:	controlling
the	influence	that	emotions	and	instincts	have	on	our	decisions.	Hence,	if	during
our	drive	to	work	we	are	suddenly	startled	by	the	unexpected	sight	of	a	disabled
truck	in	the	middle	of	the	road,	System	2	will	(hopefully)	jump	into	action,
focusing	our	attention	on	the	vehicle	and	suppressing	intuitions	that	may	not	be
helpful—such	as	the	instinctive	fear	of	driving	on	the	shoulder	of	the	road.	As
long	as	we	have	had	some	experience	in	situations	like	this,	all	will	go	smoothly.
With	some	luck,	the	incident	ends	up	being	just	a	routine	delay	or	detour	in	an
otherwise	mundane	work	commute.

Yet,	here	is	the	rub.	As	efficient	as	these	intertwined	systems	may	be	for
navigating	the	vast	majority	of	situations	we	confront	on	a	day-to-day	basis,	they
perform	very	poorly	when	dealing	with	problems	that	are	unfamiliar,	complex,
and	temporally	distant.	In	the	case	of	Hurricane	Sandy,	many	of	those	on	Staten
Island	that	night	tried	to	use	System	2	thinking	to	reason	their	way	to	the	best
protective	decision,	but	they	most	likely	lacked	the	necessary	data:	They	knew
too	little	about	storm	surges,	too	little	about	road	conditions.	In	the	face	of	this
cognitive	impasse,	primal	System	1	thinking	took	over—an	instinct	that	proved
fatal.



Catastrophe	in	the	Atlantic:	When	Two	Systems	Go	Awry
Experts	who	have	received	extensive	training	in	decision	making	are	prone	to
the	same	kinds	of	mistakes.	Consider	the	crash	of	Air	France	447	in	2009,	in
which	228	people	died	when	the	plane	went	into	a	high-altitude	stall	over	the
tropical	Atlantic.	Recording	boxes	recovered	after	the	crash	revealed	a	cause	that
expert	pilots	found	inexplicable:	When	a	momentary	equipment	failure	(the
freezing	of	a	speed	sensor)	caused	the	autopilot	to	disengage,	the	plane’s	less-
experienced	copilot,	Pierre-Cédric	Bonin,	suddenly	pitched	the	nose	of	the	plane
upward,	which,	at	high	altitude,	caused	the	plane	to	lose	lift	and	then	stall.11	The
correct	action	in	this	situation	would	have	been	to	make	no	change	to	the	plane’s
controls	or,	if	the	plane	did	stall,	to	pitch	the	nose	of	the	plane	downward,	not
upward.	For	the	next	four	minutes,	as	the	plane	descended	to	the	sea,	the	cockpit
recorder	revealed	the	crew	urgently	trying	to	comprehend	what	was	happening,
and	how	to	remedy	it.	Only	at	the	last	second	did	the	copilot	tell	the	crew	that	he
had	the	stick	controlling	the	plane’s	pitch	in	the	back	rather	than	the	forward
position	the	whole	time.	The	pilot	and	crew	seemed	to	have	been	unaware	of
this.12

How	could	a	trained	pilot	make	such	a	high-stakes	error?	A	plausible	story	is
this:	An	essential	part	of	pilot	training	is	to	teach	reflexive	(System	1)	responses
to	potentially	dangerous	situations.	Among	these,	perhaps	the	most	fundamental
is	the	pull-up	maneuver:	When	a	pilot	hears	an	alarm	indicating	that	the	plane	is
descending	too	fast	upon	landing	(or	approaching	other	terrain),	he	or	she	is
trained	not	to	think	but	to	react—that	is,	to	allow	the	decision	to	be	made	by
System	1,	not	System	2.	For	commercial	airliners,	this	would	involve
accelerating	the	thrusters	to	pick	up	speed,	as	if	on	takeoff,	and	only	then
pitching	the	nose	of	the	aircraft	upward.13	When	Air	France	447	was	flying	in
the	middle	of	the	night	with	a	(relatively)	inexperienced	copilot	at	the	controls,
the	confusion	that	followed	the	indicator	of	the	loss	of	airspeed	and	the



automatic	disengagement	of	the	autopilot	seemed	to	have	triggered	this
automatic	response:	The	copilot	pulled	the	nose	up.	He	was	making	decisions
using	System	1	instincts	rather	than	System	2	deliberations.

Of	course,	after	this	happened,	there	was	still	time	for	him	and	two	other	crew
members	to	use	their	System	2	abilities	to	diagnose	the	situation	and	enact	a
simple	remedy,	that	is,	pitch	the	plane	downward,	but	this	never	happened.	The
crew	had	no	experience	solving	the	problem	of	an	airworthy	plane	suddenly
started	to	descend	with	unreliable	indicator	gauges,	so	they	had	to	construct	an
answer	on	the	fly.	But	there	were	too	many	hypotheses	to	trace	down,	too	little
time	to	do	it.	The	pilots	overlooked	the	simplest	of	all	explanations:	The	nose
was	pointed	up.



Overcoming	Our	Innate	Engineering:	The	Six	Core	Biases
If	there	is	a	common	theme	to	the	Moore	family	tragedy	during	Hurricane	Sandy
and	the	Air	France	447	crash	it	is	this:	When	protective	decisions	go	awry	it	is
not	because	we	lack	the	innate	ability	to	make	good	decisions,	but	rather	because
these	abilities	are	not	well	designed	for	dealing	with	rare	threats	for	which	we
have	little	stored	knowledge.	When	faced	with	low-probability,	high-
consequence	events,	System	2	tries	to	offer	a	remedy	by	evoking	our	powers	of
reason,	but	they	are	of	little	use	if	we	lack	the	right	data.	Glenda	Moore	likely
knew	too	little	about	storm	surges;	Pierre-Cédric	Bonin	may	have	known	too
little	about	high-altitude	stalls.	System	1	intuition	thus	tends	to	take	control,	but
it	often	provides	inappropriate	advice—such	as	telling	us	to	flee	when
frightened,	or	to	pitch	the	nose	of	a	plane	upward	when	faced	with	a	hazard.

Is	there	a	remedy?	At	first	blush,	the	prospects	would	seem	bleak.	The	way	we
think,	after	all,	is	something	that	has	evolved	over	millions	of	years,	from	a	time
when	powers	of	deep	deliberation	were	less	important	than	reflexive	reaction
and	instinctive	anticipation.	Our	basic	cognitive	wiring	is	thus	not	something	we
can	hope	to	change.

Still,	there	may	be	a	way	out.	While	preparedness	errors	may	have	many	origins,
research	on	disasters	over	the	years	suggests	that	most	can	be	traced	to	the
harmful	effects	of	six	systematic	biases	that	reflect	flaws	in	how	we	instinctively
perceive	risk	(System	1	errors)	and	how	we	use	these	perceptions	when	making
decisions	(System	2	errors).	These	biases	are:

1.	 Myopia:	a	tendency	to	focus	on	overly	short	future	time	horizons	when
appraising	immediate	costs	and	the	potential	benefits	of	protective
investments;

2.	 Amnesia:	a	tendency	to	forget	too	quickly	the	lessons	of	past	disasters;

3.	 Optimism:	a	tendency	to	underestimate	the	likelihood	that	losses	will



occur	from	future	hazards;

4.	 Inertia:	a	tendency	to	maintain	the	status	quo	or	adopt	a	default	option
when	there	is	uncertainty	about	the	potential	benefits	of	investing	in
alternative	protective	measures;

5.	 Simplification:	a	tendency	to	selectively	attend	to	only	a	subset	of	the
relevant	factors	to	consider	when	making	choices	involving	risk;	and

6.	 Herding:	a	tendency	to	base	choices	on	the	observed	actions	of	others.

While	we	may	not	be	able	to	alter	our	cognitive	wiring,	we	may	be	able	to
improve	preparedness	by	recognizing	these	specific	biases	and	designing
strategies	that	anticipate	them.	Over	the	next	six	chapters	we	will	explore	the
nature	of	each	of	these	biases	in	turn.



Chapter	2.	The	Myopia	Bias

In	the	1990s	the	director	general	of	Thailand’s	department	of	meteorology	was	a
man	named	Smith	Dharmasaroja.	Dr.	Smith	oversaw	the	day-to-day	workings	of
the	country’s	weather	monitoring	systems,	a	job	that	included	coordinating	with
regional	meteorological	offices	and,	of	course,	producing	the	country’s	daily
weather	forecasts.	He	also	had	responsibility	for	overseeing	emergency	response
to	a	hazard	that	was	not	particularly	weather	related:	tsunamis.	What	made	this
job	challenging	was	that	while	countries	around	the	Pacific	had	had	a
coordinated	tsunami	warning	system	in	place	since	the	late	1940s,	no
comparable	system	existed	in	the	Indian	Ocean,	and	Thailand	itself	was	ill-
prepared	should	one	have	struck.	The	country	had	the	technology	to	detect
earthquakes,	but	no	way	of	knowing	whether	a	quake	had	produced	a	tsunami	or,
if	it	had,	of	alerting	threatened	coastal	towns.	In	1998,	Smith	urged	officials	in
the	various	coastal	provinces	to	install	a	network	of	sirens,	but	the	advice	fell	on
deaf	ears.14	Sirens	do	not	come	cheap,	officials	argued,	and	installing	such
devices	could	have	a	dampening	effect	on	tourism.	After	all,	who	wants	to	be
reminded	of	tsunami	risk	while	on	holiday?	Thailand	eventually	found	a	fix	for
the	problem	the	next	year,	but	it	was	not	the	one	Smith	had	recommended:	They



replaced	him	as	director	general.

The	cost	of	this	decision	was	realized	seven	years	later,	when	a	9.3-magnitude
earthquake	propagated	a	massive	tsunami	throughout	the	Indian	Ocean	region.
When	seismometers	in	Bangkok	recorded	the	quake,	a	meeting	of	the	country’s
meteorologists	was	hastily	called	to	decide	whether	to	declare	a	tsunami
emergency.	The	group	was	unsure	what	to	do.	What	if	they	ordered	evacuations
only	to	have	the	event	prove	a	false	alarm?	There	could	be	professional
repercussions.	In	the	end,	they	decided	to	do	nothing.	It	was,	of	course,	no	false
alarm;	within	the	hour,	more	than	5,000	would	be	dead	along	Thailand’s	coasts,
with	more	than	230,000	dead	across	14	countries	bordering	the	Indian	Ocean.15

The	failure	to	see	value	in	investing	in	relatively	low-cost	warning	systems
throughout	the	Indian	Ocean	in	advance	of	the	2004	tsunami	illustrates	perhaps
the	most	crippling	of	all	biases	that	hinder	decisions	to	invest	in	protection
against	low-probability,	high-consequence	events:	myopia,	or	the	tendency	to
focus	on	the	short-term	rather	than	the	long-term	implications	of	our	actions.
While	the	2004	tsunami	is	a	particularly	acute	example,	similar	stories	of
nearsightedness	could	be	told	for	almost	all	disasters.	The	flooding	of	New
Orleans	that	occurred	during	Hurricane	Katrina	in	2005	could	have	been
prevented	had	it	not	been	for	years	of	procrastination	by	the	US	Army	Corps	of
Engineers	and	the	state	of	Louisiana	in	completing	and	maintaining	a	well-
designed	levee	system	that	was	first	proposed	in	1965.16	Likewise,	in	2010,
federal	courts	concluded	that	the	2008	Gulf	oil	spill	could	have	been	averted	had
BP	not	embraced	a	corporate	culture	that	prioritized	short-term	gains	in
minimizing	cost	over	long-term	gains	in	safety.17	In	both	cases	there	were
opportunities	to	invest	in	protective	action	that	could	have	reduced	major	losses,
but	these	were	bypassed,	as	the	more	immediate	short-term	concerns	dominated
long-term	needs.



Why,	and	How,	We	Are	Myopic
What	makes	myopia	a	particularly	difficult	bias	to	overcome	is	that,	like	all	the
biases	we	discuss	in	this	book,	it	is	a	good	bias	to	have	for	most	of	the	decisions
we	make	on	a	day-to-day	basis.	After	all,	the	present	usually	matters	more	than
the	future.	If	your	house	catches	fire,	the	first	order	of	business	should	be	to
escape	and	call	the	fire	department	(in	that	order),	not	worry	about	such	long-run
concerns	as	how	many	weeks	it	will	take	to	get	an	insurance	settlement.	Where
things	go	awry,	however,	is	that	our	brains	sometimes	take	this	notion	too	far.
Rather	than	just	underweighing	future	consequences,	we	sometimes	ignore	them
altogether,	or	apply	the	instinct	in	situations	where	it	does	more	harm	than	good.

Neuropsychologists	who	have	studied	mistakes	when	trading	off	short-term	and
long-term	consequences	argue	that	the	culprit	often	lies	in	our	neurology—the
fact	that	our	brains	treat	rewards	that	are	immediately	present	quite	differently
from	those	that	lie	in	the	imagined	future.18	To	illustrate,	consider	a	dieter	who
is	doing	his	best	to	avoid	sugary	foods,	but	who	is	suddenly	tempted	by	one	of
his	favorite	desserts.	The	part	of	his	brain	that	handles	analysis	and	reason,
primarily	the	prefrontal	cortex,	tries	to	jump	into	action,	reminding	him	of	the
future	rewards	that	will	come	from	resisting	temptation.	Unfortunately,	it	will
likely	be	beaten	to	the	punch	by	the	more	primitive	limbic	system	of	his	brain,
which	handles	such	basic,	and	impulsive,	emotions	as	hunger.	When	pitted
against	each	other,	the	latter	invariably	wins	out,	and	the	dieter	succumbs	to	the
dessert.	The	next	day,	of	course,	when	the	limbic	urges	have	long	faded,	he
deeply	regrets	the	misstep	and	laments	his	lack	of	self-control.	By	then,	of
course,	it	is	too	late;	myopia	has	taken	its	toll.

Economists,	too,	have	had	a	long-standing	interest	in	studying	myopia,	though
with	a	different	focal	point:	measuring	how	far	preferences	for	short-term
outcomes	depart	from	what	would	be	expected	if	people	were	thinking
deliberatively	when	discounting	future	outcomes.19	As	an	economist	sees	it,



people	should	trade	off	the	prospect	of	receiving	a	reward	now,	versus	in	the
future,	in	the	same	way	that	a	banker	assesses	the	time	value	of	money.	For
example,	if	your	bank	generously	offers	you	a	20%	annual	return	on	savings,
you	should	feel	the	same	about	having	$100	in	cash	in	your	pocket	today	versus
having	a	check	for	$120	mailed	to	you	in	a	year.	Perhaps	not	surprisingly,
however,	experiments	on	how	people	actually	make	intertemporal	trade-offs	find
that	intuitive	assessments	of	the	time	value	of	money	bear	little	resemblance	to
those	that	would	be	made	by	a	banker.	Rather,	people	routinely	engage	in	what
is	termed	hyperbolic	discounting,	where	they	demand	far	more	compensation	for
short-term	delays	of	gratification	than	could	be	explained	by	such	rational
considerations	as	interest	rates.20	A	hyperbolic	discounter	would	be	loath	to	give
up	$100	in	cash	today	for	$120	in	a	year,	but	would	be	willing	to	wait	for	the
larger	amount	if	the	initial	$100	were	itself	delayed—for	example,	$100	in	a
month	versus	$120	in	a	year	and	a	month.	To	a	banker,	however,	the	two
scenarios	are	equivalent.

One	of	the	important	implications	of	hyperbolic	discounting	is	that	it	helps
explain	why	out-of-pocket	expenses	are	often	given	excessive	weight	when
people	consider	investing	in	protective	action.	For	example,	prior	to	the	2004
tsunami	disaster,	it	was	well	known	that	the	cost	of	installing	a	warning	system
throughout	the	Indian	Ocean	would	be	relatively	small,	particularly	when	scaled
against	the	number	of	lives	that	were	subsequently	lost:	about	$200	million	for
the	initial	construction	and	$1	million	a	year	for	maintenance.21	It	was	thus	hard
for	people	to	fathom	why	countries	had	been	unable	to	see	the	clear	merits	of
such	a	relatively	small	expenditure	shared	by	countries.	Hyperbolic	discounting,
however,	helps	offer	a	psychic	explanation.	While	regional	finance	ministers
might	well	have	acknowledged	that	tsunamis	posed	a	distant	threat,	paying	to	be
alerted	to	them	would	have	required	their	overriding	a	deeply	ingrained	focus	on
that	which	was	immediate:	the	bureaucratic	challenge	of	raising	the	money,
putting	aside	spending	for	things	with	more	tangible	benefits,	and	increasing	the



chances	of	their	getting	reelected	if	they	were	running	for	office.	Much	like	the
dieter	who	succumbs	to	a	tempting	dessert,	in	the	psychic	war	between	the	short
run	and	the	long	run,	the	officials	let	the	former	easily	win	out.

Hyperbolic	discounting	also	helps	explain	another	common	feature	associated
with	taking	protective	action:	the	prevalence	of	procrastination.22	One	of	the
paradoxical	properties	of	hyperbolic	discounting	is	that	one	could	be	averse	to
spending	money	for	protection	today,	but	see	it	as	a	wise	investment	for
tomorrow.	To	illustrate,	consider	a	homeowner	who	is	told	that	if	she	invests
$10,000	in	flood	proofing,	she	could	receive	a	discount	of	$2,500	on	her	annual
insurance	premium.	If	she	has	no	immediate	plans	to	move,	this	would,	of
course,	be	a	great	deal;	not	only	would	the	improvements	pay	for	themselves	in
four	years,	but	afterward	she	would	reap	a	nice	monetary	return	on	the
investment.23	Unfortunately,	if	she	is	a	hyperbolic	discounter,	this	could	still	be
a	hard	pill	to	swallow:	She	would	be	weighing	an	immediate	cash	outlay	of
$10,000,	a	highly	tangible	immediate	loss,	against	a	far-less-tangible	stream	of
future	gains.	By	delaying	her	decision	to	invest	until	next	month,	this	same
$10,000	outlay	would	be	imagined	more	tolerable.	The	reason	is	that,	as	a	future
expense,	it	would	no	longer	be	subject	to	the	psychic	inflation	that	occurs	when
it	is	immediate	and	out	of	pocket.	Of	course,	a	month	from	now	the	$10,000
expenditure	would	once	again	be	seen	as	aversive,	so	she	would	succumb	to	a
continuous	cycle	of	good-faith	postponements,	which	would	cause	the	flood-
proofing	never	to	be	undertaken.	In	short,	the	high	upfront	costs	of	protective
investments	will	always	seem	as	more	palatable	when	viewed	as	something	to	be
done	tomorrow.



Others	Sources	of	Myopia:	Temporal	Construal
In	recent	years,	psychologists	interested	in	intertemporal	choice	have	provided
more	detailed	explanations	for	why	we	tend	to	be	so	present-focused.	One	such
mechanism	is	Trope	and	Liberman’s	temporal	construal	theory,	an	account	of
how	people	differentially	attend	to	the	attributes	of	options	when	decisions	are	to
be	made	for	today	as	opposed	to	the	future.24	The	core	notion	of	construal	theory
is	that	when	we	make	present-oriented	decisions,	such	as	whether	to	pay	today
for	flood	proofing,	our	minds	are	drawn	to	the	more	concrete	attributes	of	the
problem	at	hand,	such	as	the	physical	act	of	calling	a	contractor	and	the
displeasure	of	writing	a	check.	In	contrast,	when	that	same	decision	is	imagined
for	the	future,	our	minds	are	drawn	to	the	problem’s	more	abstract	aspects,	such
as	the	feelings	of	safety	and	virtue	that	the	payment	would	afford.	As	such,
construal	theory’s	explanation	for	why	we	are	myopic	differs	in	an	important
way	from	that	provided	by	hyperbolic	discounting:	Under	construal	theory,
people	act	myopically	not	because	they	give	less	weight	to	consequences	per	se,
but	rather	because	of	a	change	in	which	consequences	they	focus	on	when
thinking	about	the	present	versus	the	future.

As	an	example,	consider	the	case	of	hurricane	evacuations.	In	one	of	the	author’s
field	studies	of	evacuation	intentions	prior	to	Hurricane	Sandy	in	2012,	coastal
residents	were	asked	48	hours	before	the	storm’s	expected	landfall	the	likelihood
that	they	would	evacuate	if	they	were	ordered	to	do	so.25	At	that	point	there	was
a	reasonably	highly	level	of	intended	compliance;	approximately	60%	said	they
would	if	the	order	came.	But	when	an	evacuation	was	actually	ordered	just	12
hours	later,	there	was	a	paradoxical	dip	in	stated	compliance,	and	it	stayed	low
until	the	storm’s	landfall—despite	Sandy’s	becoming	stronger	and	the	likelihood
of	landfall	more	real.	Why	the	decrease?	Construal	theory	provides	a	natural
explanation.	At	48	hours,	when	the	prospect	of	evacuation	stood	as	a
hypothetical	future	threat,	it	was	easy	for	residents	to	indicate	their	intention	to



comply,	as	their	minds	would	have	been	focused	on	the	abstract	emotional
feelings	associated	with	taking	steps	to	leave	the	area:	the	peace	of	mind	that
would	come	from	staying	out	of	harm’s	way	and	the	mental	satisfaction	from
acting	responsibly.

Yet	12	hours	later,	when	the	threat	became	imminent,	the	mental	situation
radically	changed;	now	the	focus	was	on	the	concrete	challenges	that	come	with
evacuation:	finding	lodging	that	will	take	pets,	deciding	what	items	to	take,	and
what	time	to	leave.	Faced	with	such	logistical	concerns,	the	prospect	of
evacuation	now	became	far	less	attractive,	so	many	residents	took	a	wait-and-see
attitude,	imagining	that	such	concrete	issues	would	be	of	less	concern	hours	later
(when,	again,	the	abstract	virtues	of	leaving	would	have	been	more	mentally
salient).	In	the	end,	it	was	estimated	that	only	19%	of	residents	in	areas	under
mandatory	evacuation	orders	actually	evacuated.



Recap:	The	Challenge	of	Myopia
Decisions	to	invest	in	protective	measures	require	powers	of	foresight.	Whether
it	is	a	city’s	decision	to	build	a	protective	seawall,	a	homeowner’s	decision	to
flood	proof	her	home,	or	a	coastal	resident’s	decision	on	whether	to	evacuate
from	a	hurricane,	all	require	up-front	investments	to	achieve	delayed	(and
usually	uncertain)	benefits.	Unfortunately,	one	of	our	greatest	weaknesses	as
decision	makers	is	that	our	intuitive	planning	horizons	are	typically	shorter	than
that	needed	to	see	the	long-run	value	of	such	investments.	While	we	might
appreciate	the	need	for	a	seawall	or	a	safer	home,	our	myopia	imposes	a
crippling	handicap	on	our	ability	to	adopt	them.	We	either	do	not	see	the	value
of	the	investments	or	we	procrastinate	in	adopting	them,	mistakenly	believing
that	the	future	versions	of	ourselves	will	be	more	far-sighted	than	the	current
version.

Of	course,	if	the	perceived	consequences	of	not	having	protection	are	severe
enough,	myopia	can	be	overcome.	One	would	think,	for	example,	that	residents
of	Galveston,	where	8,000	people	died	at	the	turn	of	the	century,	would	have
known	better	than	anyone	the	virtues	of	proactive	investments	in	hurricane
preparedness,	and	that	investors	who	suffered	in	the	2008	and	2009	real	estate
and	equities	collapse	would	have	seen	the	virtues	of	safeguards	that	curbed
excessive	speculation.	Unfortunately,	as	challenged	as	we	are	in	thinking	about
the	future,	we	are	not	any	better	at	learning	what	we	should	from	the	past.

In	the	next	chapter	we	take	up	the	companion	bias	to	myopia:	historical	amnesia.



Chapter	3.	The	Amnesia	Bias

The	city	of	Miyako	lies	on	the	northeast	coast	of	Japan,	about	a	five-hour	train
ride	on	the	Shinkansen	high-speed	railway	from	Tokyo.	While	most	of	its
income	derives	from	commercial	fishing,	in	recent	years	Miyako	has	grown	in
popularity	as	a	jumping-off	spot	for	visiting	some	of	Japan’s	most	spectacular
points	of	natural	beauty.	On	March	11,	2011,	however,	the	city	became	known
for	something	far	more	tragic.	At	2:46	p.m.	one	of	the	strongest	seismic	events
ever	recorded	struck	the	city,	the	great	Tohoku	earthquake.	The	quake	was
centered	in	the	Pacific,	about	200	miles	to	the	southeast,	and	registered	9.0	on
the	Richter	scale—63	times	stronger	than	the	earthquake	that	destroyed	San
Francisco	in	1906.

At	first,	Miyako	withstood	the	blow.	Japan	had	seen	numerous	earthquakes,	and
as	a	result	it	had	some	of	the	world’s	most	stringent	building	codes.	While	there
was	some	initial	damage,	the	Tohoku	quake	was	precisely	the	kind	of	event	the
city	had	been	designed	to	survive.	But	the	city	was	not	built	to	survive	what
followed.	Shortly	after	3:00	p.m.,	a	129-foot	tsunami,	the	second	largest	ever
recorded,	came	funneling	up	Miyako’s	bay,	destroying	everything	in	its	path.26

When	the	water	had	subsided,	more	than	4,000	structures	(most	of	the	city)	lay



in	ruin.	Most	tragically,	while	many	were	able	to	seek	safety	as	the	tsunami
rolled	in,	420	residents	lost	their	lives.27

Yet	this	wasn’t	Miyako’s	or	the	area’s	first	earthquake	or	tsunami.	Centuries-old
stone	markers	line	the	Iwate	Prefecture	coastline.	Many	of	these	monuments
were	erected	shortly	after	earlier	earthquakes	and	tsunamis	devastated	the	area.
One	such	catastrophe	destroyed	the	city	in	1933,	killing	42%	of	the	city’s
population.28	One	monument,	inscribed	in	old	kanji,	reads,	“High	dwellings	are
the	peace	and	harmony	of	our	descendants.	Remember	the	calamity	of	the	great
tsunamis.	Do	not	build	any	homes	below	this	point.”29

The	hope	was	that	a	warning	could	be	given	to	those	who	would	resettle	in	the
area.	Despite	these	warnings,	though,	as	the	past	earthquakes	and	tsunamis	fell
into	distant	memory,	the	same	port	valley	was	rebuilt,	only	to	have	the	tragic
cycle	repeat	itself	less	than	a	century	later.

This	chapter	explores	the	flip	side	of	the	myopia	bias	that	we	discussed	in	the
last	chapter:	Not	only	do	we	seem	poorly	equipped	to	consider	the	future	when
making	decisions,	but	we	also	seem	to	have	a	hard	time	fully	learning	lessons
from	the	past,	which	is	why,	it	seems,	disasters	always	seem	destined	to	repeat
themselves.



Limits	to	Learning	about	Protection
One	of	the	most	remarkable	of	all	human	skills	is	our	ability	to	learn	to	perform
highly	sophisticated	tasks	using	nothing	more	than	trial	and	error.	Consider,	for
example,	how	we	learn	to	ride	a	bicycle.	When	we	try	to	ride,	but	fall,	the
resulting	pain	sends	an	unambiguous	signal	to	our	brains	that	we	have	done
something	wrong,	and	we	should	take	a	different	action	next	time.	If	we	then
manage	to	pedal	a	few	feet	without	falling,	our	brains	tag	these	actions	as	a
success	and	urge	us	to	keep	repeating	them.	Of	course,	if	the	initial	pain	is	too
severe,	we	might	choose	never	to	get	back	on	the	bike,	but	there	is	a	built-in	fix
for	that:	Our	memories	for	pain	tend	to	be	short-lived,	particularly	when	they	can
be	replaced	by	something	more	positive.	In	time,	this	instinctive	cycle	of
repeating	actions	that	yield	good	outcomes,	and	forgetting	the	pain	of	missteps,
allows	us	to	be	decent	cyclists	so	we	can	navigate	the	neighborhood	with	our
friends.

Yet	here’s	the	rub:	As	beneficial	as	this	intuitive	approach	to	learning	may	be	for
acquiring	most	day-to-day	skills,	it	can	backfire	when	it	is	used	to	discover	the
value	of	investing	in	protection	against	low-probability,	high-consequence
events.	The	reason	is	simple:	In	such	contexts,	successful	learning	requires	us	to
reverse	the	natural	tools	we	use	to	acquire	skills	in	other	domains.	Unlike	bike
riding,	learning	to	see	value	in	protection	against	rare	events	requires	long,	not
short,	memories	for	past	pains	and	mistakes.	It	also	requires	us	to	see	value	in
costly	actions	that	carry	few	observable	rewards.	A	successful	protective	act,
after	all,	is	one	that	leaves	our	lives	unchanged;	the	benefit	lies	only	in	losses
that	might	have	occurred	but	did	not.	Because	this	cognitive	reversal	is	hard	to
achieve,	our	normal	tools	for	trial-and-error	learning	often	have	the	effect	of
teaching	us	to	avoid,	not	invest	in,	protection.



The	Harmful	Effects	of	Short	Memories
It	is	often	observed	that	history	is	inevitably	prone	to	repeat	itself,	and	perhaps
nowhere	is	this	truer	than	in	disasters.	People	resettle	in	floodplains,	stock
market	crashes	come	in	cycles,	and	careless	drivers	suffer	repeated	crashes.	Each
time	such	an	event	occurs,	one	hears	pledges	to	take	steps	to	ensure	that	the
adverse	event	never	occurs	again,	but	inevitably	it	does—something	routinely
attributed	to	short	memories.

It	is	important	to	emphasize,	however,	that	if	disasters	often	repeat	themselves,	it
is	usually	not	because	past	disasters	themselves	have	been	forgotten.	Quite	the
contrary:	People	often	have	quite	clear	memories	of	past	disasters	(such	as	the
9/11	attacks),	and	communities	often	make	efforts	to	keep	memories	of	past
disasters	alive	through	monuments,	such	as	the	warning	tablets	that	line	the	hills
above	Miyako.	What	is	quickly	forgotten,	however,	is	the	hedonic	impact	of	past
losses,	the	acute	sense	of	tragedy	that	one	feels	when	seeing	one’s	house
destroyed,	or	the	fear	one	feels	in	the	immediate	wake	of	a	terrorist	attack.	We
suggest	that	it	is	the	fading	of	these	emotional	drivers,	not	objective	memories
for	the	disasters	themselves,	that	causes	attitudes	toward	protection	to	become
increasingly	lax	with	time.

A	case	in	point	is	the	story	of	the	Galveston	Seawall	and	the	destruction	of	the
Bolivar	Peninsula	during	Hurricane	Ike	in	2008,	the	disaster	with	which	we
began	this	book.	After	the	1900	catastrophe,	the	surviving	residents	of	Galveston
eschewed	the	natural	instinct	to	abandon	the	city	and	rebuild	elsewhere.	Instead,
they	used	their	own	money	to	construct	a	massive	seawall	around	the	city	that
was	17	feet	high	and	16	feet	wide	at	its	base—high	enough	to	ward	off	the	tides
of	all	but	the	most	extreme	hurricanes.30	Even	more	remarkable,	residents	also
funded	raising	the	elevation	of	the	entire	city	from	2	to	18	feet	above	sea	level.

The	protective	investments	worked.	Over	the	next	century	the	Texas	coast	was
repeatedly	hit	by	hurricanes,	some	stronger	than	the	1900	storm,	but	none



imposed	more	than	minor	damage	on	Galveston.	And	lest	residents	somehow
attribute	the	lack	of	losses	to	a	belief	that	the	city	was	inherently	immune	to
storms,	on	the	100th	anniversary	of	the	storm	a	monument	was	installed	on	top
of	the	wall	to	remind	residents	and	visitors	why	the	wall	was	there.

Yet	the	seawall	came	with	one	aesthetic	cost,	one	that,	for	many,	increasingly
trumped	the	advantages	of	safety	it	afforded:	the	loss	of	the	city’s	natural	beach.
As	the	neighboring	metropolis	of	Houston	grew,	and	as	wealthier	residents
looked	for	places	to	build	vacation	homes,	the	unsightly	seawall	(and	by
extension,	the	protection	it	afforded)	was	something	to	be	avoided	rather	than
sought.	The	unprotected	coasts	just	north	and	south	of	the	city	were	thus	rapidly
developed.	Of	course,	it	would	be	just	a	matter	of	time	before	another	major
hurricane	struck	the	area,	and	in	2008	one	did:	Hurricane	Ike.	While	there	indeed
was	damage	in	the	city	proper,	it	was	nothing	compared	to	the	complete
destruction	that	occurred	on	the	Bolivar	Peninsula,	just	to	the	north,	which	had
been	highly	developed.

In	the	weeks	that	followed,	it	seemed	as	though	the	only	sensible	remedy	for	the
Bolivar	Peninsula	was	to	abandon	it.	To	this	end,	the	federal	government	offered
a	buy-back	program	to	more	than	1,000	residents	who	had	lost	their	homes	in	the
storm,	with	the	intention	that	there	be	no	rebuilding	there.	Still,	memories	prove
short.	Rather	than	walking	away,	by	2010	the	empty	lots	that	were	once	seen	as
testaments	to	the	inherent	risk	posed	by	the	location	were	now	seen	as	cheap
buying	opportunities,	and	a	new	building	boom	ensued.31	The	disaster	cycle	was
poised	to	begin	anew.



When	Experience	Teaches	Us	to	Take	on	Risk
As	beneficial	as	trial-and-error	learning	may	be	as	a	means	for	teaching	us	how
to	perform	day-to-day	tasks,	it	also	has	a	dark	side;	when	applied	to	learning
about	the	value	of	protection,	it	sometimes	teaches	us	to	avoid	rather	than	seek
the	behaviors	that	would	most	ensure	our	safety.	The	reason	is	that,	in	these
contexts,	rewards	often	become	flipped	such	that	it	is	the	actions	that	are	the	best
for	us	that	go	unrewarded,	while	those	that	are	bad	for	us	get	reinforced.

Take	the	decision	to	purchase	insurance	as	a	form	of	protection.	In	the	wake	of
Hurricane	Katrina,	the	National	Flood	Insurance	Program	witnessed	a	significant
rise	in	the	number	of	flood	policies	issued,	only	to	see	that	number	drop	to	pre-
Katrina	levels	three	years	later.32	While	fading	memories	of	Katrina	likely
played	a	role	in	many	of	these	cancellations,	so,	too,	did	the	fact	that	the
insurance,	as	most	people	discovered,	carried	little	reward.	While	holding	a
policy	may	have	provided	a	sense	of	mental	comfort,	that	was	a	luxury	many	felt
they	could	ill	afford,	given	more	critical	(and	rewarding)	household	expenses.	It
hard	to	convince	people	that	“the	best	return	on	an	insurance	policy	is	no	return
at	all.”

This	same	tendency	for	protective	actions	to	wane	when	there	is	no
reinforcement	also	helps	explain	the	reluctance	of	individuals	to	employ
protective	measures	even	after	they	have	incurred	the	costs	of	purchasing	them.
Consider,	for	example,	the	failure	of	many	coastal	homeowners	to	put	up	storm
shutters	in	advance	of	hurricanes.	Data	from	a	recent	unpublished	study	by	one
of	the	authors	revealed	that	as	Hurricanes	Earl	and	Irene	were	approaching	the
North	Carolina	Outer	Banks	in	2010	and	2011,	only	55%	of	residents	who
owned	shutters	said	they	intended	to	put	them	up	when	warnings	were	issued.
What	made	this	result	particularly	surprising	was	that	there	was	little	evidence
that	this	failure	was	due	to	misplaced	optimism	that	the	storms	might	miss	them;
when	residents	were	asked	to	judge	the	probability	that	their	homes	would	be



affected	by	hurricane-force	winds,	the	probabilities	they	gave	were	considerably
higher	than	the	objective	probabilities	communicated	by	the	National	Hurricane
Center—often	by	orders	of	magnitude.

Rather	than	teaching	them	the	value	of	shutters,	prior	experience	with	hurricanes
seems	to	have	done	just	the	opposite.	Storm	shutters,	for	all	their	benefits,	are
not	easy	to	put	up;	nor	are	they	easy	to	take	down,	so	there	is	a	tangible	cost	for
installing	them	unnecessarily.	Of	course,	there	is	a	far	larger	cost	for	failing	to
put	them	up	should	a	hurricane	make	landfall	in	the	vicinity	of	one’s	house,	but
that	is	an	outcome	that	few	residents	had	experienced.	In	addition,	residents	may
know	that	hurricane	warnings	are	normally	issued	over	larger	areas	than	those
that	end	up	experiencing	actual	storm	conditions.	Hence	when	warnings	are
issued	for	a	given	area,	shutters	will	not	have	been	needed	most	of	the	time.33

The	prudent	homeowner	who	puts	up	the	shutters	for	a	storm	that	misses	his	area
recalls	the	time	and	effort	of	installing	them	and	then	having	to	take	them	down,
whereas	the	neighbor	who	avoids	taking	this	preventive	measure	remembers	the
relaxing	day	spent	at	the	beach	and	how	good	it	felt	to	be	an	expert	forecaster.
Moreover,	even	if	the	storm	were	to	make	landfall	in	a	homeowner’s	area,	the
protective	benefits	of	the	shutters	can	only	be	imagined	in	advance.	In	other
words,	the	homeowner	has	to	construct	a	scenario	that	characterizes	the
additional	damage	that	would	have	occurred	to	his	house	had	the	shutters	not
been	installed.

In	summary,	when	we	are	faced	with	a	decision	as	to	whether	to	put	up	storm
shutters	or	to	invest	in	most	protective	measures,	a	battle	is	waged	between	two
psychological	forces:	the	instinct	not	to	take	action	now,	based	on	years	of
disaster-free	experience,	and	the	knowledge	that	we	probably	should	incur	the
cost	of	undertaking	protection	in	advance	of	a	disaster	based	on	the	likelihood
that	it	might	occur.	In	the	case	of	shutters	purchased	for	the	property,	the
homeowner	may	have	heard	warnings	that	hurricane	winds	are	likely	in	his	area
and	that	it	would	be	prudent	to	install	them.	Unfortunately,	in	many	of	these



battles	it	is	instinct	that	emerges	as	the	winner	over	knowledge.



The	Fear	of	Crying	Wolf
Up	until	this	point	we	have	provided	what	might	seem	to	be	a	bleak	portrait	of
our	ability	to	see	value	in	taking	steps	now	to	reduce	losses	from	disasters,
particularly	if	experts	issue	warnings.	Learning	is	impeded	by	two	forces:	a
tendency	to	quickly	forget	the	emotional	impact	of	losses	and	a	tendency	for
protective	actions	to	go	unrewarded	far	more	often	than	they	are	rewarded.
While	both	of	these	can	be	harmful,	a	case	can	be	made	that	the	second	is	the
more	worrisome,	as	it	implies	that	there	may	be	limits	as	to	how	effective	we	can
be	in	warning	people	of	looming	threats,	even	when	those	threats	are	on	the
horizon	as	illustrated	by	hurricane	forecasts.

Here	is	the	logic:	By	definition,	the	likelihood	and	impact	of	a	disaster	cannot	be
predicted	with	certainty,	so	warnings	are	given	to	more	people	than	will	actually
experience	damage.	While	most	would	agree	that	it	is	better	to	be	safe	than
sorry,	doing	so	carries	the	risk	of	having	the	“cry	wolf”	effect,	a	reference	to
Aesop’s	famous	fable	of	the	shepherd	boy	who	repeatedly	fooled	villagers	into
believing	that	a	wolf	was	attacking	his	flock,	only	to	be	unable	to	recruit	aid
once	the	real	threat	materialized.	The	reluctance	of	North	Carolina	residents	to
put	up	shutters	might	be	explained	in	these	terms—feeling	that	one’s	effort	is
wasted	when	the	storm	does	not	materialize	and	deciding	not	to	heed	the	next
warning.

Other	examples	are	easy	to	find.	Car	alarms	are	widely	ignored	when	they	go
off,	motorists	ignore	maintenance	reminders	on	their	car	dashboards,	and	fire
alarms	are	frequently	ignored	when	residents	or	employees	are	asked	to	leave
their	homes	or	offices.	Even	single	encounters	with	false	alarms	can	trigger	the
cry	wolf	effect;	in	2007	a	false	tsunami	warning	in	Aceh,	Indonesia,	induced
such	great	trauma	among	residents	that	they	forcibly	disabled	the	system.34

But	there	is	a	stroke	of	good	news	here.	While	cry	wolf	effects	are	quite	real	in
some	cases,	the	bias	is	far	from	universal.	As	an	example,	in	the	summer	of



1996,	residents	of	North	Carolina	were	subject	to	two	hurricane	landfalls	in
quick	succession,	both	of	which	triggered	evacuation	orders:	Bertha	in	late	July
and	Fran	in	mid-September.	Whereas	Bertha	proved	to	be	a	false	alarm,	Fran
was	a	more	serious	threat.	In	a	post-storm	survey	of	coastal	residents,	Kirstin
Dow	and	Susan	Cutter	found	that	the	false	alarm	of	Bertha	did	little	to	impede
evacuation	rates	for	Fran	(which	were	much	higher),	and	that	only	2%	of
respondents	indicated	that	they	would	be	less	inclined	to	evacuate	because	the
actual	impact	of	the	storms	proved	less	than	they	had	feared.35

The	fortuitous	recollection	of	a	past	false	alarm	in	this	case	likely	had	two
sources.	First,	unlike	false	car	or	fire	alarms,	in	both	cases	the	hurricane	threats
in	North	Carolina	were	quite	real;	they	both	hit	the	coast	as	forecast	but	with	a
bit	less	fury	than	was	feared.	Second,	in	the	same	way	that	people	quickly	forget
the	emotional	impact	of	past	disaster	losses,	they	also	quickly	forget	the
emotional	impact	of	having	taken	protective	actions	that	proved	unneeded.	As
Fran	was	approaching,	coastal	residents	seemed	willing	to	believe	that	the
current	threat	was	indeed	the	“big	one,”	and	this	signal	swamped	faded
memories	of	past	warnings	that	proved	to	be	overblown.

We	should	caution,	however,	that	the	cry	wolf	effect	could	manifest	itself	in
other	ways,	even	when	warnings	are	successful	in	triggering	action.	A	good
example	of	this	is	the	Crescent	City,	California,	tsunami	in	1964	that	took	the
lives	of	eleven	residents.36	The	town’s	sheriff,	the	official	responsible	for	issuing
evacuation	orders	after	a	tsunami	alert,	had	come	under	criticism	the	previous
year	for	ordering	an	evacuation	of	the	coastal	area	after	an	earthquake	advisory.
When	a	similar	advisory	arrived	late	on	the	night	of	March	28,	he	hesitated,
fearing	repercussions	should	this	be	another	false	alarm.	It	was	only	when	it
became	clear	that	the	risk	this	time	was	real,	moments	before	a	21-foot	tidal
wave	swamped	the	city,	that	an	evacuation	was	ordered,	but	by	then	it	was	too
late.



Recap:	Why	We	Have	Trouble	Learning	from	the	Past
In	the	wake	of	almost	all	major	disasters	there	will	be	news	articles	highlighting
how	the	impending	catastrophe	could	have	been	foreseen	from	prior	experience.
When	Hurricane	Katrina	flooded	the	city	of	New	Orleans	in	2005,	much	of	the
blame	was	directed	at	policy	makers	who	had	been	remiss	in	maintaining	the
city’s	vital	levees,	which	implies	a	collective	amnesia	as	to	why	the	levees	had
been	constructed	in	the	first	place.	When	Hurricane	Sandy	wrought	devastation
along	the	Northeast	coast	in	2012,	some	tried	to	excuse	the	lack	of	preparedness
by	claiming	that	the	storm	was	an	unforeseen	quirk	of	climate	change,
overlooking	historical	experience:	The	Northeast	coast	is	prone	to	a	major
hurricane	hit	every	fifty	years	or	so.	And	of	course,	those	who	invested	in	the
World	Trade	Center	in	July	2001	seemed	oblivious	to	the	risks	the	buildings
posed,	despite	their	having	been	the	target	of	a	terrorist	attack	less	than	a	decade
before	9/11.

In	this	chapter,	we	argued	that	these	seeming	acts	of	forgetting	are	the	result	of
two	forces	that,	acting	in	tandem,	make	investments	in	protective	action	difficult
to	sustain.	The	first	force	is	emotional:	While	we	might	well	have	good	objective
memories	for	past	catastrophes,	memories	of	the	emotions	that	accompanied
them	tend	to	fade	quickly—and	this	emotional	reaction	is	critical	to	motivating
action.	The	second	force	is	positive	reinforcement:	Costly	protective	actions,
when	undertaken,	are	rarely	positively	reinforced.	A	homeowner	who	lets	her
flood	insurance	policy	lapse	in	order	to	afford	a	new	television	set	is	much	more
likely	to	feel	good	about	this	purchase	than	to	regret	not	having	maintained	her
insurance	coverage	should	she	suffer	damage	from	a	flood	next	year.	In	essence,
when	it	comes	to	safety,	the	reward	structures	become	flipped	from	what	they
are	in	most	aspects	of	life:	The	actions	that	are	the	most	beneficial	to	us	in	the
long	run	get	punished,	while	those	that	are	the	least	beneficial	get	rewarded.

In	the	next	chapter,	we	take	up	a	cognitive	limitation	that	might	be	seen	as	the



underlying	currency	of	both	myopia	and	amnesia:	a	tendency	to	have	distorted
perceptions	of	risk.	While	these	distortions	can	cut	both	ways—sometimes	we
overestimate	risk,	sometimes	underestimate—for	decisions	to	invest	in
protective	action,	the	latter	is	clearly	the	larger	concern.	The	factors	that	drive
such	biased	perceptions	will	be	our	next	focus.



Chapter	4.	The	Optimism	Bias

In	the	rarified	air	of	New	York	City	real	estate	moguls,	few	stood	taller	in	2001
than	Larry	Silverstein.	Over	the	years,	Larry	had	assembled	an	impressive
portfolio	of	marquee	properties.	In	late	July,	he	was	poised	to	acquire	the	crown
jewel	of	his	collection:	the	twin	towers	of	the	World	Trade	Center	(WTC).	After
months	of	bargaining,	he	had	finally	secured	from	the	Port	Authority	of	New
York	and	New	Jersey,	a	99-year	lease	priced	at	$3.2	billion,	an	amount	that
included	$14	million	of	his	own	money.37

It	was	known	that	the	buildings	carried	risk.	Just	eight	years	earlier,	terrorists
detonated	1,500	pounds	of	explosives	in	the	basement	of	the	North	Tower,
killing	six	and	injuring	more	than	1,000,	and	the	years	since	had	seen	a	growing
threat	of	terrorist	attacks	worldwide.	In	addition,	a	report	commissioned	just
before	the	Silverstein	acquisition	highlighted	a	long	list	of	things	that	could	go
wrong	with	the	buildings,	one	being	the	possibility	of	an	airliner	crashing	into
one	or	both	of	the	towers.38	Still,	whatever	risks	the	WTC	posed,	they	were	not
enough	to	dissuade	Silverstein	from	purchasing	the	buildings	or	dissuade	tenants
from	renting	office	space.	Just	the	year	before,	for	example,	the	WTC
experienced	an	all-time	high	occupancy	rate.39	Whatever	the	risks	of	acquiring



the	WTC,	all	the	relevant	parties	saw	them	as	small	relative	to	the	financial
upside.

The	risks	posed	by	the	WTC	also	did	not	serve	as	a	barrier	to	Silverstein’s
securing	insurance	coverage.	When	he	acquired	the	buildings,	a	consortium	of
22	insurers	provided	him	with	$3.55	billion	in	coverage	should	the	WTC	suffer
any	future	damage.40	What	was	most	interesting	about	these	policies,	however,
was	not	their	existence	but	how	they	were	written.	Despite	the	history	of	the
buildings	as	a	target	for	terrorism,	when	drawing	up	the	contract,	insurers	were
content	to	lump	losses	due	to	a	future	terrorist	attack	under	a	standard	“all-other
perils”	clause,	meaning	that	this	risk	was	not	priced	independently	when	the
premium	was	determined.	In	essence,	insurers	saw	the	chance	of	losses	from
another	terrorist	attack	as	sufficiently	remote	that	it	could	be	pooled	with	a	wide
range	of	other	difficult-to-imagine	events,	such	as	the	towers	being	struck	by	an
errant	meteor.

Of	course,	soon	after	Silverstein	signed	the	final	paperwork,	the	unthinkable	did
happen:	On	the	morning	of	September	11,	2001,	terrorists	flew	two	commercial
airliners	into	the	towers,	causing	both	to	collapse,	killing	more	than	2,700
people.	Silverstein	declared	his	intention	to	rebuild,	though	he	and	his	insurers
became	embroiled	in	a	multiyear	dispute	over	whether	the	attack	constituted	one
event	or	two.	A	settlement	was	reached	in	2007,	with	insurers	agreeing	to	pay
out	$4.5	billion.41	The	eventual	combined	loss	of	the	disaster	and	the	cost	of
rebuilding	greatly	exceeded	the	insurance	settlement.

Silverstein’s	misfortunes,	however,	did	not	end	with	the	9/11	attack.	On
December	11,	2008,	a	financier	named	Bernard	Madoff	was	arrested	in	New
York	on	charges	of	securities	fraud.	For	more	than	a	decade,	Madoff	had	been
running	an	investment	securities	firm	that	promised	selected	investors	a	high	rate
of	return	with	virtually	no	variance,	one	that	by	2008	claimed	more	than	$65
billion	in	paper	assets.42	The	firm,	however,	turned	out	to	be	a	Ponzi	scheme,
one	that	would	turn	out	to	inflict	billions	of	dollars	in	losses	for	hundreds	of	his



clients.	When	the	news	media	released	a	list	of	famous	celebrities	and	investors
who	had	been	victimized	by	the	scam,	one	familiar	name	again	stood	out:	Larry
Silverstein.43	A	low-probability	event	had	once	again	taken	its	toll.

While	vastly	different	in	nature	and	scope,	the	9/11	attacks	and	the	Madoff
scandal	have	one	thing	in	common:	Both	illustrate	the	catastrophic	outcomes
that	can	occur	when	one	does	not	fully	consider	all	the	consequences	of
foreseeable	risks.	While	it	would	have	been	impossible	to	put	a	precise
probability	on	the	chance	of	a	terrorist	attack	prior	to	9/11,	or	the	odds	that
Bernard	Madoff	was	running	a	Ponzi	scheme,	in	both	cases	information	was
available	to	officials	that,	if	properly	attended	to,	might	at	least	have	lessened	the
scale	of	the	losses.	After	the	Madoff	scandal,	for	example,	the	Securities	and
Exchange	Commission	conceded	that	it	had	information	indicating	that	a	fraud
was	in	the	works	up	to	nine	years	before	the	event,44	and	in	the	wake	of	the
World	Trade	Center	disaster,	the	9-11	Commission	pointed	to	numerous	similar
intelligence	failures.45

In	both	cases	Silverstein’s	decisions	were	fueled	by	psychological	factors	that
should	have	played	little	(if	any)	role:	the	emotional	lure	of	winning	a	bidding
war	for	the	WTC	purchase	and	the	trust	that	Madoff	would	never	undertake	a
Ponzi	scheme.

In	this	chapter,	we	try	to	explain	why	individuals	and	organizations	often	err
when	forming	assessments	of	the	likelihood	of	rare	events—why	Larry
Silverstein	was	one	of	many	who	underestimated	the	risk	of	a	terrorist	attack	on
9/11,	and	why	he	and	so	many	other	investors	failed	to	recognize	that	something
was	not	right	with	Bernard	Madoff’s	investment	scheme.	While	economics	and
statistics	teach	us	how	we	should	think	about	probability	and	outcomes	when
choosing	between	alternatives,	we	rarely	follow	these	principles	when	actually
making	decisions.	More	often	than	not,	we	make	choices	under	risk	intuitively
rather	than	deliberatively.



How	We	Should,	versus	Do,	Think	About	Probability
When	statisticians	use	the	term	probability,	they	have	something	very	specific	in
mind:	a	long-run	relative	frequency.	A	simple	example	is	a	coin	toss:	If	we	flip	a
coin	a	large	number	of	times,	it	will	come	up	heads	about	half	the	time;	hence,
we	say	the	odds	of	either	outcome	are	50-50.	It	is	a	precise	number	that	one	can
determine	mathematically.	But	it	is	unusual	that	one	can	assign	such	precise
probabilities	to	uncertain	events,	particularly	rare	ones.	While	we	might	be	able
to	define	the	event	(e.g.,	a	terrorist	attack),	it	is	difficult	if	not	impossible	to
define	the	complete	set	of	alternative	possibilities	necessary	to	compute	precise
odds.	The	perceptions	we	form	about	risk	are	thus	more	a	cognitive	cocktail	of
objective	facts,	subjective	feelings,	and	emotions—a	blend	that	often	causes
beliefs	about	risk	to	stray	widely	from	those	a	statistician	might	prescribe.

Consider,	for	example,	the	case	of	insurers	writing	policies	for	the	World	Trade
Center	prior	to	the	9/11	attacks.	While	all	knew	that	there	was	some	risk	that	the
buildings	could	be	damaged	by	a	terrorist	attack,	it	was	impossible	at	the	time	of
Silverstein’s	purchase	of	the	property	to	assign	a	precise	probability	to	such	an
event.	In	the	absence	of	estimates	based	on	past	data,	the	underwriters	did	the
only	thing	they	could:	They	relied	on	their	subjective	beliefs	about	the	likelihood
of	a	future	attack	that	would	damage	or	destroy	property	and	assumed	that	it	was
highly	unlikely.

While	there	are	a	number	of	reasons	subjective	beliefs	about	probability	often
stray	from	beliefs	formulated	by	a	statistician,	psychologists	have	identified
three	main	reasons:	the	availability	bias,	or	the	tendency	to	ground	beliefs	about
risk	in	how	easy	it	is	to	imagine	bad	outcomes;	the	optimism	bias,	or	the
tendency	to	believe	that	we	are	more	immune	than	others	to	bad	outcomes;	and
the	compounding	bias,	or	the	tendency	to	underestimate	cumulative	risk.

The	Curse	of	Intuition:	The	Availability	Bias



In	a	1980	airing	of	his	late-night	talk	show,	Johnny	Carson	made	famous	a
mathematical	problem	involving	computing	probabilities	called	the	birthday
paradox,	which	works	like	this.	Imagine	a	studio	audience	of	70	people	where
each	is	asked	to	announce	the	day	and	month	in	which	he	or	she	was	born.
“What	are	the	chances	that	there	is	at	least	one	pair	of	birthdays	with	the	same
date	among	the	70	people?”	Intuition	says	that	the	odds	of	this	happening	are
small.	After	all,	it	is	rare	to	run	into	someone	with	the	same	birthday	as	ours.	For
this	reason,	many	people	would	find	it	surprising	that	in	an	audience	of	70,	it	is	a
virtual	certainty	that	two	will	have	the	same	birthday;	the	probability	is	99.9%.46

Why	does	our	intuition	fail	us	in	this	case?	The	reason	is	that	our	minds
instinctively	lead	us	to	try	to	solve	the	problem	the	same	way	that	we	estimate
the	odds	of	most	things	in	life:	By	trying	to	imagine	how	often	the	event	occurs
based	on	our	own	experience.	In	the	case	of	the	birthday	problem,	an	individual
is	likely	to	focus	on	the	number	of	times	he	has	met	someone	who	was	born	on
the	same	month	and	day	as	he.	The	likelihood	of	the	person	finding	a	match	is
very	small,	even	with	70	people.47	The	birthday	paradox,	however,	focuses	on	a
different	problem:	the	probability	that	any	pair	of	individuals	in	a	sample	of	70
people	has	the	same	birthday.48

The	tendency	to	estimate	the	likelihood	of	a	specific	event	occurring	on	the	basis
of	our	own	personal	experience	has	been	termed	the	availability	bias,	and	it
helps	explain	why	we	often	have	distorted	perceptions	of	risk	in	a	wide	variety
of	settings.49	With	respect	to	the	risk	of	terrorism,	in	the	year	prior	to	9/11,
insurers	gave	little	thought	to	the	possibility	that	terrorists	could	bring	down	both
towers	of	the	WTC,	simply	because	such	a	catastrophic	event	would	have	been
hard	to	imagine.	It	had	been	six	years	since	any	such	major	incident	had
occurred	in	the	United	States	(the	Oklahoma	City	bombing),	the	federal
government	had	invested	substantial	resources	in	detecting	and	preventing
repeats	of	such	attacks,	and	it	was	hard	to	envision	the	possibility	that	two	of	the
largest	office	buildings	in	the	United	States	could	collapse	due	to	coordinated



plane	hijackings.

After	the	event	occurred,	the	availability	bias	had	the	opposite	effect	of
producing	subjective	beliefs	that	the	risk	of	terrorism	was	much	higher	than
actually	plausible—a	bias	that	had	its	own	destructive	effects.	Insurers	now
perceived	terrorism	as	a	very	salient	risk	and	viewed	another	attack	as	extremely
likely	in	the	near	future.	As	such,	they	concluded	that	it	was	an	uninsurable	risk.
The	few	insurers	who	were	willing	to	offer	coverage	were	able	to	charge	a	very
high	premium	because	commercial	enterprises	were	overly	concerned	about
being	protected.	One	firm,	for	example,	paid	$900,000	to	protect	itself	against	$9
million	in	damage	to	their	facility	from	a	terrorist	attack	in	the	coming	year.	If
one	calculates	the	implied	odds	of	a	terrorist	attack	damaging	the	building	based
on	this	insurance	premium,	it	is	1	in	10	($900,000	/	$9	million),	an	estimate
almost	certainly	much	larger	than	the	actual	probability.

In	a	similar	fashion,	a	large	number	of	potential	air	travellers	reacted	to	their
newly	elevated	fears	of	terrorism	by	getting	into	their	cars	to	reach	destinations
to	which	they	would	ordinarily	have	taken	a	plane.	In	2002,	for	example,	air
passenger	miles	fell	between	12%	and	20%,	while	road	use	surged50—a	change
that	Garrick	Blalock	and	colleagues	concluded	resulted	in	the	needless	loss	of
2,300	lives.51

What	travellers	overlooked	at	the	time,	of	course,	was	that	the	risk	of	disaster
while	driving	or	riding	in	a	car	is	much	higher	than	that	of	flying,	even	given	a
perceived	heightened	risk	of	a	terrorist	attack	overall.	In	the	year	after	9/11,
though,	images	of	planes	flying	into	the	World	Trade	Center	would	have	been
much	easier	to	bring	to	mind	than	auto	crashes	on	interstate	highways—it	is	the
salience	of	imagined	events,	not	actuarial	odds,	that	is	key	in	driving	behavior.
The	statistical	data	reveal	that	there	is	a	1	in	11	million	chance	that	a	person	will
be	killed	in	a	plane	crash.	If	one	compares	the	safety	of	planes	relative	to	cars	on
a	per-mile	basis,	the	likelihood	of	being	killed	in	a	car	is	720	times	greater	than
that	of	flying.52



This	psychic	boomerang	associated	with	the	availability	bias	has	been	widely
documented	in	other	contexts,	such	as	what	causes	people	to	buy	insurance.	Just
prior	to	the	1989	Loma	Prieta	earthquake	in	California,	only	22%	of
homeowners	in	the	Bay	Area	had	earthquake	coverage.	Although	residents	knew
they	were	living	in	a	seismically	active	region,	it	had	been	83	years	since	a
quake	of	magnitude	7	or	higher	hit	the	area—the	great	San	Francisco	earthquake
took	place	in	1906,	long	before	most	were	born.	But	the	sudden	realization	that
severe	quakes	can	happen—the	Loma	Prieta	registered	7.1	on	the	Richter	scale
—caused	residents	suddenly	to	elevate	their	subjective	beliefs	about	the	risk.
Four	years	later,	36.6%	of	residents	had	purchased	earthquake	insurance—a	72%
increase	in	coverage.53	Similarly,	the	Northridge,	California,	earthquake	of	1994
led	to	a	significant	demand	for	earthquake	insurance.	For	example,	more	than
two-thirds	of	the	homeowners	surveyed	in	nearby	Cupertino	County	had
purchased	earthquake	insurance	in	1995.54	There	have	been	no	severe
earthquakes	in	California	since	Northridge,	and	only	10%	of	homeowners	in
seismic	areas	of	the	state	have	earthquake	insurance	today.	If	a	severe	quake	hits
the	Bay	Area	or	Los	Angeles	in	the	near	future,	the	damage	could	be	as	high	as
$200	billion,	and	it	is	likely	that	most	homeowners	suffering	damage	will	be
financially	unprotected.55

“It	Will	Not	Happen	to	Me”:	The	Optimism	Bias
A	related	error	arises	when	people	form	perceptions	of	risk:	the	tendency	to
believe	that	they	are	more	immune	than	others	to	threats.	This	is	the	optimism
bias.	A	classic	study	of	this	effect	was	published	by	Neil	Weinstein	in	1980.56

He	asked	people	to	estimate	the	probability	of	uncertain	future	life	events	(such
that	one’s	marriage	would	end	in	divorce,	one’s	car	would	be	stolen,	or	one
would	be	diagnosed	with	lung	cancer)	in	one	of	two	ways:	the	probability	for	the
individual	respondent	and	the	probability	for	an	average	person	in	the
population.	In	virtually	all	cases,	people	saw	their	own	odds	of	escaping	such
misfortunes	as	being	much	higher	than	those	of	others;	divorce,	after	all,	is



something	that	happens	to	other	couples.

The	optimism	bias	helps	explain	an	apparent	paradox	that	has	surfaced	in	studies
of	how	people	prepare	for	natural	hazards:	a	tendency	to	concede	that	a	hazard	is
likely	to	occur,	but	to	take	limited	or	no	personal	actions	to	reduce	the	potential
damage.	In	a	recent	study,	conducted	by	one	of	the	authors,57	on	hurricane
preparedness	in	advance	of	Hurricane	Sandy,	coastal	residents	in	New	Jersey
believed	forecasts	that	their	community	was	about	to	be	hit	by	a	bad	storm.	In
fact,	they	thought	the	storm	would	be	more	severe	than	it	actually	was.	For
example,	some	believed	that	there	was	more	than	an	80%	chance	their	homes
would	experience	sustained	hurricane-force	winds.	In	contrast,	the	National
Hurricane	Center’s	estimates	of	the	probability	of	hurricane-force	winds	striking
Atlantic	City	were	never	more	than	32%.	But	here	is	the	surprise:	When	asked
what	actions	they	were	taking	to	prepare	for	the	storm,	most	residents	displayed
a	surprising	laxness.	Only	slightly	more	than	half	of	respondents	who	had
removable	storm	shutters	on	their	houses	indicated	that	they	were	putting	them
up.	Only	21%	indicated	that	they	had	plans	in	place	if	they	needed	to	evacuate.

The	reason	for	this	apparent	disconnect	became	clear	when	residents	were	then
asked	to	estimate	the	probability	that	their	homes	would	suffer	property	damage
as	a	result	of	the	hurricane.	Their	estimates	were	less	than	half	of	those	they	gave
when	asked	about	the	probability	that	they	would	experience	damaging	winds.	In
a	nutshell,	while	residents	believed	that	a	hurricane	was	coming	and	that	it
would	be	bad,	they	also	had	faith	that	when	it	arrived	they	would	personally
escape	harm.

There	are	two	principal	reasons	for	people	being	excessively	optimistic	that
harm	is	something	that	happens	to	other	people.	One	is	the	availability	bias
we’ve	just	discussed.	Most	of	the	time,	harm	does	come	to	others,	therefore
instances	in	which	one	did	not	experience	harm	will	come	to	mind	much	more
readily	than	those	in	which	one	did.	If	a	storm	is	approaching,	one	is	more	likely
to	think	of	damage	in	other	places—floods	in	New	Orleans,	tornados	in



Oklahoma.	It	would	be	hard	to	imagine	a	storm	surge	from	a	hurricane
inundating	our	home	or	strong	winds	detaching	the	roof	if	we	have	not
experienced	such	a	disaster	before.	The	media	play	a	key	role	in	this	regard	by
highlighting	the	damage	that	occurs	in	disasters	with	graphic	photos	of	other
people’s	misfortunes.

Yet	this	is	only	half	the	story.	The	second,	and	more	serious,	reason	for	people’s
excessive	optimism	is	that	we	are	also	prone	to	construct	scenarios	that	we	hope
will	happen.	We	shut	out	images	of	our	living	room	being	underwater,	of	our
homes’	roofs	being	blown	off.	We	would	much	prefer	to	think	of	the	ways	that
we	will	escape	harm	rather	than	experience	it.	Psychologists	term	this	effect
motivated	reasoning;	that	is,	a	tendency	to	selectively	gather	and	process
information	that	is	most	congruent	with	a	desired	goal	or	outcome.58

A	tragic	example	of	this	behavior	occurred	during	the	great	Labor	Day
Hurricane	of	1935,	when	257	World	War	I	veterans	lost	their	lives	in	the	Florida
Keys	awaiting	an	escape	train	that	never	arrived.	Knowing	that	the	barracks	the
veterans	were	staying	in	would	not	be	strong	enough	to	survive	a	hurricane,
officials	ordered	a	train	to	be	sent	from	Miami	to	evacuate	them.	A	tragic
mistake	was	made,	however,	in	deciding	when	to	send	the	train.	The	official	in
charge	of	the	evacuation	optimistically	focused	on	how	much	time	would	be
required	to	get	to	the	Florida	Keys	and	back	under	normal	circumstances—not
during	a	hurricane	on	Labor	Day.	He	overlooked,	for	example,	the	fact	that	it
would	be	difficult	to	quickly	round	up	a	crew	on	a	holiday	and	that	drawbridges
would	be	open	as	boaters	tried	to	move	their	vessels	to	safety.	When	the	train
finally	made	it	to	the	Keys,	it	was	too	late;	the	storm’s	tidal	surge	had	begun	to
submerge	the	tracks,	and	evacuation	was	impossible.	At	daybreak,	it	was
discovered	that	most	of	the	veterans	in	the	camps	had	perished,	along	with	more
than	200	other	Keys	residents.

Underestimation	of	Cumulative	Risk:	The	Compounding	Bias



Another	source	of	error	arises	when	people	perceive	the	risk	of	rare	events:	a
tendency	to	focus	on	the	low	probability	of	an	adverse	event	in	the	immediate
future	rather	than	on	the	relatively	high	probability	over	a	longer	time	period.
Consider	again	the	case	of	the	World	Trade	Center.	On	the	eve	of	9/11,	the	risk
of	a	terrorist	attack	was	probably	the	furthest	thing	from	most	people’s	minds	for
good	reason:	the	odds	of	such	a	thing	happening	the	next	day	was	extraordinarily
small.	If	someone	had	told	investors,	for	example,	that	there	was	a	1-in-100
chance	that	a	catastrophic	terrorist	attack	would	occur	in	any	year	during	the
lease	of	the	WTC,	Silverstein	might	have	given	this	risk	some	consideration	but
still	assumed	it	was	not	worth	worrying	about.	But	here’s	the	rub:	While	a	1-in-
100	chance	of	a	disaster	occurring	in	any	one	year	is	indeed	quite	small,
extrapolated	out	over	the	life	of	a	99-year	lease,	that	same	risk	becomes	quite
large.	To	be	precise,	there	would	be	a	63%	chance	that	a	catastrophic	attack
would	happen	at	least	once	in	100	years.59	That	is	a	risk	that	an	investor	would
likely	take	more	seriously.

This	kind	of	oversight	is	commonplace	in	day-to-day	life.	If,	one	morning,	we
see	an	aged	tree	hanging	over	our	house	and	are	trying	to	decide	whether	to	hire
an	arborist	to	prune	it,	we	might	well	feel	there	is	no	urgency	to	the	matter:	The
odds	that	the	tree	will	fall	that	day	are,	after	all,	very	small.	But,	of	course,	this	is
not	the	relevant	calculation	one	should	make.	One	should	be	thinking	about	the
probability	that	the	tree	will	fall	sometime	in	the	foreseeable	future,	and	act	on
that	likelihood.

There	are	two	principal	reasons	that	people	are	prone	to	underestimate	long-term
risk.	First,	when	trying	to	compute	compound	probabilities,	our	brains	tend	to	be
overly	influenced	by	short-term	considerations,	which	come	most	easily	to	mind,
an	effect	termed	anchoring	bias.	To	understand	this,	consider	the	problem	of
calculating	the	odds	that	a	tree	will	fall	on	your	house	while	you’re	living	there
over	the	course	of	several	years.	One	quick	way	to	do	this	would	be	to	think	of	a
probability	you	can	be	reasonably	confident	about,	such	as	the	probability	that



the	tree	will	fall	today,	and	then	adjust	that	probability	upward.	This	upward
adjustment,	however,	is	likely	to	be	insufficient.	Our	initial	estimate	of	the
probability	of	the	tree	falling	today,	which	is	very	small,	will	unduly	anchor	our
estimate	that	it	will	probably	fall	over	the	course	of	several	years.

Another	reason	for	the	focus	on	short-term	risk	is	the	way	others	present	it	to	us.
To	illustrate,	consider	the	case	of	flood	insurance.	In	the	United	States,	the
Federal	Emergency	Management	Agency	(FEMA)	operates	the	National	Flood
Insurance	Program,	which	communicates	flood	risk	to	homeowners	in	terms	of
expected	return	periods.	For	example,	a	homeowner	might	be	shown	a	map
indicating	that	his	residence	lies	in	the	“100-year	floodplain,”	where	a	damaging
flood	might	be	expected	once	a	century.	Is	this	a	high	risk?	We	conjecture	that
most	people	would	not	see	it	that	way;	after	all,	time	scales	over	decades	are
hard	enough	to	grasp	mentally,	much	less	over	a	century.	The	tendency	to	ignore
this	risk	might	be	exacerbated	if	the	location	recently	experienced	an	actual
flood.	In	that	case,	the	“once-in-a-century”	reference	might	wrongly	be
construed	as	implying	that	the	home	is	safe	for	another	99	years.	Yet	note	that	if
the	National	Flood	Insurance	Program	told	homeowners	that,	over	the	course	of
a	25-year	period,	the	chances	of	at	least	one	flood	occurring	was	greater	than	one
in	five	(that	is,	the	same	risk	as	once	in	a	century,	but	conveyed	in	a	mentally
more	manageable	way),60	the	homeowners	might	suddenly	be	far	more
concerned,	and	see	flood	insurance	as	worth	purchasing.



Recap:	The	Bane	of	Optimism
One	of	the	major	challenges	of	preparing	for	catastrophic	events	is	that,	unlike
with	flipping	a	coin	or	playing	roulette,	we	cannot	assign	precise	probabilities	to
potential	disasters.	When	Larry	Silverstein,	the	banks,	and	insurers	were	poised
to	support	the	purchase	of	the	World	Trade	Center	in	July	2001,	there	were	no
actuarial	tables	that	listed	the	probability	of	a	terrorist	attack,	nor	even	good
statistical	models	from	which	they	could	have	derived	reliable	estimates.	Nor	do
these	exist	today.	While	we	usually	cannot	assign	precise	probabilities	to	rare
events,	good	decisions	can	still	be	made	if	our	subjective	estimates	are	well
calibrated—that	is,	if	our	estimates,	while	sometimes	being	too	high	and
sometimes	too	low,	on	average	tend	to	converge	to	their	objective	values.

The	key	lesson	of	this	chapter	is	that	our	perception	of	the	likelihood	of	rare
adverse	events	will	often	stray	widely	from	objective	risk	levels	due	to	a	blend
of	three	biases:	the	availability	bias,	the	tendency	to	equate	the	likelihood	of	an
event	with	its	salience	and	the	ease	with	which	it	can	be	imagined;	the	optimism
bias,	the	tendency	to	believe	we	are	more	immune	than	others	to	adverse	events
and	thus	to	treat	the	risk	as	below	our	threshold	level	of	concern;	and	the
compounding	bias,	the	tendency	to	focus	on	the	low	probability	of	an	adverse
event	happening	in	the	immediate	future	rather	than	on	the	relatively	high
probability	of	its	occurring	over	a	longer	time	period.	When	taken	together,	these
three	systematic	biases	can	lead	to	the	kind	of	misjudgments	illustrated	in	this
chapter:	a	mistaken	belief	that	that	the	risk	of	catastrophe	is	too	low	to	worry
about	or,	if	it	does	occur,	that	we	will	be	immune	from	its	worst	effects.

Before	we	move	on,	we	might	note	that	all	the	biases	we	have	talked	about	so	far
(myopia,	amnesia,	and	optimism)	might	be	overcome	if	we	had	effective
heuristics,	or	rules	of	thumb,	for	investing	in	protection—that	is,	rules	that
required	us	to	mentally	assess	the	costs	and	benefits	of	obtaining	that	protection.
Indeed,	often	when	we	are	faced	with	choices	about	preparedness,	this	is	what



happens:	We	use	heuristics	that	make	selective	use	of	the	information	available
to	us.	Over	the	next	three	chapters	we	will	explore	the	nature	of	the	systematic
biases	associated	with	choice	and	their	impact	on	decision	making	under
conditions	of	risk	and	uncertainty.



Chapter	5.	The	Inertia	Bias

In	September	2004,	the	city	of	New	Orleans	had	a	problem.	Hurricane	Ivan,
packing	140	mph	winds,	was	spinning	northward	through	the	Gulf	of	Mexico,
with	computer	models	predicting	a	direct	hit	on	New	Orleans	in	three	days.
Although	the	city	is	one	of	the	most	frequent	targets	for	hurricane	hits	in	the
United	States,	officials	knew	it	was	underprepared	for	a	storm	of	this	magnitude.
The	city	lacked	the	transportation	infrastructure	to	evacuate	some	100,000
residents	who	either	did	not	have	cars	or	were	too	frail	to	move,	and	it	did	not
have	the	facilities	to	provide	alternative	shelter.	As	the	storm	bore	down,
officials	suggested	that	the	Superdome	serve	as	a	shelter	of	last	resort,	but	the
facility’s	managers	cautioned	against	this.61	The	Superdome	had	nowhere	near
the	resources	needed	to	house	thousands	of	residents	for	an	extended	period,	and
even	if	it	did,	the	city	lacked	the	transportation	infrastructure	that	would	be
needed	to	ferry	residents	from	their	flooded	homes	to	the	facility.

The	doomsday	scenario,	however,	never	materialized.	Two	days	later,	Ivan
changed	course,	weakened,	and	eventually	made	landfall	on	the	Alabama-
Florida	border,	leaving	New	Orleans	largely	unscathed.	City	officials	and
residents	breathed	a	sigh	of	relief,	but	also	realized	that	Ivan	had	exposed	a



number	of	preparedness	weaknesses	that	needed	fixing.	The	problem	was	how	to
do	it	on	a	limited	budget.	There	was	the	evacuation	problem,	the	traffic	flow
problem,	and	the	shelter	problem.	There	was	also	the	issue	of	an	aging	levee	and
pump	system,	the	two	essential	lines	of	protection	in	the	face	of	a	storm.	It	was
hard	to	know	where	to	start.	But	there	was	at	least	one	bit	of	good	news:	The
next	hurricane	season	was	a	full	eight	months	away,	leaving	officials	plenty	of
time	at	least	to	get	a	start	on	the	most	pressing	problems.

Yet,	in	the	end,	little	was	done.	The	following	August,	Hurricane	Katrina	made
landfall	on	the	Mississippi	Gulf	coast	just	east	of	the	city,	killing	more	than
1,500	people	and	producing	more	than	$100	billion	in	damages—the	costliest
hurricane	in	US	history.	When	Katrina	hit,	New	Orleans’s	aged	(and	incomplete)
levee	system	was	breached	in	55	places,	and	floods	gradually	filled	the	city	like
a	soup	bowl.	Thousands	who	were	unable	to	evacuate	sought	refuge	in	the
Superdome,	but	just	as	the	city	had	been	warned	a	year	earlier,	the	arena	proved
inadequate	as	a	shelter.	The	result	was	a	humanitarian	disaster	that	had	few
precedents	in	American	history.	And	while	billions	in	federal	aid	eventually
allowed	New	Orleans	to	get	back	on	its	feet,	the	storm	left	scars	that	took	years
to	recover	from.	Of	the	400,000	residents	displaced	by	the	storm,	140,000,	or
29%	of	the	city’s	pre-storm	population,	have	never	returned.62

What	went	wrong	during	Katrina?	One	might	be	tempted	to	point	a	finger	at	the
perceptual	biases	that	we	discuss	in	the	previous	three	chapters—myopia,
amnesia,	and	unwarranted	optimism,	and	indeed	each	of	these	contributed	to	the
lack	of	preparedness	in	New	Orleans	to	some	extent.	But	we	suggest	that	to	fully
understand	what	happened	with	Katrina,	one	needs	to	look	to	a	different	kind	of
bias,	that	which	arises	when	people	(and	organizations)	are	faced	both	with
difficult	choices	under	risk	and	uncertainty	and	with	conflicting	goals:	the
inertial	tendency	to	do	nothing.	In	early	2005,	emergency	officials	were	under	no
illusions	about	the	risks	New	Orleans	faced,	but	the	multitude	of	challenges	and
competing	interests	presented	no	clear	or	easy	path	forward.	In	the	fog	of	this



deliberation,	the	city	did	what	we	all	often	do	when	we	are	unsure	how	to
proceed:	It	made	no	choice	at	all.



Default	Options	and	the	Lure	of	the	Status	Quo
The	tendency	to	look	for,	and	choose,	default	courses	of	actions	is	one	of	the
most	robust	biases	in	decision	making.	One	of	the	first	such	demonstrations	was
provided	in	1993	by	one	of	the	authors	and	his	colleagues,	who	studied	the
effects	of	a	difference	in	how	auto	insurance	contracts	were	written	in	two
adjoining	states,	Pennsylvania	and	New	Jersey.63	Both	states	offered	car	owners
the	opportunity	to	buy	either	lower-priced	policies	that	came	with	a	limited	right
to	sue	in	the	case	of	an	accident	or	a	higher-priced	policy	that	had	no	such
restriction.	The	two	states	differed	with	respect	to	their	default	options.	In	New
Jersey,	the	default	was	the	plan	with	the	limited	right	to	sue,	while	in
Pennsylvania,	the	opposite	held:	If	car	owners	did	not	respond,	they	maintained
their	current	insurance	contract.	In	other	words,	the	default	option	was	the	status
quo.	The	researchers	found	that	this	simple	policy	difference	had	a	huge	effect
on	policy	preferences;	in	Pennsylvania,	only	30%	of	drivers	opted	to	restrict
their	right	to	sue,	while	in	New	Jersey,	where	such	an	option	was	the	default,
79%	maintained	the	status	quo.	Similar	results	were	obtained	in	a	hypothetical
study	of	how	136	university	employees	would	respond	to	these	policy
differences.	The	effect	was	even	larger	in	the	real	world	than	in	the	controlled
experiment.

The	explanation	seems	simple	enough.	Accidents	and	insurance	contracts	are	not
things	that	people	particularly	want	to	think	about.	Hence,	in	such	situations,
there	is	a	natural	tendency	to	look	for	a	way	out,	a	way	not	to	make	a	decision.
Defaults	provide	an	easy	mental	exit,	a	way,	in	essence,	in	which	one	can	make	a
choice	without	making	one.	Examples	of	the	powerful	effects	of	defaults
abound.	For	example,	in	a	2003	study	of	organ	donation	preferences	in	Europe,
Eric	Johnson	and	Dan	Goldstein	found	that	the	percentage	of	drivers	whose
licenses	listed	them	as	an	organ	donor	varied	enormously	across	countries—a
difference	driven	almost	completely	by	whether	the	default	was	to	opt	in	to



being	a	donor	or	to	opt	out.64



The	Psychology	of	Defaults
In	many	aspects	of	life,	a	tendency	to	look	for	a	default	option	is	a	useful,
intuitive	(System	1),	tie-breaking	heuristic,	a	mental	hack	that	prevents	our
System	2	getting	us	too	mired	in	inconsequential	deliberations.	If	we	are	unsure
whether	to	order	the	Caesar	or	the	Cobb	salad	for	lunch,	or	whether	to	pick	the
Snickers	or	the	Milky	Way	from	the	vending	machine,	it	probably	doesn’t	matter
which	option	we	choose—each,	in	the	end,	will	give	us	similar	amounts	of
pleasure.	Because	it	is	a	waste	of	System	2	resources	to	spend	too	much	time
deliberating	over	it,	our	brains	instinctively	hand	the	problem	off	to	System	1
intuitions	that	look	for	quick-and-easy	tie	breakers.	Defaults	serve	that	role:	You
order	the	salad	you	ate	yesterday.	You	choose	the	snack	you	spot	first.	It	is	an
easy	and	efficient	way	of	making	a	choice.

The	problem,	of	course,	is	that	such	heuristics	can	be	dangerous	when	evoked	in
contexts	in	which	the	stakes	are	high.	Decisions	to	take	protective	action	are	a
case	in	point.	Investments	in	protective	action	almost	never	arise	by	default;	one
needs	to	write	a	check	to	secure	insurance,	pay	for	a	safer	home,	make	the	effort
to	evacuate.	In	addition,	if	one	considers	investing	in	a	protective	measure,	one
needs	to	spend	time	and	energy	examining	alternative	options.	How	much
insurance	coverage	does	one	want,	and	is	it	worth	taking	a	higher	deductible	to
reduce	one’s	premium?	Should	you	invest	money	in	flood	proofing	your	house
or	elevating	it,	and	how	expensive	will	these	measures	be?	The	more	our	System
2	spins	its	wheels	addressing	these	questions	or	determining	whether
investments	should	be	made	now	or	considered	at	a	later	time,	the	more	likely
we	will	turn	the	wheel	over	to	our	System	1	instincts	to	maintain	the	status	quo
as	the	default	option—which,	in	cases	of	undertaking	protection	measures,
normally	means	doing	nothing.

Of	course,	there	will	be	times	when	the	default	is	to	take	some	type	of	action,
and	this	can	be	no	less	dangerous.	Bad	habits	are	hard	to	break	because	our



brains	keep	defaulting	to	them;	smokers	need	to	muster	all	their	System	2
energies	to	overcome	the	urge	to	light	up	after	a	meal;	dieters	have	a	hard	time
breaking	the	instinct	to	forage	for	snacks	late	at	night.	Or	consider	the	case	of	the
fight-or-flight	instincts	that	arise	when	we	are	exposed	to	an	immediate	threat—
a	System	1	impulse	to	take	action	that	can	be	hard	to	shut	down	when	it	is
triggered.	It	is,	presumably,	just	this	instinct	that	contributed	to	the	tragedies	of
the	Moore	family	and	Air	France	447	that	we	discussed	in	chapter	1.	In	both
cases,	of	course,	doing	nothing	was	the	safer	path.	Yet	those	decisions	to	avoid
taking	action	would	have	demanded	the	greater	power	of	reason—for	Glenda
Moore	to	understand	that	it	would	be	safer	to	stay	at	home	during	Hurricane
Sandy,	and	for	the	copilot	to	understand	that	pointing	the	nose	of	the	plane	up
risked	a	stall.



When	Choosing	Defaults	Can	Be	Thoughtful
Up	to	this	point	we	have	portrayed	the	tendency	to	choose	naïve	defaults	as	a
System	1	bias,	an	instinctive	response	to	uncertainty	for	which	we	often	have
little	conscious	awareness.	Yet	clearly	this	is	not	always	the	case.	One	assumes,
for	example,	that	more	than	primitive	instinct	was	at	work	when	the	city	of	New
Orleans	chose	to	take	limited	corrective	actions	after	Hurricane	Ivan’s	near	miss.
Here	city	officials	had	plenty	of	information	at	hand	about	the	risks,	and	very
likely	deliberated	over	possible	actions	(or	nonactions)	in	budget	and	planning
meanings.	Yet	the	result	was	much	the	same:	Indecision	over	what	actions	to
take	led	to	no	decision.

To	explain	thoughtful	preferences	for	defaults,	we	need	to	turn	to	a	different
psychological	mechanism,	that	of	loss	aversion.	In	the	late	1970s,	psychologists
Daniel	Kahneman	and	Amos	Tversky	accumulated	a	large	body	of	evidence
showing	that	human	judgments	tend	to	be	marked	by	two	features:

1.	 A	tendency	to	value	things	relative	to	a	reference	point,	which	often	is	the
status	quo;	and

2.	 A	tendency	to	see	a	negative	change	from	the	reference	point	(losses)	as
being	much	more	painful	than	an	identical	positive	change	(gains).65

Hence	the	well-known	example	of	how	we	feel	at	the	end	of	a	night	of	gambling
at	a	casino:	The	discomfort	of	having	lost	$100	is	much	greater	than	the	pleasure
of	having	won	$100.	This	effect	is	a	deeply	engrained	feature	of	how	we	value
things	whether	we	are	making	decisions	intuitively	using	System	1	behavior	or,
more	deliberatively,	by	engaging	in	a	more	systematic	System	2	decision	making
process.

Loss	aversion	helps	explain	how	preferences	for	defaults	can	emerge	from
otherwise	thoughtful	deliberations	over	options.	Consider,	for	example,	a



hypothetical	city’s	decision	whether	to	fund	a	much-needed	levee	repair.	A
budget	committee	meeting	on	the	topic	would	likely,	and	sensibly,	discuss	the
pros	and	cons	of	the	investment,	on	the	positive	side.	For	example,	advocates
would	point	to	the	reduction	of	flood	risk	and,	possibly,	to	the	new	employment
the	project	would	generate.	Yet	there	would	also	be	discussion	of	the	downsides
to	incurring	these	costs.	Some	might	note	that	the	money	could	be	better	spent
on	a	project	to	elevate	homes	in	flood	areas,	or	the	investment	might	prove
insufficient	given	a	truly	severe	storm.	Loss	aversion	prescribes	that	in	such
discussions,	the	weight	of	the	cons	will	exceed	those	of	the	pros,	leading	to	a
bias	against	investing.	What	exacerbates	this	bias	is	that	the	funds	for	these	new
projects	invariably	compete	with	existing	projects	where	continued	investment	is
the	default,	such	as	for	the	completion	of	a	sports	facility.	Here	the	tables	are
turned;	the	pros	are	freeing	up	money	that	might	better	be	used	for	a	levee	repair,
but	there	also	exist	cons,	such	as	public	anger	over	delay	in	the	completion	of	the
stadium.	In	this	battle,	the	default	decision	to	continue	funding	existing	projects
usually	wins	out.



The	Malleability	of	Defaults
This	brings	us	to	one	final	question:	Might	it	be	possible	to	alter	defaults	so	that
they	favor	safer	actions?	What	makes	this	problem	challenging	is	that,	by
definition,	defaults	are	“ghost	alternatives”	in	a	choice	problem—that	is,	options
that	people	revert	to	in	an	effort	to	avoid	making	a	choice.	People	or
organizations	who	opt	to	do	nothing	when	faced	with	uncertainty	about	how	best
to	invest	in	protection	typically	do	not	see	themselves	as	having	made	an	active
decision	to	remain	passive;	in	their	minds,	they	have	simply	put	the	decision	“on
hold”	for	a	bit.	Likewise,	people	who	follow	the	instinct	to	flee	when	faced	with
a	storm	threat	may	not	be	aware	that	they	have,	in	effect,	made	an	implicit
decision	not	to	shelter	in	place.	Of	course,	both	decisions	have	consequences	that
are	just	as	real	as	would	have	been	the	case	had	the	choices	been	explicit.	This
thus	creates	a	logical	quandary	when	it	comes	to	encouraging	safer	actions:	How
can	we	steer	people	to	make	better	decisions	when	they	are	unware	that	they	are
making	decisions	in	the	first	place?

To	help	address	this,	research	on	preferences	for	defaults	and	status	quo	biases
has	found	that	defaults	are,	in	fact,	often	quite	malleable.66	For	example,
consider	the	finding	just	noted	that	there	was	a	large	difference	between	New
Jersey	and	Pennsylvania	residents	in	their	preferences	for	full	or	limited	tort
insurance	policies,	a	difference	that	depended	on	whether	one	had	to	opt	in	or
opt	out.	A	likely	explanation	is	that	residents	assumed	that	the	current	insurance
policy	had	been	determined	by	experts	to	be	the	best	for	most	people	in	the	state
when,	in	fact,	no	such	studies	had	been	undertaken.	To	the	degree	that	people
hold	this	generous	view	when	it	comes	to	government,	then	altering	people’s
behavior	by	changing	defaults	might	prove	surprisingly	easy:	People	would	view
having	to	opt	out	of	something	as	the	right	move,	the	one	recommended	by	a
benevolent	government	wishing	to	spare	the	population	the	need	to	make	what
might	otherwise	be	a	difficult	choice.



In	other	cases,	defaults	are	the	option	invoked	by	the	application	of	a	naïve	tie-
breaking	heuristic:	the	option	being	preferred	by	the	majority,	or	the	one	closest
at	hand.	In	a	1988	study	of	how	young	university	professors	(presumably	an
intelligent	lot)	allocated	their	retirement	portfolio	between	stocks	and	bonds,
economists	William	Samuelson	and	Richard	Zeckhauser	found	that	the	modal
allocation	was	50-50,	an	overly	conservative	mix	that	few	investment	advisers
would	recommend.67	Yet	this	preference	is	easy	to	explain.	Participants	in	the
study	agreed	that	an	optimal	portfolio	should	include	a	mix	of	stocks	and	bonds,
but	there	was	considerable	uncertainty	as	to	how	much	to	allocate	to	each	one.
Rather	than	devoting	time	to	examining	this	question	through	a	more	systematic
analysis	of	the	financial	impact	of	various	allocations	over	time,	the	professors
hedged	their	bets	by	deciding	to	allocate	half	their	funds	to	stocks	and	the	other
half	to	bonds—an	easy	and	comfortable	choice	that	could	be	defended	given	the
uncertainty	associated	with	future	returns.	To	the	degree	that	there	may	be
similar	well-known	choice	heuristics	in	other	contexts,	it	might	be	possible	to
anticipate	the	kind	of	decision-making	mistakes	people	will	make	and,	in	turn,
use	this	knowledge	to	preclude	those	mistakes.



Recap:	The	Bane	of	Cognitive	Inertia
The	main	message	of	this	chapter	is	that	one	of	the	major	reasons	we	often	err
when	making	protective	decisions	is	that	we	usually	prefer	not	to	make	such
decisions	at	all.	We	tend	to	be	highly	inertial	in	our	thinking,	preferring	to	stay
with	the	status	quo	rather	than	follow	new	paths	of	action	and	to	look	for
defaults	that	free	us	from	the	labors	of	difficult,	deliberative	(System	2)	thinking.
Like	all	the	biases	we	have	discussed	in	this	book,	inertia	as	a	survival	tool	is	a
double-edged	sword:	It	is	of	enormous	benefit	with	regard	to	energy
conservation,	one	that	allows	us	to	operate,	most	of	the	time,	on	autopilot,	thus
allowing	our	System	2	powers	of	deliberative	thinking	to	be	well	rested	when
they	need	to	invoked.

Yet,	on	the	downside,	it	is	an	instinct	not	easily	turned	off	when	first	invoked:
When	we	should	be	thinking	carefully	about	what	to	do,	inertia	provides	us	an
all-too-easy	escape	hatch,	one	that	leads	to	passivity	when	action	is	called	for
and	action	when	passivity	is	called	for.

Preferences	for	defaults,	however,	is	not	the	only	bias	that	can	get	us	into
trouble.	Our	brains	like	to	take	shortcuts,	and	when	we	do	employ	them,	they
can	cause	us	to	make	imperfect	decisions	based	on	only	a	subset	of	information
available	to	us.

In	the	next	chapter,	we	take	up	the	problem	of	decision	simplification.



Chapter	6.	The	Simplification	Bias

On	Saturday,	May	23,	2015,	near	a	stop	sign	on	Sixtieth	and	Fairmont	in
Milwaukee,	a	motorcycle	struck	a	car	and	both	the	motorcyclist	and	his
passenger	were	ejected	from	their	bike.	The	motorcyclist	and	the	driver	of	the
car	both	suffered	minor,	nonthreatening	injuries,	but	the	motorcyclist’s
passenger	suffered	a	serious	head	injury	and	died.	The	motorcyclist	was	wearing
a	helmet,	but	his	passenger	was	not.	This	difference	was	widely	credited	with
saving	the	former’s	life.	Two	weeks	later,	a	23-year-old	man	from	nearby	Racine
was	riding	his	motorcycle	near	the	intersection	of	Highways	31	and	38	in	Mount
Pleasant,	40	miles	away	from	Milwaukee,	when	the	bike	ricocheted	off	one	car
and	collided	with	another.	The	motorcyclist	was	not	wearing	a	helmet	and	died
at	the	scene	of	the	accident.

For	many	of	us	it	is	hard	to	understand	why	someone	would	choose	not	to	wear	a
helmet	when	riding	a	motorcycle.	Helmets	are	inexpensive,	and	easy	to	wear	and
store,	and	the	evidence	of	their	safety	value	is	unambiguous.	According	to	the
National	Highway	Traffic	Safety	Administration,	for	example,	helmet	wearing	is
credited	with	saving	the	lives	of	1,669	motorcyclists	in	2014,	reducing
motorcycle	fatalities	by	27%.68	Likewise,	a	2009	study	by	Martin	Croce	and



colleagues	at	the	University	of	Tennessee	of	almost	2	million	motorcyclists	who
were	admitted	to	hospitals	found	similar	evidence	that	wearing	helmets
significantly	reduces	the	risk	of	brain	and	spinal	injuries.69	To	illustrate	the
magnitude	of	these	costs,	in	2014	a	hospital	study	of	192	injured	motorcyclists	in
Michigan	calculated	that	medical	expenses	for	injured	helmetless	riders	was
$11,400	(or	53%)	higher	than	for	helmeted	riders.70	Despite	the	overwhelming
evidence	documenting	the	benefits	of	helmets,	today	only	19	states	have	laws
that	require	all	motorcyclists	to	wear	them,	and	even	in	states	where	helmet
wearing	is	mandatory,	the	law	is	often	violated.71



Thresholds	and	Single-Cue	Choice	Policies
There	is,	of	course,	a	simple	explanation	for	why	some	motorcyclists	refuse	to
wear	helmets:	They	have	thought	about	the	matter	and	have	decided	that	the
personal	costs	of	using	a	helmet	exceed	the	benefits.	Wearing	a	helmet,	after	all,
has	its	downsides:	One	does	have	to	go	through	the	effort	to	put	one	on,	and
helmets	are	typically	built	for	safety	rather	than	style.	Perhaps	even	more
important,	motorcyclists	might	see	helmets	as	contrary	to	the	common	ethos	of
autonomy	inherent	in	riding	a	motorcycle	with	the	great	feeling	that	comes	from
having	the	wind	blow	through	your	hair.	After	all,	James	Dean	never	wore	one.
While	one	could	quarrel	with	such	values,	theirs	could	simply	be	a	mental
calculation	that	differs	from	ours.

We	suggest,	however,	that	other	factors	play	a	more	important	role	in	this
decision.	When	getting	on	a	motorcycle	without	a	helmet,	drivers	and	passengers
are	not	just	underweighing	the	risks	of	having	an	accident;	they	are	not	even
considering	this	possibility	at	all.	It	is	below	their	threshold	level	of	concern.
While	a	motorcyclist	might	have	every	intention	of	undertaking	a	deliberative
(System	2)	assessment	of	the	many	pros	and	cons	of	wearing	a	helmet	before
getting	on	a	bike,	this	is	a	cognitively	difficult	process.	There	are	too	many
factors	to	consider,	too	little	knowledge	about	them,	and	too	little	time	to	do	the
mental	math.	Our	brains	thus	look	for	an	easy	way	out:	a	System	1	solution.
While	one	such	route	is	to	look	for	a	default	as	discussed	in	the	previous	chapter,
here	we	suggest	that	another	factor	is	at	play:	the	tendency	to	make	the	choice	by
considering	only	the	small	set	of	factors	that	come	most	readily	to	mind.	Given
that	the	risk	of	an	accident	is	small,	this	would	likely	be	discarded	as	a	decision
factor	of	relevance.	For	motorcyclists	who	don’t	wear	helmets,	the	greater	risk	of
brain	injury	from	not	wearing	one	never	makes	it	onto	their	cognitive	radar
screen.

Evidence	that	people	often	ignore	probability	information	when	making



decisions	under	uncertainty	is	widespread.	A	1997	study	by	Oswald	Huber	and
colleagues,	for	example,	found	that	when	evaluating	several	risky	managerial
decisions,	only	22%	of	managers	sought	out	information	on	the	likelihood	of
adverse	events	occurring.72	Even	when	another	group	of	respondents	was	given
precise	probability	information,	less	than	20%	mentioned	this	attribute	in	their
verbal	protocols	on	factors	that	influenced	their	decisions.	Similarly,	in	a	1995
study	of	how	people	decide	whether	to	purchase	warranties	for	items	such	as
stereos,	computers,	and	VCRs,	one	of	the	authors	discovered	that	buyers	rarely
list	the	probability	that	the	product	needs	repair	as	an	influential	factor.73

What	causes	this	cognitive	oversight?	It	is	important	to	emphasize	that	the	fact
that	probabilities	of	disasters	are	typically	small	is	not	the	reason	per	se	that
those	probabilities	are	overlooked.	One	of	the	most	robust	findings	regarding
decisions	made	under	risk	is	that	when	small	probabilities	are	made	explicit	and
emphasized	to	us—for	example,	we	are	told	that	a	given	surgical	procedure	has
1-in-10,000	chances	of	producing	deadly	side	effects—we	actually	tend	to
mentally	inflate	the	influence	of	this	number,	not	underweigh	it.74	The	reason	is
that	our	minds	have	a	hard	time	dealing	with	very	small	probabilities,	hence	we
tend	to	mentally	group	them	in	simple	categories:	For	example,	an	event	has	no
chance	of	occurring,	has	a	small	chance,	or	is	likely.	As	a	result,	our	minds	see	a
huge	difference	in	no	chance	of	something	bad	occurring	versus	some	chance—
no	matter	how	small	that	chance.	Behavioral	economists	call	this	the	certainty
premium.	Although	a	1-in-10,000	chance	of	a	deadly	side	effect	occurring	is
objectively	quite	small,	it	would	be	seen	as	large	when	compared	to	a	treatment
for	which	there	was	no	risk	of	a	side	effect.	To	illustrate	this	effect,	experiments
show	that	people	are	willing	to	pay	far	more	to	have	the	probability	of	a	severe
risk	(such	as	dying)	reduced	from	.0001	to	0	than	from	.0002	to	.0001—even
though	the	mathematical	benefit	is	obviously	the	same.

Yet,	as	we	have	repeatedly	noted,	it	is	rare	in	life	that	we	ever	encounter	precise
probabilities	like	this,	particularly	for	disasters,	and	it	is	the	inherent	vagueness



of	small	probabilities,	not	the	numbers	themselves,	that	cause	us	to	discard	those
probabilities	as	a	cue	when	making	decisions.	When	a	motorcyclist	gets	on	her
bike,	she	can	hear	the	engine,	feel	the	handle	bars	and	seat,	and	experience	the
breeze.	But	the	concept	of	the	probability	of	a	crash	is	an	ephemeral	quantity,	a
cue	that’s	out	there,	but	one	whose	value	and	meaning	are	vague	at	best.	Because
our	minds,	by	nature,	are	drawn	to	that	which	is	salient,	probabilities	are	a
consideration	that	often	gets	left	in	the	dust.



The	Single-Action	Bias
The	tendency	to	make	decisions	based	on	the	consideration	of	only	a	small
subset	of	cues	can	have	harmful	effects	on	preparedness	that	go	beyond	ignoring
probability	information.	One	simplification	is	termed	the	single-action	bias:
When	faced	with	a	hazard	for	which	multiple	preparedness	actions	are	required,
decision	makers	generally	feel	that	their	needs	have	been	met	after	undertaking	a
small	subset	of	actions—perhaps	only	one	or	two.75	As	an	example,	consider	the
problem	of	retrofitting	a	home	to	make	it	more	resilient	to	windstorm	hazards.
What	makes	such	retrofits	challenging	is	that	mitigation	requires	multiple
integrated	steps,	and	the	quality	of	an	investment	is	only	as	good	as	the	weakest
link.	Putting	on	more	wind-resistant	shingles	is	of	little	help	if	the	home	has
gables	that	have	not	also	been	reinforced.76	Given	a	limited	budget,	a
homeowner	might	thus	(reasonably)	decide	to	make	the	improvements	in	steps,
but	stop	after	the	first	one,	feeling	that	he	has	taken	sufficient	action	on	this
concern	that	resources	can	now	be	diverted	to	other	household	needs.

The	single-action	bias	has	several	psychological	origins.	One	is	cognitive
dissonance:	When	a	problem	arises,	we	feel	an	elevated	sense	of	dissonance	and
search	for	a	way	to	reduce	it	by	taking	remedial	action.	But	once	an	action	has
been	undertaken,	dissonance	is	reduced,	making	it	hard	to	motivate	us	to	take
additional	actions.	Consider	the	case	of	responses	to	hurricane	threats.	If	a
hurricane	warning	is	issued	for	a	city,	residents	will	likely	feel	a	strong	urge	to
take	some	protective	action,	and	there	will	be	no	shortage	of	advice	from	the
media.	People	would	likely	be	urged	to	secure	extra	food,	water	for	three	days,
extra	batteries,	and	so	on.77	Yet	once	the	first	action	is	taken,	say,	extra	food
secured,	there	will	be	a	natural	tendency	for	our	brains	to	see	the	problem	as
having	been	solved.	This	reduced	sense	of	dissonance	then	acts	to	suppress	the
sense	of	urgency	to	take	additional	actions.	A	good	example	of	this	arose	in	one
of	the	author’s	studies	of	preparation	in	advance	of	two	hurricanes	in	2012,	Isaac



and	Sandy.78	In	both	cases	the	vast	majority	of	threatened	residents	(more	than
80%)	indicated	undertaking	some	type	of	protective	action;	they	were	well
informed	about	the	threat,	and	recognized	the	need	to	respond	to	it,	but	when
they	were	asked	to	elaborate	on	their	preparations,	these	turned	out	to	be
surprisingly	limited	in	scope,	such	as	buying	extra	food	and	filling	the	car’s	tank
with	gas.	Disturbingly	missing	were	measures	that	would	have	been	essential
had	the	storm	impact	proven	to	be	severe,	such	as	making	plans	for	where	to	go
should	an	evacuation	be	necessary.

Another	psychological	origin	for	the	single-action	bias	is	the	procrastination	bias
we	discussed	in	chapter	2.	An	inherent	feature	of	virtually	all	protective	actions
is	that	they	involve	up-front	costs	and	delayed	benefits.	When	a	hurricane	is
approaching,	one	has	to	lay	out	money	to	buy	stocks	of	water	that	may	or	may
not	be	needed	in	two	days’	time.	When	retrofitting	a	roof,	one	has	to	pay	now	for
a	series	of	improvements	whose	benefits	could	lie	years	in	the	future,	if	at	all.	As
we	discussed	in	chapter	2,	each	of	these	actions	is	psychologically	difficult,	and
becomes	ever	more	so	when	a	series	of	actions	is	required	to	achieve	adequate
protection.	The	first	one	or	two	steps	might	be	undertaken,	but	the	others	left	for
tomorrow.	Residents	may	have	every	intention	of	developing	an	evacuation	plan
and	buying	a	generator,	but	more	pressing	immediate	needs	push	these	actions	to
the	psychic	backburner.



Recap:	The	Problem	of	Decision	Simplification
The	moral	of	this	chapter	is	not	a	particularly	happy	one:	If	our	goal	is	to
encourage	people	to	improve	the	protective	decisions	they	make,	simply
encouraging	them	to	avoid	instinct	(System	1	thinking)	and	engage	in
deliberative	thinking	(System	2)	will	probably	not	get	the	job	done.	The	reason
is	that	even	when	we	do	try	to	reason	through	problems,	our	cognitive	calculus
tends	to	be	simplified.	As	an	example,	our	brains	tend	to	process	only	those	cues
it	perceives	as	being	large	and	thus	meriting	attention—which	is	a	particular
problem	for	extreme	events	whose	probability	of	occurring	is,	by	definition,
quite	small	(though	with	large	consequences	when	the	events	occur).	Worse	yet,
when	a	large	number	of	cues	grab	our	attention,	we	typically	lack	the	mental
capacity	to	process	all	of	them	comprehensively,	so	we	look	for	shortcuts,	such
as	making	the	decision	based	on	only	the	most	salient	of	the	cues,	ignoring	all
the	others	(even	when	they	carry	important	implications	for	our	safety).	Finally,
because	decisions	about	protection	are	but	a	small	subset	of	the	full	array	of
problems	we	face	on	a	given	day,	we	tend	to	allocate	to	them	only	a	small	set	of
mental	airtime—meaning	that	protective	investments	are	often	incomplete	(the
single-action	bias).

Yet	there	may	be	a	way	out	of	this	apparent	quandary.	While	it	may	well	be	that,
as	individuals,	we	lack	the	ability	to	make	good	decisions,	we	might	be	able	to
overcome	this	by	looking	for	wisdom	in	the	crowd—that	is,	by	imitating	the
(hopefully	better)	decisions	made	by	others.	This	possibility	will	be	the	focus	of
our	next	chapter.



Chapter	7.	The	Herding	Bias

Few	1970s	television	and	nightclub	personalities	were	bigger	than	John
Davidson.	His	combination	of	youth,	good	looks,	and	calming	music	style	was
just	what	the	doctor	ordered	for	a	generation	of	Americans	seeking	an	alternative
to	the	counterculture	rock	stars	preferred	by	many	baby	boomers	of	the	1960s.	It
was	thus	quite	a	coup	when,	in	May	1977,	the	Beverly	Hills	Supper	Club	in
Southgate,	Kentucky	(a	Cincinnati,	Ohio,	bedroom	community),	managed	to
book	him	for	a	performance.	Tickets	went	quickly,	and	the	club	rushed	to
squeeze	extra	tables	in	the	venue	to	accommodate	the	demand.

The	night	started	routinely	enough.	Guests	crowded	into	the	club’s	Cabaret
Room,	took	their	seats	at	their	tables,	and	enjoyed	the	performance	of	two
comedians	who	were	warm-ups	for	Davidson’s	act.	As	the	warm-up	act	was
finishing,	however,	members	of	the	staff	noticed	something	that	was	far	from
routine:	A	fire	had	erupted	in	an	adjoining	room.	They	first	tried	to	handle	the
matter	themselves,	using	small	fire	extinguishers.	But	it	quickly	became	clear
that	this	was	far	from	sufficient,	and	the	fire	soon	raged	out	of	control.	While
management	was	preoccupied	with	trying	to	extinguish	the	growing	blaze,	an
18-year-old	busboy	took	it	upon	himself	to	take	the	stage	and	inform	the	patrons



that	a	fire	had	broken	out	nearby.	He	urged	everyone	to	leave,	at	least	until	the
situation	could	be	brought	back	under	control.

While	many	in	the	audience	heeded	his	advice,	others	hesitated,	unsure	what	to
do.	They	had	paid	a	handsome	price	for	the	tickets,	and	this	was	an	evening	they
had	been	anticipating	for	a	long	time.	Furthermore,	the	advice	to	flee	was
coming	from	a	young	busboy,	not	a	fire	marshal.	The	young	man	suggested
different	ways	of	leaving,	but	did	not	clarify	which	path	was	the	best	one	to	take.
Given	this	uncertainty,	the	audience	did	what	many	of	us	would	have	done:	They
looked	to	see	what	others	were	doing,	as	if	they	might	have	greater	insight	into
the	situation.	It	was	only	when	the	main	room’s	lights	went	out	that	a	mass	rush
for	the	doors	began,	but	by	then	the	combination	of	smoke	and	confusion	made
escape	for	many	impossible.	By	the	time	the	smoke	had	cleared,	165	people
were	dead.

In	the	weeks	that	followed	the	fire,	survivors	and	the	press	angrily	pointed	the
finger	of	blame	on	the	club’s	management,	and	for	good	reason.	The	club	was
grossly	overcrowded,	with	almost	1,000	people	jammed	in	a	room	meant	for	at
most	600.	The	facility	had	no	smoke	alarm	or	sprinkler	system	and	not	enough
exits	for	the	number	of	patrons	it	had	admitted.	The	building	was	made	of	highly
combustible	materials	and	what	proved	to	be	the	trigger	of	the	fire	was	a	faulty
electrical	system.	In	the	end,	the	club	had	no	emergency	protocol	for	evacuating
the	building	should	an	event	like	this	occur.

In	some	ways,	the	tragedy	of	the	Beverly	Hills	Supper	Club	was	the	result	of
almost	all	the	biases	that	we	have	discussed	thus	far:	indecision	and	misplaced
optimism	by	patrons,	myopia	by	managers,	and	the	default	option	to	stay.
However,	to	understand	the	disaster	fully,	we	need	to	consider	an	additional	bias
that	plagues	our	decisions	under	risk:	the	instinct	to	follow	herds.

When	patrons	first	heard	the	busboy	say	the	word	fire,	it	may	well	have
triggered	a	System	1	instinct	to	flee	the	room—an	instinct	that	had	great	survival



value	if	one	heeded	it	immediately.	But	this	instinct	had	to	compete	with
another,	equally	strong	response	to	danger:	that	of	staying	with	the	group.	As
precious	seconds	ticked	away,	many	hesitated,	loath	to	break	from	the	apparent
safety	of	their	companions,	looking	to	others	for	guidance	that	would	not	be
forthcoming.	These	moments	of	hesitation	proved	fatal.

The	instinct	to	look	for	wisdom	in	crowds	also	helps	explain	the	club’s	earlier
failure	to	invest	in	protective	measures.	Given	uncertainty	about	how	to	trade	off
the	benefits	of	a	smoke	alarm	and	sprinkler	system	against	their	considerable
cost,	it	would	have	been	natural	for	management	to	look	to	the	decisions	that
other	clubs	had	made.	In	the	1970s	the	city	of	Southgate	had	no	laws	requiring
businesses	to	have	fire	control	systems,	and	as	a	result,	few	had	them.	The
owners	of	the	Beverly	Hills	Supper	Club	could	rationalize	not	having	fire	safety
measures	by	indicating	that	they	were	just	behaving	the	same	way	that	other
clubs	were.	The	absence	of	regulations	or	voluntarily	adoption	of	fire	control
systems	by	others	might	also	have	been	taken	as	evidence	that	the	risk	of	fire
must	be	small:	If	it	were	larger,	surely	there	would	be	laws	or	regulations
requiring	protective	measures.



The	Double-Edged	Sword	of	Social	Norms
Like	many	of	the	biases	we	have	discussed,	the	instinct	to	follow	a	herd	is,	more
often	than	not,	a	good	one.	When	faced	with	an	outside	threat,	the	old	adage	that
there	is	safety	in	numbers	is	often	quite	valid:	Two	typically	beats	one.
Likewise,	when	individual	members	of	a	social	community	become	immunized
against	an	infectious	disease,	this	immunity	has	positive	spillover	effects	by
decelerating	the	spread	of	the	disease	within	the	entire	group.79	Likewise,	the
decline	we	have	seen	in	individual	rates	of	smoking	in	recent	decades	in	the
United	States	is	due,	in	large	part,	to	the	development	and	acceptance	of	social
norms	against	smoking.80

Where	the	instinct	to	follow	the	herd	goes	awry,	however,	is	when	it	used	in	an
information	vacuum—when,	in	fact,	the	collective	crowd	is	no	better	informed
than	the	least	informed	of	its	individual	members.	In	such	cases,	blind	instincts
to	follow	herds	can	have	deleterious	effects.	Because	the	primary	motivation	for
individual	action	is	simply	the	presence	of	other	individuals,	a	destructive	social
cascade,	once	started,	can	be	hard	to	stop.

Consider,	for	example,	the	decision	to	purchase	disaster	insurance.	While	this
decision	rationally	should	be	driven	by	a	trade-off	between	risk	exposure	and
cost,	social	norms	often	emerge	as	the	greater	driver.	For	example,	a	2013	study
of	the	factors	that	caused	Queenslanders	to	buy	flood	insurance	found	that
ownership	was	unrelated	to	perceptions	of	the	probability	of	floods,	but	highly
correlated	with	whether	residents	believed	there	was	a	social	norm	for	the
insurance.81	Likewise,	a	2012	study	of	Philippine	villagers’	decisions	to	buy
micro	insurance	policies	against	typhoon	risks	similarly	found	that	the	major
driver	was	whether	a	neighbor	had	such	a	policy.82	In	an	earlier	study	of
protection	against	flood	and	earthquake	risk,	one	of	the	authors	found	that	the
most	important	factors	determining	whether	a	homeowner	purchased	earthquake
or	flood	insurance	was	discussions	with	friends	and	neighbors	rather	than	the



perceived	likelihood	and	consequences	of	a	future	disaster	occurring.83

While	herd	behavior	can	lead	to	insufficient	protection,	it	can	also	produce	the
opposite	error,	excessive	investment	in	protection.	A	case	in	point	is	the	swine
flu	panic	of	2009.	In	early	April	of	that	year,	a	five-year-old	boy	in	La	Gloria,
Mexico,	became	ill	with	flulike	symptoms.	Local	villagers	were	quick	to	point	a
finger	at	its	likely	source:	airborne	germs	being	spread	from	a	large	pig	farm	in	a
neighboring	village.	There	was	nothing	unique	about	the	boy’s	illness	that	made
the	pigs	particularly	culpable;	there	was	simply	a	widespread	(and	scientifically
unfounded)	belief	that	pigs	were	unhealthy,	and	thus	were	a	convenient	target	of
blame.	Fortunately,	the	boy	soon	recovered,	and	swabs	of	the	flu	strain	were	sent
off	to	Canada	for	testing.

The	results	of	the	testing	surprised	authorities	at	the	World	Health	Organization
(WHO).	Rather	than	being	a	familiar	strain,	this	seemed	to	be	new	one,	a
variation	of	the	influenza	virus	of	1918	that	was	estimated	to	have	killed
between	50	and	100	million	people	around	the	world,	mostly	the	very	old	and
very	young.	Yet	whether	this	variant	had	that	potency	was	uncertain.	Evidence
from	Mexico,	for	example,	indicated	that	the	virus	was	milder	than	the	1918
version,	and	was	not	differentially	harmful	to	the	old	and	young	(the	primary
source	of	deaths	in	1918).	Nevertheless,	the	flu	was	spreading,	and	the	WHO
had	to	make	a	decision	about	what	actions	to	take	against	this	new	strain,	one
that	now	had	a	popular	(if	unfounded)	name:	the	swine	flu.

In	June	2009	the	WHO	issued	a	stage-six	health	alert	for	the	disease,	officially
declaring	it	a	pandemic.	Throughout	the	world	the	word	pandemic	was	all	that
public	officials	needed	to	hear.	The	government	of	Egypt	ordered	the	slaughter
of	the	country’s	entire	livestock	of	pigs	(the	fact	that	the	flu	was	not	transmitted
by	pigs	being	immaterial),	and	in	the	United	States,	President	Barack	Obama
declared	swine	flu	a	national	emergency.	Governments	across	the	globe	rushed
to	the	doors	of	pharmaceutical	companies	with	massive	orders	for	preventive
vaccines.	But	as	the	winter	of	2009	turned	to	the	spring	of	2010,	it	became	clear



that	the	global	hysteria	was	largely	unfounded.	Stocks	of	vaccine	went	unused,
and	in	fact,	rumors	began	to	spread	that	the	vaccine	may	have	been	more
dangerous	than	the	disease	itself,	causing	narcolepsy	in	some	children.84	While
this	association	was	later	discredited,85	in	many	ways	the	harm	had	already	been
done,	as	it	gave	birth	to	a	fear	of	vaccines	among	many	that	may	prove	deadly	if
a	true	pandemic	emerges.

Similar	behavior	has	been	observed	with	respect	to	protection	against	whooping
cough	(pertussis)	in	the	United	Kingdom.	The	diphtheria-tetanus-pertussis
(DTP)	combination	vaccine	had	been	routinely	used	for	more	than	20	years,	so
that	whooping	cough	had	become	a	much	less	common	disease	in	comparison
with	its	incidence	in	the	mid-20th	century.	In	January	1974,	however,	an	article
described	36	children	who	were	claimed	to	have	suffered	severe	neurological
complications	following	their	DTP	immunization.	It	reported	that	the	vaccine
was	only	marginally	effective,	and	questioned	whether	its	expected	benefits
outweighed	its	risks.	Television	documentaries	and	newspaper	reports
dramatized	tragic	stories	of	profoundly	intellectually	disabled	children	allegedly
injured	by	the	vaccine.	Parents	convinced	that	their	children’s	disabilities	had
resulted	from	the	pertussis	immunization	joined	together	to	form	an	advocacy
group,	Parents	of	Vaccine-Damaged	Children,	which	played	a	major	role	in
focusing	public	attention	on	the	issue.86

The	result	of	all	this	negative	publicity	was	a	rapid	fall	in	immunization	rates
against	whooping	cough.	Vaccine	uptake	in	the	United	Kingdom	decreased	from
81%	to	31%,	and	pertussis	epidemics	followed,	leading	to	the	deaths	of	some
children.	Mainstream	medical	opinion	continued	to	support	the	effectiveness	and
safety	of	the	vaccine;	public	confidence	was	restored	after	the	publication	of	a
national	reassessment	of	vaccine	efficacy.	Vaccine	uptake	then	increased	to
levels	above	90%,	and	disease	incidence	declined	dramatically.87

The	United	States	largely	avoided	controversy	over	the	vaccine	until	a	1982
documentary,	DPT:	Vaccine	Roulette,	ignited	a	major	wave	of	negative



publicity.	Angry	parents	formed	vaccine	victim	advocacy	groups	analogous	to
those	in	Britain	and	enlisted	the	help	of	like-minded	physicians.	The	controversy
was	fueled	in	1985	by	a	book	with	the	provocative	title	A	Shot	in	the	Dark,
which	highlights	the	possibility	of	severe	brain	damage	from	the	pertussis
vaccine.88	Overall,	the	US	medical	profession	remained	strongly	supportive	of
continuing	the	DTP	vaccine,	there	was	far	less	debate	in	the	pages	of	medical
journals	than	was	the	case	in	the	United	Kingdom,	and	immunization	rates	never
fell	significantly.	Instead,	the	chief	consequence	of	the	US	controversy	was	a
dramatic	rise	in	litigation	that	soon	threatened	the	nation’s	vaccine	supply.	A
series	of	congressional	hearings	culminated	in	the	passage	of	the	National
Childhood	Vaccine	Injury	Compensation	Act	of	1986,	which	set	up	a	no-fault
compensation	program	for	probable	vaccine	injuries.89

Today	whooping	cough,	a	highly	contagious	respiratory	infection,	still	remains	a
public	health	priority	despite	the	availability	of	vaccines	for	70	years.	According
to	2008	estimates,	pertussis	caused	195,000	deaths	in	children	younger	than	5
years	old	worldwide,	despite	a	global	82%	vaccine	coverage.	While	this	burden
remains	overwhelmingly	concentrated	in	developing	countries,	pertussis	has	also
reemerged	in	some	developed	countries	that	maintain	high	vaccine	coverage,
such	as	the	United	States.90	One	of	the	reasons	for	this	high	outbreak	is	the	fear
that	the	vaccine	will	cause	permanent	brain	damage	or	death,	so	that	some
parents	refuse	to	give	it	to	their	babies.



The	Polarization	Effect,	Opinion	Leadership,	and	Fighting
the	Herd
The	examples	just	given	suggest	that	the	link	between	instincts	to	follow	herds
and	protective	behavior	is	not	a	simple	one:	Sometimes	it	produces	excessive
risk	taking,	sometime	excessive	risk	aversion.	There	is,	however,	a	systematic
pattern	to	these	findings:	By	and	large,	group	decisions	tend	to	go	the	way	of
individual	inclinations,	but	be	more	extreme—a	result	psychologists	term	the
group	polarization	effect.91	For	example,	the	swine	flu	hysteria	took	hold
because	it	amplified	a	natural	fear	people	have	of	pandemics	and	contracting	a
disease.	Similar	behavior	occurred	in	the	United	Kingdom	with	respect	to	the
concerns	about	the	safety	of	the	pertussis	vaccine	in	the	1970s,	and	it	took	well-
designed	controlled	studies	to	alleviate	these	concerns.	In	cases	where	the
individual	feels	it	is	unnecessary	to	undertake	protection,	such	as	purchasing
flood	insurance,	friends	and	neighbors	are	likely	to	reinforce	this	decision	and
create	a	herd	effect.

This	same	polarization	effect	influences	the	effectiveness	of	opinion	leaders	who
try	to	lead	herds.	Leaders	can	amplify	the	collective	decisions	of	the	group	and
perhaps	convince	others	to	follow	suit,	but	it	would	be	a	challenge	for	them	to
cause	individuals	to	change	their	preexisting	inclinations.	To	illustrate	this,	in
2008	the	authors	conducted	a	laboratory	study	of	social	leadership	effects	in
earthquake	mitigation.92	In	the	study,	participants	were	told	that	they	would	be
living	in	an	area	prone	to	periodic	earthquakes,	and	that	they	could	purchase
structural	improvements	to	their	homes	that	potentially	mitigated	the	effects	of
quakes	should	one	arise.	At	the	end	of	the	simulation,	they	would	be	paid	an
amount	that	was	tied	to	the	difference	between	their	home	value	and	the	cost	of
mitigation	if	they	undertook	protective	measures	plus	the	cost	of	repairs	from
earthquakes	that	damaged	their	houses.

Throughout	the	simulation,	they	could	observe	the	investment	decisions	made	by



others	in	their	virtual	community,	and	the	damage	they	suffered	from	quakes.
The	key	source	of	uncertainty	in	the	simulation	was	whether	the	mitigation	was
cost	effective;	half	the	participants	were	placed	in	a	world	where	mitigation	was
not	cost-effective	(hence	the	optimal	investment	was	0%),	and	the	other	half
were	placed	in	a	world	where	mitigation	was	long-term	effective	(hence	the
optimal	investment	was	100%).	Our	interest	was	in	observing	whether
communities	could	discover	the	optimal	level	of	mitigation	over	repeated	plays
of	the	game.	Few	individuals	in	any	of	the	communities	discovered	the	optimal
behavior.	Rather,	there	was	a	social	norm	effect:	The	major	driver	of	individual
decisions	about	how	much	to	invest	was	the	average	level	of	investment	made
by	neighbors—50%.

We	then	sought	to	test	whether	this	herd	effect	could	be	overcome	by	informing
one	player	in	each	community	of	the	true	effectiveness	of	the	mitigation	measure
to	see	whether	he	might	emerge	as	an	opinion	leader.	Other	players	knew	that
one	among	them	had	this	information.	That	person’s	identity	was	not	revealed,
but	could	likely	be	inferred	by	observing	players’	investment	behavior.	For
example,	a	player	who	was	told	that	investments	are	ineffective	would,
presumably,	invest	0%	from	the	start.	Did	this	“knowledge	seeding”	help
communities	learn?	It	did,	but	(quite	surprisingly)	only	in	the	case	where	the
right	thing	to	do	was	not	invest,	the	preferences	that	most	individuals	had	at	the
start	of	the	simulation.	In	these	communities,	players	seemed	to	immediately
recognize	the	informed	player	(who	was	not	investing),	and	after	two	rounds	of
the	game,	almost	all	investments	in	mitigation	had	vanished,	as	they	should
have.

In	contrast,	in	communities	where	mitigation	was	effective,	rather	than	seeing
investments	increase	over	time,	we	saw	them	actually	decrease.	While	players
who	were	told	that	mitigation	was	effective	invested	more	at	the	start	of	the
simulation,	this	behavior	was	immediately	imitated	by	others.	Players	acted	as	if
they	were	looking	for	evidence	to	support	their	prior	preference	not	to	invest.



Then,	bizarrely,	the	informed	players,	seeing	that	their	actions	were	not	being
followed,	reduced	their	own	investments.	After	multiple	plays	of	the	game,	few
players	were	making	any	investments	at	all,	even	though	it	was	optimal	for	them
to	do	so	in	the	long	run.



Recap:	Is	There	Wisdom	in	Crowds?
In	this	chapter,	we	explored	what	some	might	see	as	a	natural	work-around	for
the	individual	decision	biases	we	discussed	in	earlier	chapters:	The	possibility
that	while	individual	decisions	may	be	flawed,	these	flaws	will	be	attenuated
when	the	decisions	are	made	in	groups,	where	people	can	imitate	the	best
decisions	of	others.	Unfortunately,	the	key	lesson	of	the	chapter	is	that,	at	least
when	it	comes	to	protective	investments,	that	tends	not	to	be	the	case:	There	is,
as	it	turns	out,	little	wisdom	in	crowds.	People	indeed	have	a	strong	instinct	to
look	to	the	behavior	of	others	as	a	source	of	guidance,	but	doing	so	often	seems
to	intensify	individual	decision	biases	more	than	mollify	them.

The	reason	for	this	failure	is	straightforward:	When	looking	for	people	to
imitate,	we	tend	to	focus	more	on	similarity	than	wisdom.	If	our	instinct	is	to
stay	in	the	room	when	we	smell	smoke,	we	look	for	evidence	that	other	people
are	electing	to	stay—not	of	people	who	may	be	urgently	fleeing.	And	even	when
there	is	true	expertise	in	our	midst,	as	was	the	case	in	our	earthquake
experiments,	we	have	a	hard	time	seeing	it	if	the	expert	is	prescribing	behavior
that	differs	from	that	which	we	were	prepared	to	do	anyway.	As	a	result,	the
normal	effect	of	herding	is	amplification	more	than	attenuation:	People	linger
too	long	in	the	face	of	fire	dangers,	fuel	rumors	about	pandemics,	and
collectively	choose	not	to	invest	in	building	safer	homes	even	when	doing	so	has
long-term	benefits.



PART	II.	
What	We	Can	Do	to	Improve

Preparedness



Chapter	8.	Overcoming	the	Biases:
The	Behavioral	Risk	Audit

Having	made	it	this	far	in	the	book,	you	might	rightfully	surmise	that	we	are	not
all	that	optimistic	about	the	ability	of	people	to	make	good	protective	decisions
when	faced	with	low-probability,	high-consequence	events.	As	decision	makers,
we	look	too	little	to	the	future	when	thinking	about	our	choices,	are	too	quick	to
forget	the	past,	and	try	to	overcome	these	limitations	by	imitating	the	behavior	of
other	people	who	are	just	as	prone	to	these	flaws	as	we	are.	In	addition,	our
tendency	to	be	overly	optimistic	and	impulsive,	and	to	choose	the	status	quo
when	we	are	unsure	about	what	action	to	take,	creates	what	could	be	called	a
perfect	storm	of	potential	decision	errors.	Our	brains,	we	suggest,	are	simply	not
designed	to	think	effectively	about	how	to	prepare	for	rare	events	that	are
beyond	our	domain	of	experience.

What	makes	matters	worse	is	that	if	one	looks	at	the	landscape	of	modern
approaches	to	preparedness,	one	sees	little	evidence	that	attempts	are	made	to
acknowledge,	much	less	accommodate,	these	cognitive	limitations.	People
residing	in	hazard-prone	areas	are	provided	with	multipage	checklists	of



preparedness	measures	they	should	consider,	when	in	fact	they	are	likely	to
adopt	only	one	or	two.	People	are	urged	to	invest	large	amounts	in	building	safer
homes,	when	in	fact	they	are	likely	to	be	discouraged	by	the	time,	cost,	and
resources	required	to	get	the	project	started;	their	mental	time	horizons	for
payback	rarely	extend	beyond	a	year	or	two.	Emergency	management	offices
conduct	training	exercises	designed	to	simulate	disaster	response,	but	these
exercises	tend	to	replicate	how	people	will	act	when	they	have	all	their	System	2
(deliberative)	resources	at	their	mental	disposal—not	the	System	1	(instinctive)
processes	that	will	likely	rule	when	a	disaster	is	real.	It	is	thus	not	surprising	that
well-intentioned	preparedness	plans	often	fail	when	put	to	the	acid	test.



A	Possible	Solution:	The	Behavioral	Risk	Audit
All	is	not	lost,	however.	While	we	may	not	be	able	to	alter	how	we	think,
knowledge	of	the	decision	biases	discussed	in	this	book	might	nevertheless	be
leveraged	to	anticipate	how	people	and	organizations	may	err	when	deciding
how	best	to	prepare	for	low-probability,	high-consequence	events.	We	can	then
formulate	steps	to	mitigate	these	errors.	We	term	this	approach	the	behavioral
risk	audit.	Like	a	financial	audit,	the	behavioral	risk	audit	is	designed	to	provide
communities	and	individuals	with	a	systematic	framework	for	characterizing
their	state	of	preparedness	for	different	potential	disasters,	identify	weak	links,
and	suggest	remedial	solutions.

For	novel	disasters	and	hazards	for	which	no	existing	preparedness	plans	exist
(e.g.,	new	pandemics	or	cyberterrorism),	the	audit	is	a	tool	for	anticipating	the
biases	that	can	arise	when	people	think	about	the	personal	risks	these	disasters
and	hazards	pose	to	them,	their	community,	and	other	stakeholders.	These
biases,	in	turn,	can	then	become	the	focal	point	of	planning	when	preparedness
tactics	are	designed.	For	well-known	disasters	and	hazards	(e.g.,	flood	and	storm
risk),	the	audit	provides	a	tool	for	identifying	the	tactical	weak	points	of	existing
preparedness	programs	when	they	are	put	into	practice.

The	audit	departs	from	existing	practice	in	that	it	focuses	on	those	who	will	be
preparing	for	or	responding	to	the	hazard	rather	than	on	the	hazard	itself.
Standard	approaches	start	by	analyzing	the	objective	nature	of	the	risk	faced	by
individuals	or	communities,	the	vulnerability	of	the	buildings	and	infrastructure,
and	then	consider	protective	measures	that	people	might	take	to	mitigate	that
specific	risk.	The	behavioral	audit,	in	contrast,	proceeds	in	reverse	order:	It	starts
by	encouraging	planners	to	think	first	about	how	individuals	in	hazard	prone
areas	are	likely	to	perceive	risks	and	why	they	might	not	adopt	different
preparedness	measures.	Given	this	constraint,	planners	can	then	design
preparedness	plans	that	work	with	rather	than	against	peoples’	natural	decision



biases.	In	this	way,	the	behavioral	risk	audit	draws	heavily	on	the	principles	of
choice	architecture,	a	term	coined	by	Thaler	and	Sunstein93	that	highlights	how
people	can	be	“nudged”	into	undertaking	behaviors	that	benefit	them	by	creating
decision	environments	where	better	(in	our	case,	safer)	choices	are	the	ones	that
come	most	naturally.

The	Structure	of	the	Audit
A	behavioral	risk	audit	consists	of	four	steps	of	analysis	for	a	given	hazard
context.

Step	1:	List	the	biases.	List	the	six	core	psychological	biases	that
underlie	why	people	often	underprepare	for	hazards	in	most	contexts:
myopia,	amnesia,	optimism,	inertia,	simplification,	and	herding.

Step	2:	Describe	impacts	on	beliefs.	Assess	how	each	of	the	biases	can
lead	to	underestimation	of	the	risks	posed	by	a	specific	hazard.

Step	3:	Analyze	manifestation	in	preparedness.	Appraise	how	the
misbeliefs	about	risk	identified	in	step	2	can	degrade	the	efficacy	of
different	specific	preparedness	measures.

Step	4:	Design	remedies.	Design	a	suite	of	incentives	and	persuasive
tactics	to	overcome	the	preparedness	errors	identified	in	step	3.

The	outcome	of	the	behavioral	risk	audit	will	be	a	problem-solution	matrix	that
provides	planners	with	an	explanation	of:	the	biases	that	can	lead	to	distorted
perceptions	of	risk,	how	misperceptions	may	be	manifested	in	preparedness
errors,	and	possible	remedies.	The	general	form	of	the	problem-solution	matrix
is	given	in	Table	8.1.



In	chapter	9,	we	will	give	a	detailed	example	of	how	the	audit	might	be	applied
in	a	given	context.	Note	that	the	analysis	is	structured	as	a	series	of	guided
questions	that	would	be	considered	by	a	planning	team.	For	example,	consider
the	bias	of	simplification	(chapter	6),	which	is	the	inherent	tendency	for	people
to	process	only	a	small	subset	of	the	information	available	about	a	risk	when
making	preparedness	decisions.	Here	planners	would	be	encouraged	first	to
think	about	what	a	simplified	view	of	a	hazard	might	be	from	a	homeowner’s
perspective.	A	homeowner	faced	with	a	hurricane	threat	might	focus	only	on	the
wind	threat	posed	by	the	storm.	Given	this,	he	would	then	be	encouraged	to
think	about	what	this	would	imply	about	the	kind	of	preparedness	mistakes	he
might	make—such	as	forgetting	to	prepare	for	rain	and	flood	risks.	Finally,	the
discussion	would	shift	to	how	to	overcome	such	oversights	without	complicating
the	decision	environment—for	example,	by	recommending	single	essential



actions	that	vary	by	location.

Implicit	in	the	behavioral	risk	audit	is	the	assumption	that	the	biases	in	the	at-
risk	population	will	vary	by	context.	Everyone	has	his	own	Achilles’	heel	when
it	comes	to	making	decisions	about	protection.	For	some	people,	it	is	myopia:
They	live	in	the	moment	and	struggle	to	see	wisdom	in	making	protective
investments	whose	payback	lies	in	the	future,	no	matter	how	compelling	the
appeal	or	how	economically	sensible	it	might	seem	to	others.	For	others,	it	is
unbridled	optimism:	No	matter	how	urgent	the	warnings	are,	they	see	risks	from
hazards	as	something	that	will	happen	to	others,	not	themselves.	As	such,	the
output	of	a	behavioral	risk	audit	will	not	be	the	recommendation	of	a	single
remedy	for	enhancing	preparedness,	but	rather	a	suite	of	measures	designed	to
target	the	different	biases	of	a	population	of	individuals,	each	with	his	own
psychic	flaws.

Finally,	it	is	important	to	emphasize	that	the	audit	is	not	envisioned	as	a	one-
time	exercise,	but	rather	one	that	is	continually	revisited	and	revised	as
protection	plans	are	developed.	In	the	early	stages	of	planning,	for	example,	the
audit	provides	a	tool	for	envisioning	hazards	and	existing	preparedness	measures
through	the	eyes	of	stakeholders,	while	in	later	stages,	it	would	be	used	to	assess
the	sufficiency	of	existing	policies.



Chapter	9.	The	Behavioral	Risk
Audit	in	Action:	The	Case	of	Flood
Risk

To	illustrate	how	a	behavioral	risk	audit	would	proceed,	we	consider	how	it	can
be	used	to	develop	a	comprehensive	approach	to	encouraging	more	widespread
adoption	of	insurance	against	flood	risks.



Setting	the	Scene:	Flood	Risk
Flood	insurance	has	a	checkered	history	in	the	United	States.	In	1897	a	newly
established	company	in	Cairo,	Illinois,	made	the	first	attempt	to	provide
insurance	coverage.	The	firm	had	no	trouble	attracting	customers;	there	had	been
enormous	property	damage	during	the	previous	two	years,	from	floods	on	the
Missouri	and	Mississippi	Rivers.	During	1898	the	company	was	highly
profitable,	but	severe	flooding	the	following	year	produced	claims	that	exceeded
the	premiums	and	the	firm’s	capital,	and	even	washed	the	home	office	away.
During	the	late	1920s,	30	companies	decided	to	offer	flood	insurance	again,	but
the	Mississippi	floods	of	1927	and	additional	flooding	the	following	year	caused
such	large	losses	that	no	private	insurer	wanted	to	offer	coverage	for	the	next	40
years,	which	led	to	the	passage	of	the	National	Flood	Insurance	Program	(NFIP).

Congress	passed	the	NFIP	in	1968	to	provide	government-backed	insurance
protection	to	Americans	living	in	flood-prone	areas.	The	impetus	for	this
legislation	was	the	escalating	costs	of	post-disaster	relief	triggered	initially	by
the	Alaska	earthquake	of	1964,	and	followed	by	severe	flooding	and	damage
from	Hurricane	Betsy	in	1965,	America’s	first	billion-dollar	hurricane.	The
NFIP	offered	highly	subsidized	premiums	to	homeowners	currently	residing	in
flood-prone	communities	willing	to	institute	building	codes	and	land-use
regulation.	Residents	moving	into	these	areas	were	required	to	pay	risk-based
rates	to	discourage	them	from	locating	to	high-hazard	areas.

Homeowners	were	expected	to	purchase	insurance	voluntarily,	but	few	actually
took	advantage	of	the	subsidies,	which	sometimes	were	as	high	as	90	percent	of
the	risk-based	rate.	For	this	reason,	Congress	required	property	owners	to
purchase	flood	insurance	if	they	had	a	federally	insured	mortgage	and	were	in	a
flood-prone	community	that	had	joined	the	NFIP.	One	would	think	that	this
legislation	passed	in	1972	would	have	created	a	large	demand	for	insurance,	but
that	was	not	the	case.	The	reality	is	that,	today,	most	homeowners	in	flood-prone



areas	are	uninsured	against	water-related	damage.



Developing	a	Problem-Solution	Matrix	for	Flood	Risk
We	will	now	illustrate	how	we	might	develop	a	problem-solution	matrix	for	the
case	of	flood	risk,	by	considering	each	of	the	six	biases	in	turn,	and	discussing
their	impact,	manifestation	in	preparedness,	and	possible	remedies.

1.	Overcoming	the	Myopia	Bias
In	chapter	2	we	explain	how	there	is	a	tendency	for	individuals	to	focus	on	short
time	horizons	when	making	decisions	with	respect	to	preparing	for	future
disasters.	The	impact	of	this	bias	on	decisions	about	protecting	against	flood	risk
is	straightforward:	Because	floods	are	rare	events,	most	homeowners	will	think
of	them	as	a	threat	that	lies	only	in	the	distant	future,	not	one	that	needs	to	be
attended	to	immediately.	Because	flood-protection	measures	that	would	reduce
the	need	for	insurance	have	high	up-front	costs	(e.g.,	flood	proofing,	elevating	a
home),	a	homeowner	whose	mental	time	horizon	stretches	over	only	two	to	three
years	will	thus	have	a	hard	time	justifying	such	expenditures,	and	will
underinvest	in	mitigation.

Given	that	myopia	is	a	hard-wired	bias,	the	most	promising	remedies	would	be
those	that	reveal	its	existence,	and	address	it	by	reducing	the	pain	of	paying	for
mitigation	up	front.	For	example,	one	solution	might	be	long-term	loans	tied	to	a
mortgage	that	spread	the	cost	of	this	risk	reduction	measure	over	time.	As	an
example,	in	2014,	the	state	of	Connecticut	stepped	up	to	the	plate	by	initiating	its
Shore	Up	CT	program.	Residential	or	business	property	owners	are	able	to
obtain	15-year	loans	ranging	from	$10,000	to	$300,000	at	an	annual	interest	rate
of	2¾%	to	elevate	structures,	retrofit	properties	with	additional	flood	protection,
or	assist	with	wind-proofing	structures	on	property	prone	to	coastal	flooding.

Long-term	loans	to	homes	and	businesses	for	mitigation	can	also	help	aid
myopia	by	lowering	the	cost	of	insurance—and	thus	give	people	a	sense	that
they	are	receiving	immediate	benefits.	Consider	a	homeowner	who	is	faced	with



a	$25,000	cost	to	retrofit	his	house	so	it	is	less	prone	to	flood	damage.	If	flood
insurance	were	risk-based,	the	annual	premium	would	decrease	from	$4,000	to
$520,	a	$3,480	reduction	in	costs.	A	15-year	loan	for	$25,000	at	an	annual
interest	rate	of	2¾%	would	result	in	loan	payments	of	$2,040	per	year,	so	the
savings	to	the	homeowner	each	year	would	be	$1,440	(i.e.,	$3,480	-	$2,040).

2.	Overcoming	the	Amnesia	Bias
In	chapter	3	we	discuss	how	people	are,	by	nature,	trial-and-error	learners	with
short	memories,	and	how	this	can	cause	“disaster	cycles,”	where	we	invest	in
protection	shortly	after	a	disaster	but	then	withdraw	those	investments	as	the
years	pass	without	another	disaster.	Disasters	are	rare	and	protection	is	costly.
Over	time	our	brains	teach	us	the	wrong	lesson,	as	expenditures	on	insurance
policies	and	the	like	are	increasingly	seen	as	unpleasant	acts	that	convey	no
reward.	In	the	context	of	flood	risk,	this	bias	has	a	simple	impact	and
manifestation:	an	increasing	tendency	for	the	perceived	benefits	of	insurance	to
decline	over	time,	eventually	leading	to	its	cancellation—a	decision	that	will,	of
course,	be	regretted	when	the	next	flood	eventually	arrives.

Since	people	can’t	be	trained	to	have	better	memories,	the	best	solution	here
would	be,	in	essence,	to	flip	the	reward	structure	so	that	the	recent	absence	of	a
claim	is	seen	as	a	positive	event	that	encourages	rather	than	discourages	renewal
—that	is,	convince	people	that	the	best	return	on	their	policy	is	no	return	at	all.
One	tangible	means	of	doing	this	might	be	to	give	people	a	$100	reward	at	the
end	of	a	claim-free	year	in	the	form	of	a	restaurant	chit	so	they	can	celebrate
having	had	no	return	on	their	policy.	By	giving	them	a	rebate	and	reminding
them	that	they	have	a	reason	to	feel	good,	residents	in	hazard-prone	areas	are
likely	to	renew	their	insurance	policy	for	another	year.	At	the	very	least,
insurance	renewal	bills	should	come	packaged	with	vivid	literature	that	reminds
people	why	they	are	buying	this	insurance,	for	example,	because	of	the	flood-
proneness	of	the	area	they	live	in.



Another	complementary	remedy	would	be	to	design	communication	plans	aimed
at	keeping	memories	of	past	disasters	alive—in	essence,	bringing	the	past	closer
to	the	present.	As	we	illustrate	in	chapter	3,	however,	this	can	be	difficult	when
disasters	are	truly	rare	and	when	decision	makers	have	no	personal	memories
that	can	be	queued.	The	tsunami	warning	monuments	near	Miyako	did	little	to
dissuade	rebuilding	in	coastal	Japan	after	previous	disasters,	and	the	Galveston
Sea	Wall,	a	standing	monument	to	the	great	1900	hurricane,	has	done	little	to
dissuade	unprotected	development	on	barrier	islands.	In	contrast,	when	there
have	been	more	recent	disasters,	communication	campaigns	that	carry	vivid
images	of	what	those	disasters	were	like	can	at	least	help	extend	memories	to
support	longer-duration	investments	in	protection,	such	as	infrastructure
projects.

3.	Overcoming	the	Optimism	Bias
In	chapter	4	we	note	that	there	is	a	natural	human	tendency	to	view	one’s	current
situation	in	the	best	possible	light.	Even	a	homeowner	who	is	aware	she	lives	in
a	flood	zone	tends	to	believe	she	will	be	spared,	or	that	if	there	is	a	flood,	the
consequences	will	not	be	severe.	This	sense	of	optimism	is	often	fueled	by	our
inability	to	have	a	good	mental	grasp	on	the	meaning	of	very	small	probabilities.
While,	for	example,	we	might	have	a	good	sense	of	the	risk	that	comes	with	a
coin	toss,	this	is	unlikely	to	be	the	case	if	we	are	told	that	the	risk	of	our	homes
being	affected	by	a	flood	is	1	in	100	years.	Given	this	ambiguity,	our	natural
tendency	to	be	optimists—“disasters	can’t	happen	to	me”—causes	us	to
underappreciate	true	risk.	Again,	the	impact	and	manifestation	on	flood
protection	is	clear:	a	tendency	to	underestimate	the	personal	risk	and	thus
underinvest	in	protective	measures.

One	approach	that	can	help	people	gain	a	better	understanding	of	low
probabilities	is	to	present	those	probabilities	using	a	longer	time	frame.	People
are	more	willing	to	wear	seat	belts	if	they	are	told	they	have	a	one-in-three



chance	of	being	in	an	automobile	accident	over	a	50-year	lifetime	of	driving,
rather	than	a	1-in-100,000	chance	on	each	trip	they	take.94	Similarly,	if	a
homeowner	is	considering	flood	protection	over	the	25-year	life	of	a	home,	she
is	far	more	likely	to	take	the	risk	seriously	if	told	that	the	chance	of	at	least	one
severe	flood	occurring	during	this	time	period	is	greater	than	1	in	5,	rather	than	1
in	100	in	any	given	year.95	Framing	the	probability	using	a	longer	time	horizon
should	be	attractive	to	insurers	and	real	estate	agents	who	want	to	encourage
their	clients	to	invest	in	protective	measures.

Likewise,	people	may	be	better	able	to	evaluate	low-probability	risks	if	they	are
described	in	terms	of	a	familiar	concrete	context.	For	example,	individuals	might
not	understand	what	a	1-in-500	probability	means,	but	may	have	a	better
understanding	if	it	is	described	as	being	a	bit	lower	than	the	odds	that	a	woman
will	give	birth	to	twins	(1	in	70).	To	illustrate	this	effect,	one	of	the	authors
conducted	an	experiment	in	which	respondents	were	given	three	scenarios:	a
chemical	plant	for	which	the	likelihood	of	a	person	dying	from	the	discharge	of	a
toxic	vapor	cloud	was	1	in	650,	a	chemical	plant	for	which	that	likelihood	was	1
in	6,300,	and	a	plant	for	which	it	was	1	in	68,000.	When	the	probabilities	were
described	in	those	abstract	terms,	respondents	were	unable	to	differentiate
among	the	facilities	in	terms	of	their	riskiness.	However,	when	these	same
probabilities	were	described	along	with	a	concrete	example	comparing	the
likelihood	of	a	person	dying	in	a	car	accident	on	a	windy	snowy	road	in
Colorado	(1	in	5,900)	with	the	chances	of	dying	in	an	accident	on	a	straight	road
in	Arizona	(1	in	66,000),	they	could	now	easily	differentiate	the	relative
riskiness	of	the	chemical	plants.96

4.	Overcoming	the	Inertia	Bias
When	a	person	is	unsure	about	the	best	course	of	action,	there	is	a	tendency	to
look	for	a	default	option,	a	simple	heuristic	for	escaping	the	difficult	task	of
appraising	the	pros	and	cons	of	the	alternatives.	This	problem	is	particularly



acute	for	flood	risk:	the	probability	that	a	flood	will	occur	in	a	specific	location
in	a	given	year	is	ambiguous,	the	damage	that	would	occur	highly	uncertain,	and
planning	horizons	rarely	known	for	sure.	When	faced	with	such	uncertainty	there
is	a	tendency	to	avoid	the	decision	altogether,	choosing	to	accept	the	status	quo
of	no	protection.

As	pointed	out	in	chapter	5,	field	and	controlled	experiments	in	behavioral
economics	reveal	that	consumers	are	more	likely	to	stick	with	the	default	option
rather	than	going	to	the	trouble	of	opting	out	in	favor	of	some	other	alternative.
To	date,	this	framing	technique	has	been	applied	to	situations	where	the	outcome
is	either	known	with	certainty	or	when	the	chosen	option,	such	as	a
recommended	401(k)	plan,	has	a	higher	expected	return	than	the	other	options.97

Applying	this	to	the	context	of	flood	insurance	would	require	a	mechanism	by
which	people	living	in	flood-prone	areas	can	decline	flood	insurance,	but	only
by	explicitly	opting	out	of	the	default	option	of	having	coverage.	One	way	in
which	this	could	be	implemented	would	be	for	flood	insurance	to	be	bundled
with	the	standard	set	of	services	paid	for	with	real	estate	taxes,	such	as	sewer
systems	and	roads.	A	resident	who	does	not	want	the	coverage,	however,	could
apply	for	a	rebate.	Such	a	policy,	of	course,	would	likely	encounter	political
headwinds,	but	based	on	prior	research,	it	would	likely	significantly	increase	the
percentage	of	homeowners	holding	flood	insurance	policies.

Building	codes,	of	course,	are	the	most	well-known	example	of	use	of	defaults,
and	we	explore	their	advantages	(and	downsides)	in	more	detail	in	the	next
chapter.	In	essence,	building	codes	make	safer	homes	the	status	quo	in	a
community.	Most	state	building	codes,	for	example,	now	require	owners	of
homes	built	in	special	flood	zones	both	to	elevate	their	property’s	lowest	level
and	to	allow	water	to	flow	freely	below	that	(e.g.,	by	constructing	the	home	on
stilts).99	The	challenge,	of	course,	is	that	they	only	work	if	the	quality	and
strength	of	codes	are	constantly	being	revisited	and	revised	by	policy	makers,
ideally	before	disasters	occur,	not	after.	And	therein	lies	a	danger:	Building



codes	are	often	slow	to	be	revised	because	they	themselves	are	prone	to	status-
quo	biases;	when	policy	makers	are	unsure	how	and	when	to	modify	codes,	there
is	the	tendency	to	leave	the	current	ones	intact.

5.	Overcoming	the	Simplification	Bias
As	we	discussed	in	chapter	6,	when	people	are	faced	with	the	complexities	that
typically	accompany	protective	decisions	there	is	an	innate	tendency	to	look	for
ways	to	simplify—basing	decisions	on	only	a	small	subset	of	factors	that	fully
contribute	to	safety.	If	left	to	their	own	devices	this	editing	process	can	lead	to
poor	choices.	The	work-around	is	thus	to	create	simpler	decision	environments,
removing	the	need	to	make	complex	decisions	in	the	first	place.

As	an	example,	one	of	the	authors	recently	proposed	that	insurers	consider
offering	homeowners	multiyear	flood	insurance	policies,	thus	freeing	them	from
the	need	to	make	an	annual	decision	about	renewal.	Flood	policies	would	be
written	for	three-	to	five-year	terms	that	would	be	tied	to	the	structure	rather	than
the	property	owner,	and	would	carry	an	annual	premium	reflecting	risk	that
would	remain	stable	for	the	length	of	the	contract.	Property	owners	who
cancelled	their	insurance	early	would	incur	a	penalty	cost	in	the	same	way	that
those	who	refinance	their	houses	have	to	pay	a	cancellation	cost	to	the	bank
issuing	the	mortgage.	The	big	advantage	would	be	simplicity—rather	than	the
homeowner	having	to	deliberate	each	year	about	whether	he	should	renew	or
worrying	if	he	is	insured	should	a	flood	occur,	coverage	would	be	automatic.

Of	course,	the	pragmatic	feasibility	of	such	a	program	would	depend	on	whether
consumer	demand	for	the	product	would	be	sufficient	to	convince	FEMA	to
devote	time	and	money	into	developing	and	marketing	it.	To	investigate	this,	an
online	experiment	was	conducted	with	adults	over	30	in	which	they	were	asked
to	choose	between	one-year	and	two-year	contracts	to	insure	themselves	against
losses	from	hurricane-related	damage.	The	two-year	contract	had	a	stable
premium	over	time,	while	the	one-year	contact	had	a	lower	premium	in	year	one



but	a	premium	that	could	be	higher	in	year	two	if	the	homeowner	suffered
damage	from	a	hurricane	in	the	first	year.	A	large	majority	of	the	respondents
preferred	the	two-year	contract	over	the	one-year	contract	because	it	guaranteed
the	same	premium	over	time,	even	when	the	total	premium	for	the	two-year
contract	was	priced	higher	than	the	actuarially	fair	price	for	two	one-year
policies..	Introducing	a	two-year	insurance	contract	also	increased	the	aggregate
demand	for	disaster	insurance.99

6.	Overcoming	the	Herd	Bias
In	the	end,	the	most	cost-effective	means	of	elevating	safety	may	be	through
social	norms.	If	residents	in	flood-prone	areas	learn	that	all	their	neighbors	are
making	investments	in	flood	proofing	and	insurance,	they	are	likely	to	follow
suit.	But	is	it	possible	to	create	such	norms	when	none	currently	exist?	One
novel	approach	currently	being	employed	by	the	Insurance	Institute	for	Business
and	Home	Safety	is	to	award	seals	of	approval	to	homes	that	meet	or	exceed
building	code	standards.	The	hope	is	that	such	a	seal	of	approval	could	not	only
increase	the	property	value	of	a	home,	but	also	be	seen	as	a	sign	of	status	by
others	in	the	community—nudging	them	to	undertake	improvements.

Evidence	from	a	July	1994	telephone	survey	of	1,241	residents	in	six	hurricane-
prone	areas	on	the	Atlantic	and	Gulf	coasts	provides	supporting	evidence	that
there	might	be	widespread	support	for	some	type	of	seal	of	approval.	More	than
90%	of	respondents	felt	that	local	home	builders	should	be	required	to	adhere	to
building	codes,	and	85%	considered	it	very	important	that	local	building
departments	conduct	inspections	of	new	residential	construction.100



The	Summary	Schematic
The	final	step	in	the	behavioral	risk	audit	is	to	develop	a	schematic	that	provides
an	integrative	view	of	the	analyses	done	in	steps	one	through	four	mentioned	in
the	previous	chapter:	the	listing	of	biases,	their	impact,	their	manifestation,	and
remedies.	An	example	for	the	case	of	flood	insurance	is	shown	in	the	problem-
solution	matrix	in	Table	9.1.

In	addition	to	summarizing	the	behavioral	impediments	to	adopting	protective
measures,	a	problem-solution	matrix	such	as	the	one	in	Table	9.1	encourages
planners	to	consider	the	interactions	that	naturally	exist	among	different



measures.	As	an	example,	myopia	might	be	addressed	by	offering	residents
multiyear	insurance	policies	with	automatic	renewal—policies	communicating
risk	messages	that	highlight	the	likelihood	of	a	future	flood	by	stretching	the
time	horizon	and	constructing	worst-case	scenarios	should	one	not	invest	in
protective	measures.



Recap:	Use	and	Limitations	of	the	Behavioral	Audit
In	this	chapter,	we	illustrate	how	a	behavioral	risk	audit	can	be	used	to	reduce
future	flood	losses.	Consider	a	community	whose	approach	to	managing	flood
risk	is,	first,	to	provide	enriched	information	about	the	steps	that	could	be	taken
to	reduce	flood	damage	and,	second,	to	offer	property	tax	rebates	for
homeowners	who	undertake	those	measures.	In	this	case,	the	audit	might
proceed	in	the	reverse	order	of	that	which	we	have	discussed:	Working	with	a
schematic	template	such	as	that	in	Table	9.1,	planners	would	start	by	asking
themselves	what	biases	these	programs	would	help	overcome	and,	more
critically,	what	biases	the	programs	do	not	address.

In	this	chapter,	we’ve	provided	an	example	of	how	the	behavioral	risk	audit
could	be	used	to	develop	a	comprehensive	strategy	for	overcoming	biases
associated	with	relatively	short-term	risk,	floods.	But	how	might	it	be	applied	to
help	planning	for	truly	long-run	risks,	such	as	climate	change,	where	the	hazards
are	those	to	be	faced	by	decision	makers	who	have	yet	to	be	born?	In	the
concluding	chapter,	we	take	up	this	question.



Chapter	10.	Protection	in	the	Truly
Long	Run

When	the	residents	of	the	Bolivar	Peninsula	in	Texas	returned	home	after
Hurricane	Ike	in	2008	they	were	met	by	a	landscape	that	bore	little	resemblance
to	the	one	they	had	left	just	a	few	days	earlier.	What	was	once	a	community	of
rustic	vacation	homes	was	now	a	wasteland	of	cement	slabs,	pilings,	and
crumpled	asphalt.	Survivors	picked	through	the	rubble	to	try	to	recover	what
they	could,	but	for	most	of	them,	it	was	a	lost	cause:	Almost	everything	that	was
not	bolted	down	had	been	washed	into	Galveston	Bay.	It	was	hard	to	imagine
that	life	could	ever	return	to	what	it	was	before.

Yet	it	did,	and	far	more	quickly	than	most	would	have	imagined.	Within	two
years	the	debris	had	been	cleared	away,	and	new	construction	was	already
beginning	to	appear.	By	2015,	real	estate	developers	were	bragging	about	how
the	Bolivar	Peninsula	was	back,	and	in	a	big	way.101	What	were	once	small
cabins	had	given	way	to	new	$750,000	luxury	beach	homes.	To	further	reinforce
the	idea	that	Ike	was	a	thing	of	the	past,	millions	of	cubic	yards	of	sand	had	been
piped	in	to	restore	the	beach.	Visitors	to	the	area	today	would	have	a	hard	time



imagining	the	destruction	that	occurred	there	just	eight	years	ago.

The	story	of	the	rebuilding	of	the	Bolivar	Peninsula	is,	of	course,	a	heartening
one	that	demonstrates	the	remarkable	resilience	of	people	to	disasters,	something
that	is	often	seen	after	similar	events	worldwide.	But	we	suggest	that	these
outward	signs	of	recovery	are	something	of	an	illusion.	While	houses	were
indeed	rebuilt,	little	has	been	done	to	lower	the	fundamental	risk	that	caused	the
destruction.	Homes	there	today	are	just	as	much	at	risk	from	destruction	by	the
sea	as	before,	with	perhaps	even	more	value	being	placed	in	harm’s	way.	It	is
just	a	matter	of	time	before	another	Ike	hits	the	area,	inducing	another	cycle	of
destruction,	another	cycle	of	government	recovery	aid,	another	cycle	of
rebuilding.

Up	to	this	point	in	the	book	we	have	focused	on	explaining	why	individuals
often	make	poor	decisions	about	protection,	and	have	outlined	the	steps	that	can
be	taken	to	overcome	these	errors.	Yet,	by	studying	decisions	solely	at	the	level
of	the	individual,	we	overlook	a	major	piece	of	the	protection	puzzle:	the	fact
that	the	responsibility	for	safety	lies	in	the	hands	not	just	of	individuals,	but	also
elected	officials	concerned	with	disasters’	impacts	on	the	general	public.	To
achieve	greater	safety	in	places	such	as	the	Bolivar	Peninsula,	decisions	need	to
be	made	at	scales	that	extend	beyond	the	time	horizons	and	control	of
individuals:	legislation	restricting	development	on	barrier	islands,	improved
building	codes,	and	investment	of	public	funds	in	the	construction	of	protective
infrastructure	(such	as	seawalls).	These	collective	decisions	reflect	society’s
willingness	to	think	about	risk	in	both	the	short	and	long	run,	make	the
investments	needed	to	manage	it,	and	understand	the	public	welfare	implications
of	these	decisions.

In	this	concluding	chapter,	we	discuss	preparing	for	risks	at	a	societal	level,	with
a	focus	on	the	long-run	benefits	and	costs	of	these	actions.	Using	a	hazard	on	the
horizon	that	has	proven	particularly	challenging,	sea	level	rise,	we’ll	explore
how	to	encourage	communities	to	embrace	cultures	of	protective	action.



Setting	the	Scene:	Rising	Seas
Among	the	many	possible	negative	consequences	of	climate	change,	sea	level
rise	is	the	least	controversial.	Since	reliable	records	began	in	the	1800s,	sea
levels	have	been	steadily	rising	worldwide,	something	that	poses	an	obvious	risk
to	the	trillions	of	dollars	in	real	estate	that	now	sit	at	our	coastlines.	Yet,	sea
level	rise	is	also	a	deceptively	subtle	hazard.	While	sea	levels	are	indeed	steadily
rising,	that	rise	is	at	such	a	slow	rate,	about	three	millimeters	a	year,	that	it
would	likely	go	unnoticed	by	all	but	the	sharpest	of	eyes.	The	Miami	and	New
York	City	waterfronts	today,	for	example,	look	pretty	much	the	same	as	they	did
a	century	ago.	Ships	still	land	at	the	same	ports,	waterfront	parks	are	as	reliably
dry	today	as	they	were	in	the	past.

Yet	there	are	strong	indications	that	this	is	about	to	change.	The	consensus
among	climate	scientists	is	that	we	are	soon	approaching	an	irreversible	“tipping
point”	in	the	rate	of	sea	level	rise,	such	that	by	the	turn	of	the	next	century,	sea
levels	may	be	three	feet	(or	more)	higher	than	they	are	today.102	Such	an
increase	would	not	just	require	the	relocation	of	vast	numbers	of	people	and
infrastructure	currently	adjacent	to	the	coast,	but	also	create	a	wide	range	of
spillover	effects,	including	amplification	of	the	effects	of	storm	surges	and,	in
the	case	of	South	Florida,	seawater	intrusion	into	the	local	fresh	groundwater
supply.

While	this	threat	is	a	very	real	one,	the	good	news	is	that	we	have	plenty	of	time,
at	least	in	principle,	to	prepare	for	it.	In	South	Florida,	for	example,	there	is
ample	time	for	builders	and	city	planners	to	start	the	slow	process	of	elevating
streets	and	buildings,	installing	pumping	technologies,	and	planning	for	the
construction	of	desalination	plants	to	deal	with	saltwater	intrusion	in	the	water
supply.	Better	yet,	because	in	Florida	the	money	for	such	preventive	actions
needs	to	come	from	real	estate	tax	revenue,	the	fact	that	the	threat	is	some	years
off	should	allow	the	area	to	sustain	its	appeal	to	tourists	and	investors,	filling	the



coffers	with	the	money	needed	to	pay	for	it	all.	Unlike	the	highly	uncertain
hazards	that	most	of	our	book	has	focused	on,	one	might	think	sea	level	rise
would	be	an	easy	risk	to	manage:	We	know	it’s	coming,	and	we	have	the	time
and	resources	to	deal	with	it	preemptively.

But	if	you	have	been	paying	attention	to	the	lessons	of	this	book,	what	we	are
about	to	say	won’t	surprise	you:	None	of	this	is	happening.	Planners	in	coastal
cities	are	sounding	the	alarms,	but	the	pleas	to	take	action	are	widely	falling	on
deaf	ears.	The	City	of	Miami	Beach,	for	example,	recently	invested	$400	million
to	build	pumps	to	deal	with	the	increase	in	nuisance	flooding	that	has	been	seen
in	recent	years,	but	the	investment	is	designated	only	to	remedy	the	problem	as	it
exists	today,	not	the	much	larger	problems	that	will	come	as	the	century	wears
on.103	The	City	of	New	York	has	approved	spending	to	prepare	for	sea	level	rise,
but	all	in	anticipation	of	a	two-foot	rise	by	the	end	of	the	century,	not	the	three-
foot	rise	that	most	climate	scientists	warn	about.104

Why	the	apparent	lack	of	concern?	To	some	degree	this	is	another	example	of
the	harmful	effects	of	the	six	biases	we	have	been	exploring	in	this	book,	but
now	applied	at	a	societal	level.	It	is	hard	for	politicians	to	see	wisdom	in	large
capital	outlays	for	benefits	that	will	be	realized	long	after	they	have	left	office
(myopia);	the	uncertainty	that	exists	in	the	exact	magnitude	of	sea	level	rise
breeds	a	bias	toward	the	status	quo	of	doing	nothing	(inertia);	and	the	fact	that
most	cities	are	taking	a	similar	wait-and-see	approach	is	misconstrued	as
evidence	that	the	officials	in	those	other	cities	know	what	they	are	doing	(a
destructive	herd	effect).

Yet	there	is	something	more	at	work	here,	a	factor	that	makes	overcoming	these
biases	in	this	case	potentially	even	more	intractable.	Community-level
adaptations	to	the	future	effects	of	sea	level	rise	will	require	substantial	inflows
of	new	capital,	and	that	can	happen	only	if	individuals	see	short-term	personal
benefits	emerging	from	such	investments—enough	to	support	increases	in
property	taxes,	enough	to	undertake	costly	adaptations	on	their	own.	Yet	a



resident	who	sits	down	with	pen	and	paper	and	tries	to	calculate	the	economic
return	on	such	investment—the	kind	of	deliberative	System	2	thinking	that	we
would	normally	advocate—will	likely	find	that	the	numbers	just	don’t	add	up.
The	effects	of	sea	level	rise	are	just	too	far	off,	the	parameters	too	unknowable.
Persuasion	in	this	case	would	seem	to	require	appeals	to	morality	more	than
money,	conscience	more	than	calculation.	Needless	to	say,	this	can	be	a	hard
ask.



Taking	Preventive	Action:	Four	Guiding	Principles
This	conundrum,	of	course,	is	by	no	means	limited	to	sea	level	rise.	Climate
change	poses	a	broad	range	of	other	threats	whose	consequences	lie	beyond	the
planning	horizons	of	current	residents,	and	our	society	faces	long-term	social
and	economic	risks	that	are	similarly	difficult	to	fathom.	Yet	ignoring	these	risks
is	clearly	an	unacceptable	option.	We	have	a	moral	responsibility	to	care	for
future	generations,	even	in	the	absence	of	immediate	paybacks	to	ourselves.

How	might	we	achieve	this?	We	argue	for	collective	agreement	on	a	set	of
higher-level	guiding	principles	for	risk	management	that	are	accepted	both	by
policy	makers	and	the	affected	public.

To	illustrate,	a	resident	might	normally	be	hard-pressed	to	favor	a	tax	hike	to	pay
for	improvements	in	infrastructure	in	her	community	if	the	threat	is	perceived	to
be	decades	into	the	future.	She	is	more	likely	to	see	the	merits	of	these
improvements	if	they	are	tied	to	achieving	the	long-term	preservation	of	the
human	species,	a	goal	to	which	she	subscribes.

We	propose	four	guiding	principles	as	an	umbrella	for	how	societies	should
approach	the	management	of	long-term	risk:

Guiding	principle	1:	Commit	to	long-term	protective	planning	as	a	major
priority.	This	principle,	of	course,	is	fundamental;	decision	makers	in	the	public
and	private	sector	need	to	place	reduction	in	future	losses	and	the	required
investments	in	protection	near	the	top	of	their	agendas,	and	provide	rationales
for	individuals	to	support	their	proposals.

Guiding	principle	2:	Commit	to	policies	that	discourage	individual	and
community	actions	that	increase	their	exposure	to	long-term	risks.	The
simplest	means	of	managing	risk	is	to	avoid	it.	Policies	regulating	land	use,
building	codes,	and	insurance	need	to	be	designed	to	reflect	the	expected
benefits	and	costs	associated	with	exposure	to	future	risks.	Insurers	should	be



permitted	to	price	their	coverage	to	reflect	the	nature	of	the	risk	and	encourage
those	at	risk	to	invest	in	loss-reduction	measures.	Building	codes	could
complement	insurance	by	requiring	structures	to	meet	specific	standards.

Guiding	principle	3:	Create	policies	that	consider	the	cognitive	biases	that
inhibit	adoption	of	protective	measures.	Regulatory	policies	designed	to
dissuade	risk	exposure	will	be	effective	only	if	they	are	widely	adopted	and
enforced.	The	key	lesson	of	this	book	is	that	people	are	naturally	prone	to	a
range	of	biases	that	inhibit	long-term	thinking.	Therefore,	policies	have	to	be
designed	in	ways	that	recognize	and	overcome	these	biases.

Guiding	principle	4:	Commit	to	addressing	problems	equitably.	A
transformative	shift	toward	long-term	protection	will	lead	to	costs	that	will
differentially	impact	different	groups	in	society.	Long-term	protective	policies
must	be	designed	with	these	inequalities	in	mind,	addressing	the	hardships	faced
by	low-	and	middle-income	households	facing	budget	constraints,	so	that	those
households	have	economic	incentives	to	adopt	the	protective	measures.



Strategies	for	the	Case	of	Sea	Level	Rise
To	illustrate	how	these	guiding	principles	might	be	used	to	develop	strategies	for
dealing	with	truly	long-term	risks	such	as	sea	level	rise,	let’s	return	to	the
problems	faced	by	the	Bolivar	Peninsula	and	other	coastal	communities	in
Texas.	As	we	have	seen,	this	is	an	area	that	has	long	been	prone	to	periodic
hurricane	hazards,	but	rising	seas	will	make	the	problem	measurably	worse	over
the	coming	decades.	Whereas	in	the	past	it	took	a	severe	hurricane	such	as	Ike	to
impose	major	flood	damage,	in	the	coming	decades	even	the	smallest	of	storms
could	induce	severe	flooding,	increasing	the	likelihood	from	an	every-50-years
problem	to	one	that	occurs	every	five	years.

How	should	Texas	deal	with	this	increase	in	the	odds	of	severe	flooding?	Any
set	of	policies	that	relies	on	people	adapting	to	sea	level	rise	on	their	own	will
likely	prove	ineffective.	Even	when	risks	are	well	known	and	relatively	close	at
hand,	such	as	the	risk	of	hurricanes	as	it	exists	today,	people	have	a	hard	time
seeing	beyond	the	next	year	or	two	(myopia),	and	underestimate	the	likelihood
that	they	themselves	will	suffer	harm.	Yet	here	we	are	dealing	with	a	much	more
ambiguous	risk,	one	that	is	perhaps	30	years	or	more	off—beyond	the	time
horizons	of	home	mortgages	and	even	beyond	some	lifetimes.	As	such,	many	of
the	nudges	that	we	suggest	in	the	previous	chapter	for	encouraging	people	to
better	prepare	for	the	flood	risk	they	currently	face	(such	as	better
communication)	are	unlikely	to	be	sufficient	for	dealing	with	a	hazard	that	is
truly	distant.	For	example,	it	could	be	that	if	we	fully	educate	Texas	residents
about	the	current	best	estimates	on	the	timing	and	scale	of	sea	level	rise,	it	might
simply	reinforce	their	intuition	that	it	is	a	distant	threat	best	left	for	the	next
generation	of	homeowners	to	deal	with.

A	closer	review	of	the	problem	would	suggest	another	path:	design	policies	that
create	decision	environments	that	foster	protection	(guiding	principle	2),	but
where	individuals	do	not	need	to	make	personal	decisions	about	the	value	of



protection.



Designing	Policies	for	Better	Decision	Making
We	are	naturally	led	to	protective	decisions	by	the	latter	three	of	our	six	major
biases:	inertia,	simplification,	and	herding.	Such	decision	environments	might	be
marked	by	four	major	features.

1.	Well-enforced	regulations	and	standards
The	idea	that	people	have	difficulty	seeing	the	benefits	of	voluntary	investment
in	long-term	residential	safety	is	hardly	a	new	one,	and	this	forms	the	basis	of
the	most	widely	adopted	protective	measures:	well-enforced	regulations	and
standards	by	either	the	private	or	public	sector	that	ensure	safety,	with	any
violations	subject	to	penalties	or	fines.	In	the	case	of	natural	disasters,	for
example,	banks	and	financial	institutions	require	homeowners’	insurance	that
covers	wind	damage	from	tornados	and	hurricanes	as	a	condition	for	borrowers’
obtaining	a	mortgage.	Likewise,	as	pointed	out	in	chapter	8,	the	federal
government	requires	insurance	to	cover	flood	damage	through	the	National
Flood	Insurance	Program	(NFIP)	if	the	property	in	the	affected	floodplain	has	a
federally	insured	mortgage.

But	such	regulations	are	hardly	universal.	In	the	case	of	earthquakes,	the	private
sector	determined	that	it	could	not	continue	to	offer	coverage	against	this	risk
after	suffering	severe	losses	from	the	Northridge	earthquake	in	2004.	The
California	Earthquake	Authority	now	offers	insurance.	But	banks	do	not	require
this	coverage	as	a	condition	for	obtaining	a	mortgage.

Building	codes	are	another	common	way	to	make	safety	a	default,	but	they	come
with	a	downside:	They	are	of	little	help	if	they	are	not	rigorously	enforced.	Prior
to	Hurricane	Andrew	in	Florida	in	1992,	for	example,	the	state	had	a	strong
building	code	in	place,	but	tremendous	damage	still	occurred	due	to	the	lack	of
enforcement,	particularly	in	newer	homes	in	the	area.	Likewise,	building	codes
typically	require	property	owners	to	meet	standards	on	new	structures,	but



normally	do	not	require	them	to	retrofit	existing	structures.	Often	such	codes	are
necessary,	particularly	when	property	owners	are	not	inclined	to	adopt
mitigation	measures	on	their	own	due	to	their	misperception	of	the	expected
benefits	and/or	their	inclination	to	underestimate	the	probability	of	a	disaster
occurring.

To	address	such	problems,	building	codes	need	to	be	accompanied	by	policies
that	oversee	their	scope	and	rigor.	One	current	example	is	the	Building	Code
Effectiveness	Grading	Schedule	(BCEGS),	a	community-level	mitigation	rating
system	administered	by	the	Insurance	Services	Office	(ISO).	The	BCEGS
assesses	the	building	codes	in	effect	in	a	particular	community	and	how	the
community	enforces	building	codes,	putting	special	emphasis	on	mitigation	of
losses	from	floods,	hurricanes,	tornadoes,	and	earthquakes.	The	BCEGS	score	is
based	not	only	on	the	building	code	in	place,	but	also	on	field	inspector	staffing
and	qualifications.

The	BCEGS	ratings	received	by	communities	are	provided	to	insurers	to	use	as
an	underwriting	tool.	Few	insurance	companies	are	using	the	BCEGS	report	to
provide	premium	discounts.	The	one	notable	exception	is	Florida,	where	insurers
are	required	by	law	to	offer	discounts	on	wind	protection	premiums	based	on	a
community’s	BCEGS	rating.	Communities	that	do	not	participate	in	the	program
are	assessed	a	1%	surcharge	on	wind	protection	premiums.105

2.	Zoning	Ordinances
One	of	the	more	vexing	problems	facing	policy	makers	after	major	catastrophes
is	whether	to	permit	reconstruction	in	areas	that	have	been	damaged.	Knowing
that	sea	level	rise	will	only	make	flood	events	more	common,	it	would	seem
prudent	to	limit	rebuilding.	Unfortunately,	this	is	easier	said	and	proposed	than
done.	Both	after	Hurricane	Ike	in	the	Bolivar	Peninsula	and	after	Hurricane
Katrina	in	New	Orleans	and	other	areas,	there	was	strong	political	support	for
rebuilding	homes	in	the	same	places	where	they	were	damaged	or	destroyed.



Indeed,	not	to	do	so	somehow	seems	to	show	a	lack	of	empathy	for	those	who
have	lived	part	of	if	not	all	their	lives	in	the	area.	As	the	argument	goes,	they
have	family	and	social	connections	there;	for	many	of	them,	nowhere	else	could
be	home.106

What	exacerbates	this	problem	is	that	when	rebuilding	occurs,	there	is	a
tendency	for	it	to	happen	in	a	way	that	removes	all	signs	that	might
communicate	to	new	and	prospective	residents	the	inherent	risks	posed	by	the
location.	As	with	the	rebuilding	that	occurred	after	Hurricane	Ike,	visitors	to	the
Mississippi	Gulf	Coast	today	will	find	little	evidence	of	the	complete	devastation
the	area	suffered	from	Hurricane	Katrina	in	2005.	Attractive	mansions	are	once
again	strung	along	Route	90,	and	sandy	beaches	offer	little	clue	as	to	this	being
perhaps	the	most	hazard-prone	section	of	coastline	in	the	United	States.107

3.	Buyouts	for	Relocating	Homes
One	tool	for	combating	this	tendency	to	rebuild	in	areas	prone	to	recurrent	losses
is	buy-back	programs	that	award	owners	with	cash	for	destroyed	properties	on
the	condition	that	the	lots	not	be	rebuilt.	After	Hurricane	Ike	devastated	Texas,
for	example,	FEMA	spent	$103	million	on	such	a	program,	buying	back	756
destroyed	homes	and	converting	the	remaining	land	to	parkland.108

The	challenge	of	such	programs,	of	course,	is	securing	compliance	from
homeowners.	In	cases	where	the	properties	are	second	homes,	vacation
residences,	this	might	be	easy,	but	when	the	homes	are	primary	residences,	it	can
be	challenging,	as	individuals	may	be	loath	to	move	away	from	a	community	of
neighbors	with	whom	they’ve	lived	for	years.	To	illustrate,	a	2013	survey
conducted	among	residents	in	New	York	and	New	Jersey	who	had	just
experienced	the	devastation	of	Hurricane	Sandy	indicated	that	most	believed	that
federal	aid	was	best	spent	on	rebuilding	homes	rather	than	buying	them.109

Given	such	resistance,	decisions	to	accept	buyouts	requires	community-level
support,	where	residents	agree	to	relocate	as	a	group	rather	than	as	individuals.



A	good	example	of	such	an	effort	occurred	in	Staten	Island	after	Hurricane
Sandy	in	2012.	Two	weeks	after	the	storm,	Joseph	Tirone,	who	owned	a	rental
property	in	Oakwood	Beach,	decided	to	get	everyone	to	agree	to	leave	their
damaged	homes	and	relocate	elsewhere.	Almost	all	the	residents	who	attended
the	meeting	he	organized	indicated	that	they	would	be	interested	in	selling	and
leaving	if	they	could	get	a	fair	price	for	their	houses	and	be	assured	that	their
homes	would	not	be	given	to	rich	people	or	be	redeveloped	into	new	homes.

In	January	2013,	only	four	months	after	Sandy,	New	York	State	governor
Andrew	Cuomo	praised	the	community	for	coming	together,	and	committed	to
using	home	relocation	funds	from	FEMA’s	Hazard	Mitigation	Grant	Program
(HMGP),	which	mandates	that	the	land	be	returned	to	open	space—the	same
program	that	had	funded	land-reclamation	projects	after	Hurricane	Ike	five	years
earlier.110	Similar	programs	were	authorized	by	New	Jersey	governor	Chris
Christie	on	an	even	larger	scale:	The	state’s	“Blue	Acres”	buyout	program
allocated	$300	million	to	acquire	719	severely	damaged	properties	across	several
municipalities,	and	by	2015,	more	than	500	offers	had	been	accepted	by
homeowners,	all	carrying	the	agreement	that	the	lots	not	be	rebuilt.111

It	is	difficult	enough	to	convince	residents	in	a	community	to	relocate	to	safer
areas	after	a	disaster	unless	there	is	a	funded	program	such	as	those	put	in	place
by	FEMA	after	Ike	and	Sandy.	An	even	more	difficult	challenge	is	convincing
them	to	move	prior	to	a	disaster,	when	there	are	no	funds	available	and	few
incentives	for	them	to	do	so,	either	at	a	social	level	(leaving	friends	and
neighbors)	or	an	economic	one	(selling	their	property	at	a	price	that	enables
them	to	buy	a	new	home).

4.	Long-term	tax	incentives
A	final	example	of	how	communities	might	encourage	forward-looking	building
practices	is	through	the	provision	of	long-term	tax	incentives.	Much	in	the	same
way	that	cities	often	use	tax	abatements	to	encourage	development	of	blighted



areas,	abatements	(and	possibly	surcharges)	can	be	used	to	steer	development
away	from	high-risk	barrier	islands	to	safer	areas	farther	inland.	Tax	incentives
might	also	be	used	to	persuade	individuals	to	invest	in	adaptation	on	their	own.
For	example,	if	a	homeowning	taxpayer	installs	a	mitigation	measure	that	would
reduce	the	likelihood	of	losses	from	a	flood	or	other	disaster,	he	would	get	a
rebate	on	state	taxes	to	reflect	the	lower	cost	of	disaster	relief,	or	his	property
taxes	could	be	reduced.

While	tax	incentives	might	help	spur	adaptation,	care	needs	to	be	taken	to	ensure
that	they	don’t	generate	externalities	that	discourage	it.	As	an	example,	a
property	owner	who	improves	a	home	by	making	it	safer	may	well	have	the
property	reassessed	at	a	higher	value	and	would	thus	be	faced	with	a	higher
rather	than	a	lower	tax	bill.	California	has	recognized	this	problem,	and	in	1990
voters	in	that	state	passed	Proposition	127,	which	exempts	buildings	that	have
undergone	seismic	rehabilitation	improvements	from	reassessments	that	would
increase	property	taxes.

Berkeley	has	taken	an	additional	step	to	encourage	homebuyers	to	retrofit	newly
purchased	homes	by	instituting	a	transfer	tax	rebate.	The	city	has	a	1.5%	tax
levied	on	property	transfer	transactions;	up	to	one-third	of	this	amount	can	be
applied	to	seismic	upgrades	during	the	sale	of	a	property.	Qualifying	upgrades
include	foundation	repairs	or	replacement,	wall	bracing	in	basements,	shear	wall
installation,	water	heater	anchoring,	and	securing	of	chimneys.112



The	Dilemma	of	Affordability
While	it	might	be	possible	to	create	safer	environments	through	a	cocktail	of
stronger	building	codes,	risk-based	insurance	pricing,	and	zoning	restrictions,
this	has	to	be	done	in	a	way	that	does	not	impose	differential	hardships	on
residents	with	more	limited	means—the	last	of	our	four	guiding	principles	for
taking	preventative	action.	For	example,	if	one	demands	that	flood	insurance	be
priced	in	a	way	that	reflects	the	true	risk	of	a	location	(guiding	principle	2),	then
some	low-	and	middle-income	residents	whose	insurance	is	currently	subsidized
will	be	unable	to	obtain	coverage	against	that	risk.	To	illustrate	the	impact	of
risk-based	insurance	on	homeowners’	ability	to	pay,	consider	the	owner	of	a
single-family	home	in	Tottenville,	Staten	Island,	who	currently	has	a	subsidized
annual	insurance	premium	of	$1,400.	If	the	premium	were	risk-based,	it	would
jump	to	$9,500,	and	that	homeowner	might	be	hard-pressed	to	pay	for	this
coverage.113	This	example	raises	challenges	for	developing	strategies	for	dealing
with	issues	of	inequality	and	affordability.

One	way	to	maintain	risk-based	insurance	premiums	while	at	the	same	time
addressing	issues	of	affordability	is	to	offer	means-tested	vouchers	or	tax	credits
that	cover	part	of	the	cost	of	insurance.114	Several	existing	programs	could	serve
as	models	for	developing	such	a	voucher	system:	the	Supplemental	Nutrition
Assistance	Program	(SNAP,	also	known	as	food	stamps),	the	Low	Income	Home
Energy	Assistance	Program	(LIHEAP),	and	the	Universal	Service	Fund	(USF).
The	value	of	the	voucher	or	tax	credit	would	be	based	on	current	income	and
would	be	determined	by	a	specific	set	of	criteria	as	outlined	in	a	recent	study	by
the	National	Research	Council.115

Of	course,	the	dilemma	posed	by	such	subsidies,	however	humane,	is	that,	by
definition,	they	do	little	to	achieve	the	long-term	goal	of	reducing	collective	risk
exposure.	Indeed,	some	might	see	them	as	creating	a	different	kind	of	inequity:
Those	with	higher	incomes,	who	do	not	get	subsidies,	receive	clear	signals	about



the	risk	of	their	locations,	while	those	with	lower	incomes	are	implicitly
encouraged	to	remain	in	harm’s	way.	As	such,	need-based	means-tested	voucher
programs	and	the	like	must	be	viewed	as	transitional	repairs,	eventually	to	be
coupled	with	incentives	to	relocate	to	areas	that	face	lower	risk,	particularly	as
disaster	risks	escalate	in	the	coming	decades.



Postscript:	The	Ostrich	Paradox
Revisited

There	are	many	reasons	that	those	in	harm’s	way	do	not	protect	themselves
against	natural	disasters.	In	this	book,	we	have	highlighted	behavioral
considerations	that	include	short	memories	when	thinking	about	the	past,	short
horizons	when	planning	for	the	future,	and	a	tendency	to	make	decisions	by
imitating	the	behavior	of	others	who	are	no	less	prone	to	these	biases	than	we
are.	All	these	effects	limit	people’s	interest	in	and	ability	to	invest	in	protective
measures—something	that	carries	costs	that	are	borne	by	not	just	individuals	but
also	society	as	a	whole.

If	we	as	a	society	are	to	commit	ourselves	to	reducing	future	losses	from	natural
and	man-made	disasters	in	the	truly	long	run,	we	need	to	do	more	than	hope	that
individuals	and	policy	makers	will	see	wisdom	in	these	investments	on	their
own.	Rather,	we	need	to	engage	the	private	and	public	sectors	in	innovative
partnerships	that	create	environments	where	safety	is	the	social	norm,
encouraged	by	appropriate	regulations	and	well-enforced	standards,	and	where
the	costs	of	this	transformation	are	equitably	distributed	across	society—ideas



that	follow	from	the	four	guiding	principles	proposed	in	chapter	10.

The	challenge,	however,	is	how	to	get	from	here	to	there.	Although	protective
policies	that	address	long-term	problems	such	as	climate	change	are	widely
embraced	in	principle,	they	still	require	remedies	for	overcoming	the	biases	that
cause	people	to	look	the	other	way	when	hazards	loom.	This	can	be	a	difficult
task	if,	when	faced	with	risk,	people	bury	their	heads	in	the	sand	like	the
infamous	ostrich	the	title	of	this	book	references	or	if	they	lack	the	cognitive
wherewithal	to	properly	adapt	to	that	risk	when	it	is	acknowledged.

Our	key	argument	is	that	there	is	a	way	out,	but	the	path	there	carries	a	certain
paradox:	As	individuals	and	planners,	we	need	to	be	more	like	ostriches,	not
less.	That	is,	in	the	same	way	that	the	ostrich	has	adapted	its	behavior	to	take
into	consideration	its	physical	limitations,	we	humans,	when	thinking	about	risk,
need	to	develop	policies	that	take	into	consideration	our	inherent	cognitive
limitations.
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