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Preface to the second edition

It has been more than six years since the first edition of this book was published.
The book has been well received by academics, students and researchers and this
second edition is primarily based on the valuable suggestions on improvements
received from these readers. It provides technical corrections and clarifications in
all chapters and summarizes new developments in the field of radiation detection
and measurement including latest dosimetry standards.

I am highly thankful to the readers who have critiqued the book in a very
productive manner and have provided feedbacks. Their suggestions have been taken
into consideration while writing this second edition. My apologies to those
academics who have long been waiting for the solution key to the end-of-chapter
problems. The key is now being made available to instructors together with some
other teaching resources.

Working with Academic Press/Elsevier was again a pleasure. Specifically,
I would like to thank Anita Koch, Shannon Stanton, and Poulouse Joseph in helping
me complete this second edition on time.

Syed Naeem Ahmed
Sudbury, October 2014
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Preface to the first edition

Contrary to common perception, radiation has enormous potential of benefiting
mankind. For example, use of radiation in medical diagnostics in the form of CT
and nuclear scans has enabled the physicians to perform diagnoses that would not
have been possible otherwise. Another example is the use of radiation to destroy
cancerous growths, a process generally known as radiation therapy. It is true that
radiation can induce harm as well but a close examination reveals that its benefits
certainly outweigh its potential hazards. This realization has led to rapid advance-
ments in theory and applications of radiation interactions and its measurements.
New types of radiation detectors and sources are being constantly developed in lab-
oratories around the world. Also, a number of annually held international confer-
ences are devoted just to the developments of radiation measuring devices.

During my career as a physicist, working primarily on radiation detectors,
I always felt a need for a book that would not only discuss the technological aspects
of the field but would also give a thorough account of the underlying physical prin-
ciples. The scarcity of such books led me to think about writing one myself.
However, those who understand the field would appreciate that writing such a book
is not an easy task due mainly to the fast paced developments in the related technol-
ogies. The strategy that I therefore adopted was to concentrate on theories, method-
ologies, and technologies that are of fundamental value in terms of understanding
the conceptual basis of the radiation devices.

The sole purpose of the book is not to introduce the reader to the working princi-
ples of different types of radiation detectors. It has been designed and written such
that it encompasses all aspects of design, development, and effective use of the
detection devices. Therefore chapters on statistics, data analysis, software for data
analysis, dosimetry, and spectroscopy have also been included. It can be used as a
text for related courses in physics, nuclear engineering, physical chemistry, and
medical physics. It can also be used as a reference by professionals and students
working in the related fields.

Most of the courses related to radiation measurements start with an introduction
to different types of radiation and their sources. I have adopted the same strategy.
The first chapter introduces the reader to various types of radiation and their
sources. It also includes sections on radioactivity and its measurements. Chapter 2
deals with the mechanisms by which radiation interacts with matter. Those who
want to understand the working principles of radiation detectors, must go through
this chapter as thoroughly as possible. The next chapter introduces the reader to the
principles of gas filled detectors, such as proportional counters. Gas filled detectors
are the earliest built radiation detectors and are still extensively used in different



XViii Preface to the first edition

fields. The important concepts, such as electron-ion pair generation, recombination,
drift and diffusion of charges, avalanche creation, and breakdown have been thor-
oughly discussed with necessary mathematics. Some specific types of gas filled
detectors have also been discussed. Chapter 4 deals with liquid filled detectors.
Liquid filled detectors have recently gained considerable popularity. This chapter
gives the reader an overview of the charge production and transport processes in
liquids and how different types of liquid filled detectors are built. Solid state detec-
tors are perhaps the most widely used detectors today. Chapter 5 deals with differ-
ent types of solid state detectors, such as semiconductor detectors, diamond
detectors, and thermoluminescent detectors. A major problem with solid state detec-
tors is their vulnerability to radiation. Radiation damage mechanisms are therefore
thoroughly discussed in this chapter. Scintillation detectors and photodetectors are
the topics of chapter 6. This chapter not only introduces the reader to the basic scin-
tillation mechanisms but also discusses important properties of the commonly used
scintillators. For subsequent photodetection, the transfer to scintillation photons are
a major issue. The topic of light guides has therefore been given due attention.
Detection of these photons is the next step, which can be accomplished with differ-
ent types of detectors. Two such devices, that is photomultiplier tubes and
avalanche photodiode detectors have been thoroughly discussed in this chapter.
Chapter 7 deals with position sensitive detection and imaging. The basic principles
of position sensitive and imaging devices as well as related techniques have been
discussed here. The reader is also introduced to a number of position sensitive and
imaging devices. Signal processing is the heart of today’s electronic radiation detec-
tors. A major portion of the manpower and capital is therefore invested in designing
and building electronics for detection devices. This chapter exposes the reader to
the basic electronic circuitry used in radiation detectors. Different types of pream-
plifiers, shapers, filters, discriminators, and analog-to-digital converters have been
discussed here. The issues of electronics noise have also been given due attention.
Chapter 9 gives a detailed discussion of the statistics and data analysis techniques.
The topics related to probability, error propagation, correlation, regression, time
series analysis, and counting statistics have been discussed in detail. Chapter 10
gives an overview of different data analysis software packages that are freely and
commercially available. This chapter is not intended to be a manual of these soft-
ware packages. It introduce the reader to their capabilities with regard to analyzing
data that has been acquired through radiation detection devices. Dosimetry is the
topic of chapter 11. Since dosimetry plays a central role in assuring health and
safety of individuals exposed to radiation, this chapter gives a detailed account of
the subject. The harmful effects of radiation and how to guard against them have
also been discussed in this chapter. Chapter 12 introduces the reader to the topics
related to radiation spectroscopy. Different spectroscopic techniques related to dif-
ferent types of particle detectors have been introduced here. Also included are
topics of mass spectroscopy and time spectroscopy. Chapter 13 deals with the topic
of data acquisition. The major data acquisition standards of NIM, CAMAC, VME,
FASTBUS, and PCI have been introduced.



Preface to the first edition XiX

Writing this book has been a long and tedious process. The highly demanding
work at the Sudbury Neutrino Observatory including on-call periods did not leave
much choice other than cutting down on family time. Coming back from work and
then immediately start working on the book till midnight every day is not a very
family oriented approach. However my wife, Rahat, not only didn’t complain but
actually kept encouraging me all the way through. Without her support, it would
not have been possible at all to write this book. My children Hiba, Shozab, and
Shanib also deserve appreciation for their understanding.

A number of academics and friends who evaluated the original book proposal
and gave valuable suggestions deserve special thanks. I thank Andy Klein, Bashar
Issa, David Hamby, Edward Waller, John Antolak, Nicholas Hangiandreou, Niko-
laj Pavel, Paul Jennesen, Robert LeClair, Steven Biegalski, Sukesh Aghara, and
Timothy DeVol for their support and highly professional suggestions.

Thanks are also due to the academics who evaluated the first draft of the com-
plete manuscript. Their valuable suggestions helped me modify the contents and
reshape various sections. I am highly indebted to Andrea Kritcher, David Bradley,
James Chu, Leslie Braby, Steven Biegalski, and Todd Allen for sparing time from
their busy schedules to do thorough reviews of approximately 750 pages and pro-
viding me with highly valuable suggestions for improvement.

I would like to thank Susan Rabiner to have faith in me to complete the project
and for taking care of everything else so that I could concentrate on writing the
book. I also thank Jeremy Hayhurst for showing remarkable professionalism from
the beginning till the end of the manuscript production. Thanks are also due to
Derek Coleman, whose highly efficient and professional approach in finalizing the
manuscript has amazed me.
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Properties and sources of
radiation

Mass and energy are the two entities that make up our universe. At the most basic
level, these two entities represent a single reality that sometimes shows itself as
mass and sometimes as energy. They are intricately related to each other through
Einstein’s famous mass—energy relation, E = mc”. Just like matter, energy is also
capable of moving from one point in space to another through particles or waves.
These carriers of energy always originate from some source and continue their
travel in space until they get absorbed by or annihilated in some material. The term
“radiation” is used to describe this transportation of mass and energy through
space.

Since the realization of its potential, radiation has played a central role in tech-
nological developments in a variety of fields. For example, we all enjoy the benefits
of radiation in medical diagnostics and treatment. On the other hand, the world has
also witnessed the hazards of radiation in the form of atomic explosions and radia-
tion exposure.

Whether we think of radiation as a hazard or a blessing, its study is of paramount
importance for our survival and development. If we look carefully at the benefits
and harms brought about by the use or misuse of radiation, we would reach the con-
clusion that its advantages clearly outweigh its disadvantages. Radiation has unlim-
ited potential, and its proper use can be highly beneficial for mankind.

This chapter will introduce the reader to different types of radiation, their proper-
ties, and their sources. The mechanisms through which the particles interact with
matter will be discussed in detail in the next chapter.

1.1 Types of radiation

Radiation can be categorized in different ways, such as ionizing and non-ionizing,
particles and waves, hazardous and non-hazardous, etc. However, none of these cate-
gorizations draw solid boundaries between properties of the individual particles
comprising the radiation; rather, they show the bulk behavior of particle beams. For
example, it would not be correct to assert that an electron always ionizes atoms with
which it interacts by arguing that it belongs to the category of ionizing particles.
All we can say is that if a large number of electrons interact with a large number of
atoms, the predominant mode of interaction will lead to the ionization of atoms.

Physics and Engineering of Radiation Dx ion. DOI: http://dx.doi.org/10.1016/B978-0-12-801363-2.00001-2
© 2015 Elsevier Inc. All rights reserved.
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Sometimes radiation is characterized on the basis of its wave and particle proper-
ties. However, as we will explore in the next section, this characterization is some-
what vague and can be a cause of confusion. The reason is that, according to
modern physics, one can associate a wavelength with every particle whether it car-
ries a mass or not. This implies that a particle having mass can act as a wave and
take part in the formation of interference and diffraction patterns. On the other hand,
light, which is comprised of photons, is generally described by its wave character.

Let us have a look at the third category mentioned above: hazardous and non-
hazardous. There are particles that pass through our bodies in large numbers every
second (such as neutrinos from the Sun) but do not cause any observable damage.
Still, there is a possibility that some of these particles could cause mutations in our
body cells, which could ultimately lead to cancer.' On the other hand, there are par-
ticles, such as neutrons, that are known to be extremely hazardous to biological
organisms, but no one can ever be absolutely certain that a particular neutron would
definitely cause harm.

The above arguments point toward the idea that the characterization of particles
should be based on statistical nature of their interactions. What this really means is
that if we have a very large number of a certain kind of particle, there is a high
probability that most of them would behave in the manner characteristic of their
categorization. For example, long exposure to a highly intense beam of neutrons
would most definitely cause skin burns and most probably cancer, but it would be
wrong to assume that a single neutron would definitely cause the same effects.

The words probability and chance were mentioned in the preceding paragraphs.
What does particle interaction have to do with chance? Well, the theoretical founda-
tion of particle interaction is quantum mechanics, which quantifies the variables
related to particle motion, such as momentum, energy, and position, in probabilistic
terms. For example, in quantum mechanics we talk about the probability of a parti-
cle being present at a specific place at a certain time, but we do not claim that the
particle will definitely be there at that time. Nothing is absolute in quantum
mechanics. We will learn more about this when we study the concept of cross sec-
tion in the next chapter.

1.2 Waves or particles?

If we think about light without any prior knowledge, we would assume it to be
composed of waves that are continuously emitted from a source (such as a light
bulb). In fact, this was the dominant perception among scientists until the start of
the twentieth century. In those days a major problem of theoretical physics had

"This is a purely hypothetical situation and no data exists that could verify this assertion. The argument
is based on the interaction mechanisms of particles.
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started boggling the minds of physicists. They had found it impossible to explain
the dependence of energy radiated by a black body (a heated cavity) on the wave-
length of emitted radiation if they considered light to have continuous wave charac-
teristics. This mystery was solved by Max Planck, who developed a theory in
which light waves were not continuous but quantized and propagated in small wave
packets. This wave packet was later called a photon. This theory and the corre-
sponding mathematical model were extremely successful in explaining the black
body spectrum. The concept was further confirmed by Einstein when he explained
the photoelectric effect, an effect in which a photon having the right amount of
energy knocks off a bound electron from an atom.

Max Planck proposed that electromagnetic energy is emitted and absorbed in the
form of discrete bundles. The energy carried by such a bundle (i.e., a photon) is
proportional to the frequency of the radiation.

E=hv (1.2.1)

Here 7 = 6.626 X 107>* J s is Planck’s constant, which was initially determined
by Max Planck to solve the black body spectrum anomaly. It is now considered to
be a universal constant. The frequency v and wavelength A of electromagnetic radi-
ation are related to its velocity of propagation in a vacuum by ¢ = v . If the radia-
tion is traveling through another medium, its velocity should be calculated by

v=nv\, (1.2.2)

where n is the refractive index of the medium. It has been found that the refractive
index of a material has a nonlinear dependence on the frequency of radiation.

Experiments confirmed that radiation sometimes behaves as particles and not as
continuous waves. On the other hand, there were effects like interference, which could
only be explained if light was considered to have continuous wave characteristics.

To add to the confusion, de Broglie in 1920 introduced the idea that sometimes
particles, such as electrons, behave like waves. He proposed that one could associ-
ate a wavelength to any particle having momentum p through the relation

h
A=—. (1.2.3)
p
For a particle moving close to the speed of light (the so-called relativistic parti-
cle) and rest mass my (mass of the particle when it is not moving), the above equa-
tion can be written as

h v2

For slow-moving particles with v« ¢, the de Broglie relation reduces to

A= (1.2.5)

my’
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De Broglie’s theory was experimentally confirmed at Bell Labs, where electron
diffraction patterns consistent with the wave picture were observed. Based on these
experiments and their theoretical explanations, it is now believed that all the entities
in the universe simultaneously possess localized (particle-like) and distributed
(wave-like) properties. In simple terms, particles can behave as waves and waves
can behave as particles.” This principle, known as the wave—particle duality, has
played a central role in the development of quantum physics.

Example:

Compare the de Broglie wavelengths of a proton and an alpha particle moving
at the same speed. Assume the velocity to be much smaller than the velocity
of light. The mass of an a-particle is about four times the mass of a proton.

Solution:
Since the velocity is much less than the speed of light, we can use the approxi-
mation 1.2.5, which for a proton and an a-particle becomes

h
Ny — ——
m,Vv
and A\, = L
maV

Dividing the first equation with the second gives
X _ Mo
N mp

An a-particle consists of two protons and two neutrons. Since the mass of a
proton is approximately equal to the mass of a neutron, we can use the
approximation m,, ~ 4m,, in the above equation, which then gives

N 2 4.

This shows that the de Broglie wavelength of a proton is about four times
larger than that of an «-particle moving with the same velocity.

1.3 Radioactivity and radioactive decay

Radioactivity is the process through which nuclei spontaneously emit subatomic
particles. It was discovered by the French scientist Henri Becquerel in 1896 when
he found that an element, uranium, emitted something invisible that fogged

2A more correct statement would be: all particles, regardless of whether they are massless or massive,
carry both wave and particle properties.
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photographic plates. The term radioactivity was suggested by Marie Curie about
four years later. Originally three types of radiation were discovered:

+ «-rays (helium nuclei with two protons and two neutrons)
+ B-rays (electrons)
* ~-rays (photons)

Later it was found that other particles such as neutrons, protons, positrons, and
neutrinos are also emitted by some decaying nuclei. The underlying mechanisms
responsible for the emission of different particles are different. For example, a com-
mon decay mode resulting in the emission of neutrons is spontaneous fission.
During this process a heavy nucleus spontaneously splits into two lighter nuclides
called fission fragments and emits several neutrons. A neutrino is an extremely light
and low-interacting particle that was discovered in 1952. It solved the mystery of
the variable electron energy in beta decays: The electrons, being very light as com-
pared to the other heavier decay products in beta decays, were supposed to carry the
same amount of energy during all decays. However, it was observed that the emitted
electrons had a whole energy spectrum with a cut off characteristic to the decaying
atom. It took several decades for scientists to discover that some of the energy is
actually taken away by a very light particle called a neutrino. Now we know that
this particle in beta decays is actually an anti-neutrino.”

When nuclei emit subatomic particles, their configuration, state, and even iden-
tity may change. For example, when a nucleus emits an alpha particle, the new
nucleus has two protons and two neutrons less than the original one. Except for
~-decay, in which the nucleus retains its identity, all other decays transform the
nucleus into a totally different one.

There are a number of naturally occurring and man-made radioactive elements
that decay at different rates. Although the underlying mechanism of these decays is
fairly complicated, their gross outcome can be easily predicted by considering the
conservation of electrical charge. Before we write general decay equations, let us
first have a look at some examples.

Alpha decay: 2Ra — Rn + «

Beta decay: 1%1 — lgiXe + e + v
Gamma decay: 2Dy* — DDy + ~

Spontaneous fission: %¢Fm — '¥Xe + 2Pd + 4n

Here ** »X represents an element X with p protons and n neutrons. X* represents an
atom in an excited state.

The term beta decay as used in the above example is sometimes conventionally
used to represent only the emission of electrons. However, there are actually three

3The anti-neutrino is the antiparticle of the neutrino. The presence of neutrinos in 3-decays was suggested
by Wolfgang Pauli. It was named neutrino by Enrico Fermi.
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kinds of beta decays: electron decay, electron capture, and positron decay. The first
two involve electrons, while the third involves the emission of the anti-electron or
positron, which we will represent by ¢ in this book. A positron has all the proper-
ties of an electron with the exception of electrical charge, which is positive in this
case. In this book the symbol e will be used interchangeably to represent an elec-
tron and the unit electrical charge.

Electron capture occurs when a nucleus captures one of the electrons orbiting
around it and as a result goes into an excited state. It then returns to the ground
state by emitting a photon and a neutrino. Positron emission is very similar to elec-
tron decay with the exception that during this process, instead of an electron, a posi-
tron is emitted. Let us have a look at examples of these two processes.

Electron capture: S.Kr+e — S$Br + ~ + v

Positron decay: 0K - PAr + et 4+ v

The electron captured in the first of these reactions actually transforms a proton
into a neutron; that is,

pte—=>n+tv.

That is why the daughter nuclide has one proton less and one neutron more than the
parent nucleus. Electron capture transforms the nuclide into a different element. In
a similar fashion, positron emission is the result of the transformation of a proton
into a neutron; that is,

p—>n+e++v.

This implies that in the case of positron emission the daughter nuclide has one pro-
ton less and one neutron more than the parent nuclide. This is also apparent from
the positron emission example of potassium-40 given earlier. Interestingly, in this
reaction the mass of the proton is less than the combined mass of the neutron, posi-
tron, and neutrino.” This means that the reaction is possible only when enough
energy is available to the proton. That is why there is a threshold energy of
1.022 MeV needed for positron emission. Below this energy the nuclide can decay
by electron capture, though.

Note that the electron capture reaction above shows that a photon is also emitted
during the process. This photon can be an X-ray or a ~-ray photon. The X-ray pho-
ton is emitted as one of the electrons in the higher orbitals fills the gap left by the
electron captured by the nucleus. Since in most cases a K-shell electron is captured
by the nucleus, the orbital is quickly filled in by another electron from one of the
higher energy states. The difference in energy is released in the form of an X-ray
photon. It can also happen that the nucleus, being in an excited state after capturing

4As of the time of writing of this book, the neutrino mass is still unknown. However, it has been con-
firmed that the mass is very small, probably 100,000 times less than the mass of an electron. We will
also learn later that there are actually three or more types of neutrinos.
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an electron, emits one or more ~-rays. In this case the electron capture reaction is
written as a two-step process; that is,

SKr+e — S8Brr+v
81 81 !
3BT —  3Br+vo

In general, the subsequent y-decay is not specific to electron capture. It can occur
in a nucleus that has already undergone any other type of decay that has left it in an
excited state. It is a natural way by which the nuclei regain their stability. Sometimes
it takes a number of ~-decays for a nucleus to eventually reach a stable state.

Although ~-emission is the most common mode of de-excitation after decay, it is
not the only one. Another possible process is the so-called internal conversion. In
this process, the excess energy is transferred to an orbital electron. If the supplied
energy is greater than the binding energy of this electron, the electron gets expelled
from the orbital with a kinetic energy equal to the difference between the atom’s
excess energy and its binding energy.

The process of internal conversion can occur in electrons in any electronic orbit.
If an electron from one of the inner shells is expelled, it leaves behind a vacancy
that can be filled by an electron in one of the higher shells. If that happens, the
excess energy is emitted in the form of an X-ray photon. This photon can either
escape the atom or it can knock off another electron from the atom. The knocked-
off electron is known as an Auger electron. The process of internal conversion fol-
lowed by emission of an Auger electron is graphically depicted in Figure 1.3.1.
Auger electron emission is not specific to the decay process. It can happen when-
ever an electron from one of the inner electronic orbitals leaves the atom. An exam-
ple of such a process is the photoelectric effect, which we will study in some detail
in the next chapter.

At this point the reader might be wondering why the radioisotopes emitting neu-
trons and protons have not been mentioned so far. Although these decays are possi-
ble, such isotopes are difficult to find in nature except for those that undergo
spontaneous fission. On the other hand, one can produce such a radionuclide by
bombarding a suitable material with high-energy particles, something that can be
done in a particle accelerator. The basic idea behind this process is to impart
enough energy to a nucleus abundant in protons and neutrons that it becomes unsta-
ble. This instability forces it to eventually decay by emitting a proton or a neutron.
Another possibility of proton decay is the so-called beta-delayed proton emission.
In this process a proton is emitted right after a beta decay. For example, indium-
109 decays by proton emission with a half-life’ of only 103 ps.

108

lggln — 5Te+p

This extremely small half-life is actually typical of almost all known proton emit-
ters with the exception of a few that have half-lives in the range of a few hundred

SHalf-life is the time taken by half of the atoms of a sample to decay. The term will be formally defined
later in the chapter.
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Internal conversion
electron

Auger electron
Orbital electron

Figure 1.3.1 Depiction of internal conversion leading to the emission of an Auger electron.
The internal conversion electron from the K-shell creates a vacancy that must be filled in
order for the atom to regain stability. Another electron from the M-shell fills this gap but
releases some energy in the process (shown as a photon). This photon is shown to have
knocked off another electron from the M-shell. The end result is the emission of an internal
conversion electron and an Auger electron.

milliseconds. Such short half-lives severely limit the usefulness of such materials as
proton sources.

Just as with proton emitters, it is possible to produce isotopes that decay by neu-
tron emission. They suffer from the same extremely short half-lives typical of proton
emitters, rendering them useless as neutron sources in normal laboratory environ-
ments. On the other hand, there are some isotopes that decay by spontaneous fission
and in the process also emit neutrons. For example, californium-252 emits neutrons
with a half-life of 2.65 years and is commonly used as a source of neutrons.

We are now ready to write general equations for different types of radioactive
decays. For a nucleus X with p protons, n neutrons, and e electrons, which trans-
forms into another nucleus Y, the general decay equations can be written as follows.

Alpha decay: "rhX — ”T:;Y + o«

Electron decay: " "PX - oy + e + v
Electron capture: "*IX +e — 1Y + v + v
Positron decay: " "PX - oty + et + v
Gamma decay: ~ "7X" - "X +

Proton emission: " *PX - "o Y o+ p
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Here we have deliberately avoided using the term profon decay to describe decay
by proton emission. The reason is that the term “proton decay” is explicitly used
for the decay of the proton itself, a process that is expected to occur in nature, albeit
with an extremely low probability. Dedicated detectors have been built around the
world to observe such a phenomenon. The reader is encouraged to verify that in all
the reactions listed above the total electrical charge is always conserved. This con-
servation of electrical charge is one of the fundamental laws of nature.

The general equation for a spontaneous fission process cannot be written as
there are a number of modes in which a nucleus may fission. That is, there is gen-
erally a whole spectrum of nuclides into which a decaying nucleus may split. Also
the number of neutrons emitted is variable and depends on the particular mode of
decay.

It should be remembered that during radioactive decays the emitted particles
originate from the nuclei. For example, during the process of electron decay, a neu-
tron inside the nucleus decays into a proton, an electron, and an anti-neutrino. The
proton stays inside the nucleus while the electron and the anti-neutrino are emitted.
Similarly, during gamma decay, the photon is emitted from the nucleus and is not
the result of electronic transitions between atomic levels. The particles that are not
emitted from the nucleus can be by-products of a decay process but should not be
confused with the direct decay products.

Example:
Write down equations for alpha decay of thorium-232 and electron decay of
sodium-24.

Solution:
Using the general decay equations defined above and the periodic table of ele-
ments, we find the required decay equations.

232 228
woIh — “GRata

%‘I‘Na — %‘Z‘Mg +e+v

1.3.A Decay energy or Q-value

Decay energy is a term used to quantify the energy released during the decay pro-
cess. It can be used to determine whether a certain decay mode for a nucleus is pos-
sible or not. To understand this, let us suppose a nucleus X goes through a decay
mode that transforms it into a nucleus Y with a subsequent emission of a particle d.
This reaction can be written as

X > Y+d. (1.3.1)
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According to the law of conservation of energy, the total energy before and after
the decay should be equal; that is,

EO,X + TX = EO,Y + Ty + E(),d + Td, (132)

where E stands for the rest energy and T represents the kinetic energy. The rest
energy can be computed from the Einstein relation Ey = mqoc?, where my is the rest
mass. Since the decaying nucleus X can be assumed to be at rest, we can safely use
Tx =0 in the above relation. If we represent the rest masses of X and Y by my and
my, the above equation would read

(my — my — mg)c® =Ty + Tj. (1.3.3)

Now, it is evident that the left-hand side of this relation must be positive in order
for the kinetic energy to be positive and meaningful. In other words, the decay
would be possible only if the left-hand side is positive valued. Both the left- and
right-hand sides of this relation are termed the decay energy, or the Q-value. That is,

Qu=Ty + Ty (1.3.4)
or
Qu = (mx — my — my)c*. (1.3.5)

The first relation above requires knowledge of the kinetic energy taken away by
the decaying nucleus and the emitted particle. These energies are difficult to deter-
mine experimentally, however. Therefore, generally one uses the second relation con-
taining the mass terms to determine the decay energy. If this energy turns out to be
negative, then the decay is not possible unless energy is supplied through an external
agent, such as by bombarding the material with high-energy particles. A positive
Q-value signifies that the isotope is unstable with respect to that particular mode of
decay. Note that if a nucleus has a positive Q-value for one decay mode, this does not
guarantee that it can decay through other modes as well (see example below).

Since atomic data tables list isotope masses in a.m.u., one must multiply masses
in the above equation by the a.m.u.-to-kg conversion factor. We can also convert
Joules to MeV in the above relation to transform it into a more computationally
convenient form.

Qq = (my — my — my)8.94 X 10'® J(m in kg) (1.3.6)

= (my — my — my)931.502 MeV(m in a.m.u.) (1.3.7)
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Care should be exercised when substituting masses in the above relation. As it
stands, the relation is valid for nuclear masses. If one wishes to use atomic masses,
the mass of electrons should be properly accounted for as explained later in this
section.

The Q-value can be used to determine the kinetic energies of the daughter

nucleus and the emitted particle. To demonstrate this, let us substitute 7 = %mv2 in
Eq. 1.3.5. This gives
1
Ty=Qq— > MYV, (1.3.8)

where my and vy represent the mass and velocity of the daughter nucleus, respec-
tively. The velocity of the daughter nucleus can be determined by applying the law
of conservation of linear momentum, which in this case gives

myvy = mgvy. (1.3.9)

Note that here we have assumed that the parent nucleus was at rest before the
decay. The velocity vy from this equation can now be substituted into equation 1.3.A
to get

T,= ["’Y} Q.. (1.3.10)

my +I’I’ld

Similarly, the expression for the kinetic energy of the daughter nucleus is
given by

Ty = [mL} 0.. (1.3.11)

4 T my
Let us now write the Q-value relations for o and 3 decays.

a-decay: Q. = (my — my — my)c?

B-decay: Qg = (mx —my — mg)c2

Note that the above relation is valid for nuclear masses only. For atomic masses,
the following equations should be used

a-decay: Q. = (Myx — My — M,)c?
B-decay: Qs = (Mx — My)c?

Here M stands for atomic mass; that is, M, is the mass of the helium atom and
not the helium nucleus.
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Example:
Determine whether actinium-225 can decay through o as well as 3 modes.

Solution:
The o decay reaction for actinium-225 can be written as

225 221 4
swAc — “gFr+ He.
The Q-value for this reaction in terms of atomic masses is

Qo = (Mac — Mg — M)931.502
= (225.023229) — 221.014254 — 4.002603) 931.502
=5.93 MeV.

If actinium went through 3-decay, the decay equation would be written as
zégAc — 2ggTh +e,
with a Q-value in terms of atomic masses given by

03 = (Mac — M11,)931.502
=(225.023229 — 225.023951) 931.502
= —0.67 MeV.

Since the Q-value is positive for a-decay, we can say with confidence that
actinium-225 can emit a-particles. On the other hand, a negative Q-value for
B-decay indicates that this isotope cannot decay through electron emission.

1.3.B The decay equation

Radioactive decay is a random process and has been observed to follow Poisson
distribution (see chapter on Statistics). What this essentially means is that the rate
of decay of radioactive nuclei in a large sample depends only on the number of
decaying nuclei in the sample. Mathematically, this can be written as

d_No(_N
dt

N d_N oy (1.3.12)
dt ot

Here dN represents the number of radioactive nuclei in the sample in the time
window dz. \q is a proportionality constant generally referred to in the literature as



Properties and sources of radiation 13

the decay constant. In this book the subscript d in A\q will be used to distinguish it
from the wavelength symbol A that was introduced earlier in the chapter.
Conventionally, both of these quantities are represented by the same symbol A. The
negative sign signifies the fact that the number of nuclei in the sample decreases
with time. This equation, when solved for the number N of the radioactive atoms
present in the sample at time ¢, gives

N = Noe ¥, (1.3.13)

where N, represents the number of radioactive atoms in the sample at ¢ = 0.

Equation (1.3.13) can be used to determine the decay constant of a radionuclide,
provided we can somehow measure the amount of decayed radionuclide in the sam-
ple. This can be fairly accurately accomplished by a technique known as mass spec-
troscopy (details can be found in the chapter on Spectroscopy). If the mass of the
isotope in the sample is known, the number of atoms can be estimated from

N
N="2m, (1.3.14)

Wn

where Ny = 6.02 X 10 is the Avogadro number, w, is the atomic weight of the
radionuclide, and m,, is its mass as determined by mass spectroscopy.

Although this technique gives quite accurate results, it requires sophisticated
equipment that is not always available. Fortunately, there is a straightforward exper-
imental method that works almost equally well for nuclides that do not have very
long half-lives. In this method the rate of decay of the sample is measured using a
particle detector capable of counting individual particles emitted by the radionu-
clide. The rate of decay A, also called the activity, is defined as

dN
A== =M. (1.3.15)

Using this definition of activity, Eq. (1.3.13) can also be written as
A=Age M, (1.3.16)

where Ag = A\g¢lVy is the initial activity of the sample.

Since every detection system has some intrinsic efficiency € with which it can
detect particles, the measured activity C would be lower than the actual activity by
the factor €.

C eA

dN

-5 (1.3.17)

= €>\dN
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The detection efficiency of a good detection system should not depend on the
count rate as this would imply nonlinear detector response and consequent uncer-
tainty in determining the actual activity from the observed data. The above equation
can be used to determine the count rate at t =0:

C() = €>\dN0 (1318)
The above two equations can be substituted in Eq. (1.3.13) to give
C = Coe . (1.3.19)

What this equation essentially implies is that the experimental determination of
the decay constant A is independent of the efficiency of the detection system,
although the counts observed in the experiment will always be less than the actual
decays. To see how the experimental values are used to determine the decay con-
stant, let us rewrite Eqs. (1.3.16) and (1.3.19) as

In(A) = — X\t +1n(4¢) and (1.3.20)
In(C) = — X\t + In(Cy). (1.3.21)

Hence if we plot C versus ¢ on a semi-logarithmic graph, we should get a straight
line with a slope equal to — A. Figure 1.3.2 depicts the result of such an experiment.
The predicted activity has also been plotted on the same graph using Eq. (1.3.20).
The difference between the two lines depends on the efficiency, resolution, and
accuracy of the detector. Equation (1.3.13) can be used to estimate the average time
a nucleus would take before it decays. This quantity is generally referred to as

— In(4)
o In(C)

i - -- Regression line :

1.4
iy
Slope = -44 \}\%\
%\

Time

In(C or A)

Figure 1.3.2 Experimental determination of decay constant.



Properties and sources of radiation 15

“lifetime” or “mean life” and is denoted by the symbol 7 or T. In this book it will
be denoted by the symbol 7. The mean life can be calculated from

T=—. (1.3.22)

Another parameter that is extensively quoted and used is the half-life. It is
defined as the time required by half of the nuclei in a sample to decay. It is given by

In(2)
o

T/, =0.6937 = (1.3.23)

Since mean and half-lives depend on the decay constant, the experimental proce-
dure to determine the decay constant can be used to find these quantities as well. In
fact, whenever a new radionuclide is discovered, its half-life is one of the first
quantities to be experimentally determined. The half-life of a radionuclide can
range from a microsecond to millions of years. Unfortunately, this experimental
method to determine the half-life does not work very well for nuclides having very
long half-lives. The reason is quite simple: For such a nuclide the disintegration
rate is so low that the difference in counts between two points in time is insignif-
icantly small. As we saw earlier in this section, for such radionuclides, other techni-
ques such as mass spectroscopy are generally employed.

Example:
Derive the equations for mean and half-lives of a radioactive sample.

Solution:
To derive the equation for mean life we take the weighted mean of the decay
time t:

Jo. tdN
Jo* aN

=

Using N = Npe™ ', the integral in the denominator becomes

IOOO dN = — \aNVo J‘Ox e Ndr

=No|e_)\dt 0

= _N().

The integral in the numerator can be solved through integration by parts as
follows.
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Jo 7 tdN = = XaN [y te~M'ds
»

te/\dt 1 o0
= —NaNo | |- +—| e Mdr
s W xdjo ¢
0

The first term on the right side vanishes for £ =0 and at +— oo (a function
vanishes at infinity if its derivative vanishes at infinity). Therefore, the inte-
gral becomes

Jo 1N = = No [,” e Nidt

= No |e*)\dl ©
Ad 0

__M
v

Hence the mean life is

_N()/)\d
No

1
Ad

Since half-life represents the time taken by half of the atoms in a sample to
decay, we can simply replace N by Ny/2 in Eq. (1.3.13) to get

1

> = e Nl
el =9
In(2)
T =
1/2 "

= In(2)7 = 0.6937.
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Example:
The half-life of a radioactive sample is found to be 45 days. How long would
it take for 2 moles of this material to decay into 0.5 mole?

Solution:
Since T, =45 days, therefore
In(2
\ = 2
T
In(2) 3.
= =154X10""°d .
45 2y

Since mole M is proportional to the number of atoms in the material,
Eq. (1.3.13) can also be written in terms of number of moles:

M = Mye ™
Taking the natural log of both sides of this equation gives

1 (M,
= | 28
Adn<M)

Hence the time it will take for 1.5 moles of this material to decay is

i 1 n 2.0
154%x1073 \0.5

~ 90 days.

1.3.C Composite radionuclides

A problem often encountered in radioactivity measurements is that of determining
the activity of individual elements in a composite material. A composite material is
one that contains more than one radioisotope. Most of the radioactive materials
found in nature are composite.

Let us suppose we have a sample that contains two isotopes having very differ-
ent half-lives. Intuitively thinking, we can say that the semi-logarithmic plot of
activity versus time in such a case will deviate from a straight line of single iso-
topes. The best way to understand this is by assuming that the composite material
has one effective decay constant. But this decay constant will have time dependence
since as time passes the sample runs out of the short-lived isotope. Hence
Egs. (1.3.20) and (1.3.21) will not be linear any more.

Figure 1.3.3 shows the activity plot of a composite radioactive material. Since we
know that each individual isotope should in fact yield a straight line, we can extrapo-
late the linear portion of the graph backward to get the straight line for the isotope
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In(A)

Fast decaying component

Time

Figure 1.3.3 Experimental determination of decay constants of two nuclides in a composite
decaying material.

with the longer half-life. We can do this because the linear portion shows that the
shorter lived isotope has fully decayed and the sample now contains essentially one
radioactive isotope. Then the straight line for the other isotope can be determined by
subtracting the total activity from the activity of the long-lived component.

Example:

The following table gives the measured activity in counts of a composite
radioactive sample with respect to time. Assuming that the sample contains
two radioactive isotopes, compute their decay constants and half-lives.

t (min) 0 30 60 90 120 150 180 210 240 270 300
A (cts/min) 2163 902 455 298 225 183 162 145 133 120 110

Solution:

Following the procedure outlined in this section, we plot the activity as a func-
tion of time on a semi-logarithmic graph (Figure 1.3.4). It is apparent from the
plot that after = 120 min, In(A) varies linearly with time. Using the least
square fitting algorithm we fit a straight line through points between t = 150
and ¢ = 300 min. The equation is found to be

In(A) = —3.28 X 10731 + 5.68.
This straight line represents the activity of the long-lived component in the

sample. Its slope gives the decay constant of the long-lived component, which
can then be used to obtain its half-life. Hence we get
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Figure 1.3.4 Determination of decay parameters of two nuclides from observed effective
activity. The actual data are represented by (*). The solid and dashed lines represent the
long-lived and short-lived components, respectively.

A =3.28%X10 3 min"!
— 0.693  0.693
=2 T 328X 1070
= 211.3 days.

To obtain the decay constant of the short-lived component, we extrapolate
the straight line obtained for the long-lived component up to =0 and then
subtract it from the observed data (see Figure 1.3.4). The straight line thus
obtained is given by

In(A) = —3.55 X 102t + 7.53.

The slope of this line gives the decay constant of the second isotope, which
can then be used to determine its half-life. Hence we have

A =3.55%X 10 %min"!

;0693 0693
=122 TN T 355% 10 2

= 19.5 days.
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1.3.D Radioactive chain

We saw earlier that when a radionuclide decays, it may change into another element
or another isotope. This new daughter radionuclide may be unstable and radioactive
as well. The decay mode and half-life of the daughter may also be different from
the parent. Let us see how our radioactive decay equations can be modified for this
situation.

We will start with a sample composed of a parent and a daughter radionuclide.
There will be two processes happening at the same time: production of daughter
(decay of parent) and decay of daughter. The net rate of decay of the daughter will
then be the difference of these two rates; that is,

dn
d—tD = )\dep - /\dDND: (1324)

where subscripts P and D represent parent and daughter, respectively.
Using Np = Nope ¢ this equation can be written as

dn
d—tD + ApNp — AgpNope ¥ = 0. (1.3.25)

Solution of this first-order linear differential equation is

A
No = 50 Np(e ™01 = ¢A0) + Ny ™' (13.26)
dD — A\dP

Here Ngp and Nyp, are the initial number of parent and daughter nuclides, respec-
tively. In terms of activity A(= AN), the above solution can be written as

A
Ap = S dD/\ AOP(e—)\dpz _ e—/\de) +A0De_)‘d'3'. (1.3.27)
dD — AdP

Equations (1.3.26) and (1.3.27) have decay as well as growth components, as
one would expect. It is apparent from this equation that the way a particular mate-
rial decays depends on the half-lives (or decay constants) of both the parent and the
daughter nuclides. Let us now use Eq. (1.3.27) to see how the activity of a freshly
prepared radioactive sample would change with time. In such a material, the initial
concentration and activity of the daughter nuclide will be zero: Nop =0, Agp = 0.
This condition reduces Eq. (1.3.27) to

A
AD — dD Aop(e*)\dpl _ ef)\th). (1.3.28)
AdD — Adp

The first term in parentheses on the right side of this equation signifies the
buildup of daughter due to decay of the parent, while the second term represents
the decay of the daughter. This implies that the activity of the daughter increases
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Figure 1.3.5 Typical parent and daughter nuclide activities.

with time and, after reaching a maximum, ultimately decreases (Figure 1.3.5). This
point of maximum daughter activity #5** can be easily determined by requiring

dAp

dr
Applying this condition to Eq. (1.3.28) gives

ln(/\dD/)\dp)
=7 1.3.29
P Adp — AP ( )
Example:

Derive the relation for the time behavior of buildup of a stable nuclide from a
radioactive element.

Solution:
Assuming the initial concentration of daughter to be zero (Nyp=0),
Eq. (1.3.26) can be used to determine the concentration of the daughter

nuclide at time .
Np = 4)\&) NOP(e*/\dPt _ e*)\dl)f)
Adp — Adp
Since the daughter nuclide is stable, we can substitute A\jp = 0 in the above
equation to get the required relation:

ND = N()p(l - eiAdPt)
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In most cases the radioactive decay process does not stop at the decay of
the daughter nuclide as depicted by Eq. (1.3.26). Instead, the nuclides continue
to decay into other unstable nuclides until a stable state is reached. Assuming
that the initial concentrations of all the nuclides except for the parent are zero,
Eq. (1.3.28) can be generalized for a material that undergoes several decays.
The generalization was first done by Bateman in 1910 [8]. The Bateman equa-
tion for the concentration of ith radionuclide is

—)\d,'t

Adii—1)V , 1.3.30
d(i—1) mznk O =) ( )

Ni(f) = A1 Az -

provided Ny; =0 for i> 1. In terms of activity, the Bateman equation can be
written as

*)\d;t

Ai(r)= A
(1) = Aga- - Adi mznk =)

(1.3.31)

Example:
A 50 pCi radioactive sample of pure 222Rn goes through the following series
of decays:

% Rn(T) ), = 3.82 days) — %3 Po(T} » = 3.05 min) — %3 Pb(T} ), = 26.8 min)

2'4B1(T]/2 =19.7 min)

Compute the activity of its decay products after 3 h.

Solution:
Activity of 2§§Rn
The decay constant of “32Rn can be calculated from its half-life as follows:

In(2)  0.693
Ty 3.82X24X60

=1.26 X 10 *min !

Ad1 =
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Since we have a pure sample of radon-222, its activity after 3 h can be cal-
culated from Eq. (1.3.16).

A= AOle_)\dlf

=50 |:e—l.26>< 107* X 3 X 60

=48.88 puCi
Activity of %§}Po

The decay constant of 2{$Po is

In(2) 0.693

A= el = ——
Tip  3.05
=0.227 min" '

Since polonium-218 is the first daughter down the radioactive chain of
radon-222, we use i =2 in Bateman Eq. (1.3.31) to get

e—)\dll‘ e—)\dzl
Ar = \pA 4k
2T A2 0% — A (Oal— )
—1.26 X 107* X 3 X 60 e~ 0227X3X 60
=0.227 X 50 7 + )
(0.227 =126 X 10™ %) (1.26 X 10~ * — 0.227)
=489 pCi

A point worth noting here is that the second term in the parentheses on the
right side of the above equation is negligible as compared to the first term and
could have safely been omitted from the calculations.

Activity of ;P

The decay constant of 2}3Pb is

In(2) 0.693

Adz = ="
Tip 268
=0.0258 min" .

To calculate the activity of this isotope of lead after 3 h we use i =3 in
Bateman Eq. (1.3.31).
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e*)\dll e*)\dzl
Az = Ap  \3A +
P ARABE N = A)0s — A Qar — A)Oas — Aa)

e—)\dj,f
(Aa1 — Aa3)(Aa2 — Ag3)

A2 Aa3Aot

Due to high decay constants of zéﬁPo and 2éng the second and third terms
on right-hand side can be neglected. Hence we get

ot

(A2 = Aa)(Aaz — Aar)

Az & Ap Ag3Aoi

e~ 126% 107* X 3 X 60

(0.227 — 1.26 X 107%)(0.0258 — 1.26 X 10™%)

=0.227 X 0.0258 X 50

=49.14 uCi.

i 214
Activity of “5;Bi

The decay constant of zég‘Bi is

In(2) 0.693
Ty 197
=0.0352 min" .

The Bateman’s equation for i =4 will also contain negligible exponential
terms as we saw in the previous case. Hence we can approximate the activity

of zégBi after 3 h by

e—)\dﬂ

As X Ap Az A\agA
& L s = e O = )

= 49.32 pCi.

1.3.E Decay equilibrium

Depending on the difference between the decay constants of parent and daughter
nuclides, it is possible that after some time their activities will reach a state of
equilibrium. Essentially, there are three scenarios leading to different long-term
states of a radioactive material. These are termed secular equilibrium, transient
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equilibrium, and no equilibrium states. For the discussion in this section we will
assume a radioactive material that has a parent and a daughter only. However, the
assertions will also be valid for materials that go through a number of decays.

E.1 Secular equilibrium

If the activity of the parent becomes equal to that of the daughter, the two nuclides
are said to be in secular equilibrium. This happens if the half-life of the parent is
much greater than that of the daughter; that is,

T})/z > TP/Z or )\dp < )\dD

Let us see if we can derive the condition of equal activity from Eq. 1.3.28. It is
apparent that if \gp < \gp; then as t— o0,

—Aapt —Adpt
b

e >e

and hence we can neglect the second term on right side of Eq. 1.3.28. The daughter
activity in this case is given approximately by

Adp Aapt
Ap ~ Agpe ™
P Aap — Aap ope
e (13.32)
- A
Ao = A
or
Ap Adp
Av e 1333
Ap AdD ( )

Since Agp < \gp, we can neglect the second term on the right-hand side of this
equation. Hence we have

Ap :AD.

This shows that if the half-life of the parent is much greater than that of the
daughter, then the material eventually reaches a state of secular equilibrium in
which the activities of parent and daughter are almost equal. The behavior of such a
material with respect to time is depicted in Figure 1.3.6.

An example of a material that reaches secular equilibrium is 23§Np. Neptunium-
237 decays into protactinium-233 through o-decay with a half-life of about
2.14 X 10° years. Protactinium-233 undergoes (B-decay with a half-life of about
27 days.
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Figure 1.3.6 Activities of parent and daughter nuclides as a function of time for a material
that eventually reaches the state of secular equilibrium. The half-life of the parent in such a
material is so large that it can be considered stable.

Example:
How long would it take for protactanium-233 to reach secular equilibrium

with its parent neptunium-237?

Solution:
Since the half-life of the parent is much larger than that of the daughter, we

can safely assume that at the state of secular equilibrium the activity of the
daughter will be nearly equal to the initial activity of the parent; that is,

AD EAQP.
Substitution of this in Eq. (1.3.32) gives

Adp —Adpt ~ 1
__ b, ~
Adp — Adp

1 A
=1 ~ —In b

Adp |\ Aab — Adp

The decay constants of the two materials are

In(2)

=_— " =887x10 "day”’
2.14 X 10° X 365
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In(2) 2.1
= —==257X10"“d
27 =

Hence the required time is given by

1 2.57 X 1072
I~ —pn = ~10
8.87 X 10 2.57 X107~ — 8.87 X 10
= 38.9 days

Interestingly enough, this is exactly the mean life of protactanium-233 and
it shows that, after about one mean life of the daughter, its activity becomes
approximately equal to that of the parent.

E.2 Transient equilibrium

Parent and daughter nuclides can also exist in a transient state of equilibrium in
which their activities are not equal but differ by a constant fraction. This happens
when the half-life of the parent is only slightly higher than that of the daughter;
that is,

Tf)/Z > TP/Z or )\dp < )\dD'
The approximate activity 1.3.33 derived earlier is valid in this situation as well.

ﬁ~1_@
Ap AdD

However, now we cannot neglect the second term on the right side as we did in
the case of secular equilibrium. In this case the ratio of parent to daughter activities
is a constant determined by the ratio of parent to daughter decay constants.
Figure 1.3.5 shows the typical behavior of such a material. A common example of
transient equilibrium decay is the decay of 2}3Pb into 2}3Bi.

E.3 No equilibrium
If the half-life of a parent is less than the half-life of the daughter; that is,

Tlp/z < TP/Z or )‘dP > )\st
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Figure 1.3.7 Activities of parent and daughter nuclides as a function of time for a material
that never reaches a state of equilibrium. The parent in such a material is shorter lived than
the daughter.

then the activity due to the parent nuclide will diminish quickly as it decays into
the daughter. Consequently, the net activity will be determined solely by the activ-
ity of the daughter. Figure 1.3.7 depicts this behavior graphically.

1.3.F Branching ratio

In the preceding sections we assumed that the nuclides decayed through a single
mode. This assumption is, however, not always valid. In fact, the majority of
nuclides actually decay through a number of modes simultaneously with different
decay constants. Branching ratio is a term used to characterize the probability
of decay through a mode with respect to all other modes. For example, if a nuclide
decays through o and ~ modes with branching ratios of 0.8 and 0.2, this would
imply that an «-particle is emitted in 80% of decays, while photons are emitted in
20% of decays. The total decay constant Ay, of such a nuclide having N decay
modes is obtained by simply adding the individual decay constants.

M= A (1.3.34)
i=1

Here Ay, represents the decay constant of the ith mode for a material that decays
through a total of n modes. The total decay constant can be used to determine the
effective activity and other related quantities. The expressions for the effective half
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and mean lives can be obtained by substituting T, ; = 0.693/\y; and 7; = 1/)\y,; for
the ith decay mode in the above equation. This gives

1 "]
=y (1.3.35)
Tpe “=Th
1 &1
d —=%\"1 1.3.36
and —=> . (13.36)

where T,. and 7, represent the effective half and mean lives, respectively.

1.3.G Units of radioactivity

Since the most natural way to measure the activity of a material is to see how many
disintegrations per unit time it is going through, the units of activity are defined in
terms of disintegrations per second. For example, 1 Becquerel corresponds to 1 dis-
integration per second and 1 curie is equivalent to 3.7 X 10'® disintegrations per
second. A curie is a much larger unit than a Becquerel and is therefore more com-
monly used. However, for most practical sources used in laboratories, the curie is
too large. Therefore, its subunits of milli-curie and micro-curie are more commonly
found in the literature. The subunits of curie and interconversion factors of curie
and Becquerel are given below.

1Ci =3.7%10'" disintegrations /s

1 mCi = 1073Ci = 3.7 X 107 disintegrations /s
1 uCi =107°Ci = 3.7 X 10* disintegrations /s
1 Bq =1 disintegration/s

1Bq =2.703x 107" Ci

1.4 Activation

It is possible to induce radioactivity into materials by letting them interact with radi-
ation. This process is known as activation and is extensively used to produce radio-
active particle sources and activation detectors. The radiation emitted by the
activated material is generally referred to as residual radiation. Most of the acti-
vated materials emit ~- and 3-particles but, as we will see later, it is possible to acti-
vate materials that emit heavier particles.

To activate a material, it must be irradiated. As soon as the irradiation starts, the
material starts decaying. This means that both processes of irradiation and decay
are happening at the same time. The rate of decay would, of course, depend on the
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half-life of the activated material. Let R, be the rate of activation for the sample. The
rate of change in the number of activated atoms N in the material is then given by

dN
a :RaC[_AdNy (]4])

where the second term on the right-hand side represents the rate of decay. )\q is the
decay constant of the activated material. Integration of the above equation yields

N(t) = I:‘“’: (1—e™, (1.4.2)

where we have used the boundary condition: at t =0, N =0. We can use the above
equation to compute the activity A of the material at any time 7. For that we multi-
ply both sides of the equation by A4 and recall that A;JN=A. Hence we have

A=Ry(1 — e ). (1.4.3)

Note that the above equation is valid for as long as irradiation is in process at a
constant rate. In activation detectors, a thin foil of an activation material is placed
in the radiation field for a time longer than the half-life of the activated material.
The foil is then removed and placed in a setup to detect the decaying particles. The
count of decaying particles is used to determine the activation rate and thus the
radiation field.

The activation rate R, in the above equations depends on the radiation flux® as
well as the activation cross section of the material. In general, it has energy depen-
dence due to the energy dependence of the activation cross section. However, to get
an estimate, one can use a cross section averaged over the whole energy spectrum
of the incident radiation. In that case, the average activation rate is given by

Ract = VOO0 yet, (1.4.4)

where V is the total volume of the sample, ® is the radiation flux, and o, is the
spectrum-averaged activation cross section.

The behavior of Eq. (1.4.3) is graphically depicted in Figure 1.4.1. Since the
decay rate depends on the number of activated atoms, the number of atoms avail-
able for decay increases with time. The exponential increase in activity eventually
reaches an asymptotic value equal to the activation rate.

1.5 Sources of radiation

Radiation sources can be broadly divided into two categories: natural and man-made.

SRadiation or particle flux represents the number of particles passing through a unit area per unit time.
We will learn more about this quantity in the next chapter.
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Figure 1.4.1 Buildup of activity in a sample undergoing activation through constant
irradiation. The activity eventually reaches an asymptotic value approximately equal to the
activation rate R,.

1.5.A Natural sources

There are three types of natural sources of radiation: cosmic, terrestrial, and inter-
nal. Exposure from most of these sources is very minimal and is not known to cause
any measurable damage to our bodies. However, as we will see later in this section,
there are some potentially hazardous materials, such as radon in our surroundings,
which indeed are a cause of concern since they are capable of delivering high inte-
grated doses.

A.1 Cosmic radiation sources

Outer space is filled with radiation that comes from a variety of sources such as
burning (e.g., our Sun) and exploding (e.g., supernovae) stars. These bodies produce
immense amounts of radiation, some of which reaches Earth. Fortunately, the
Earth’s atmosphere acts as a shield against the worst of this radiation. For example,
ultraviolet rays from the Sun are blocked by the ozone layer. However, not all of
the harmful radiation is blocked; some reaches the surface of Earth, causing skin
burns and cancer in people who remain exposed to sunlight for extended periods of
time. The situation is worse in places where the ozone layer has been depleted.

On top of these localized sources of radiation, there is also background radiation
of low-energy photons. This radiation is thought to be the remnant of the so-called
big bang that created this universe. It is known as cosmic microwave background
radiation since the photon spectrum peaks in the microwave region of the electro-
magnetic spectrum. Although these photons reach the Earth’s surface, due to their
low energies, they are not deemed harmful.

Apart from photons, there are other particles as well that are constantly being
produced in space. Most of them, however, never reach the Earth’s surface either
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due to magnetic deflection or the Earth’s upper protective atmosphere. Some of
these particles, such as muons, electrons, and neutrinos, are produced when other
cosmic particles interact with atoms in the upper atmosphere. Earth’s surface is con-
stantly being bombarded by these low-energy particles, but due to their low-
interaction probabilities, they are not considered to cause any significant health
hazard.

Some of the muons and neutrinos that are directly produced by luminous objects
in space also manage to reach Earth due to their low-interaction cross sections.

A.2 Terrestrial radiation sources

This type of radiation is present in small quantities all around us and is more or less
inescapable. Our surroundings, the water we drink, the air we breathe, and the food
we consume, all are contaminated with minute quantities of radiation-emitting iso-
topes. Even though these isotopes are considered extremely hazardous, they do not
cause any appreciable harm to our bodies except when they are present in higher
than normal concentrations.

The main source of terrestrial radiation is the element uranium and its decay pro-
ducts such as thorium, radium, and radon. Although the overall natural concentra-
tion of these radioactive materials is within the range of tolerance for humans,
some parts of the world have been identified where higher levels of uranium and
thorium in surface soil have increased the radiation to dangerous levels.
Unfortunately, man has also contributed to this dilemma by carrying out nuclear
explosions and by dumping nuclear waste.

The two isotopes of radon, *’Rn and ?*°Rn, and their daughter products are the
most commonly found hazardous radioactive elements in our surroundings. The
main cause of concern with respect to these a-emitting isotopes is their inhalation
or digestion, in which case the short-range a-particles continuously cause damage
to internal organs that can lead to cell mutations and ultimately cancer.

A.3 Internal radiation sources

Our bodies contain some traces of radioactive elements that continuously expose
our tissues to low levels of radiation. This internal radiation primarily comes from
potassium-40 and carbon-14 isotopes. However, the absorbed dose and damage to
tissues due to this radiation are minimal.

1.5.B Man-made sources

Right after the discovery of radiation and realization of its potential, scientists
started working on developing sources that can be used to produce radiation in con-
trolled laboratory environments. These sources are made for specific purposes and
generally give off one type of radiation. Common examples of such sources are

* medical X-ray machines,
* airport X-ray scanners,
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+ isotopes used in nuclear medicine,
+ particle accelerators, and
+ lasers.

Of all these sources, those used in medical diagnostics and therapy expose the
public to the most significant amounts of radiation. For example, a single chest
X-ray exposes the patient to about 20 mrem of radiation, which is a significant frac-
tion of the ~360 mrem of total radiation exposure allowed to the general public
due to all types of radiation. Repeated X-rays of patients are therefore discouraged
unless there is absolute medical necessity.

There are also some consumer products that give off radiation as a by-product.
Examples of such sources are

» television,
* smoke detectors, and
* building materials.

As we saw in the section on radioactivity, there are a large number of naturally
occurring and man-made isotopes that emit different kinds of radiation. Depending
on their half-lives, types of radiation they emit, and their energies, some of these
radioisotopes have found applications in a variety of fields. A lot of research has
therefore gone into developing methodologies for making isotopes for specific
purposes.

A variety of methods are used to produce radioisotopes. For example, a common
method is the bombardment of stable elements with other particles (such as neu-
trons or protons), a process that destabilizes the nuclides, resulting in their decay
with emission of other particles. Another method is to extract unstable isotopes
from the spent fuel of nuclear reactors. Some of the frequently produced radioactive
elements and their common uses are listed in Table 1.5.1.

Table 1.5.1 Common radioactive isotopes of elements

Element Common isotopes Common use
(decay mode)

Cobalt SQCO(B) Surgical instrument sterilization

Technetium HTcB) Medical diagnostics

Iodine 1Z31(8, EC), '21(B), '3L1(B) Medical diagnostics

Xenon 13Xe(B) Medical diagnostics

Cesium ngCS(B) Treatment of cancers

Iridium 221 (3) Integrity check of welds and parts

Polonium ZégPo(a) Static charge reduction in photographic
films

Thorium 2Th() Extend life of fluorescent lights

Plutonium Z8Pu(a) a-particle source

Americium 2L Am() Smoke detectors
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1.6 General properties and sources of particles
and waves

The interaction of particles with atoms is governed by quantum mechanical pro-
cesses that depend on the properties of both incident particles and target atoms.
These properties include mass, electrical charge, and energy. In most cases, the
target atoms can be considered to be at rest with respect to the incident particles,
which greatly simplifies the calculations needed to predict their properties after the
interaction has taken place.

Strictly speaking, it is not necessary to know the internal structure of a particle
to understand its gross properties (except for properties that are not needed in usual
radiation measurements, such as a neutron’s magnetic moment). However, to make
our discussion complete, let us have a look at our present knowledge of most com-
mon particles and their internal structures. According to the Standard Model of par-
ticle physics, on the fundamental level there are only a few particles, which in
different combinations form heavier and more stable particles. For example, both
protons and neutrons are composed of three fundamental particles called quarks.
The nature of these quarks determines whether the result is a proton or a neutron.
The Standard Model tells us that there are six types of quarks and another breed of
elementary particles called leptons. These particles are regarded as elementary par-
ticles. There are six leptons in the Standard Model: electron, tau, muon, and their
respective neutrinos. Even though these particles are not known to be composed of
other particles, there are theoretical models and empirical evidence that suggest that
they might have internal structures.

As a comprehensive discussion on elementary particles is beyond the scope of
this book, we will end this discussion here and refer curious readers to introductory
texts on particle physics [17,16] for detailed explanations.

In order to understand the interaction mechanisms of different particles it is nec-
essary to first explore their properties. In the following sections we will survey
some of the important particles with respect to the field of radiation detection and
discuss their properties. How these particles interact with matter will be discussed
in the next chapter.

1.6.A Photons

A photon represents one quantum of electromagnetic energy and is treated as a fun-
damental particle in the Standard Model of particle physics. In this model the pho-
ton is assumed to have no rest mass (although it is never at rest!).

Although photons are commonly associated with visible light, it should be noted
that visible light spans a very narrow region of their full energy spectrum
(Figure 1.6.1). Also, what we see as visible light is not really considered to be com-
posed of individual photons, but rather a superposition of a number of photons.
Photons are actually involved in all types of electromagnetic interactions. The whole
wireless communications on which we are so dependent nowadays is made possible
by photons in the microwave and radio-frequency regions. At the fundamental level,
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Figure 1.6.1 Electromagnetic spectrum.

a photon is regarded as a quantum of excitation in the underlying electromagnetic
field. For example, whenever a charged particle moves (such as a changing current
in a wire), it creates electromagnetic waves around it that propagate in space. These
waves are considered to be excitations in the underlying electromagnetic field, and a

quantum of these excitations is called a photon.

The energy carried by a photon can be absorbed in a number of ways by other
particles with which it interacts. Also, like other particles, a photon can be scattered
off of other particles. We’ll discuss these interactions in detail in the next chapter.

In terms of radiation exposure and biological damage, we are generally con-
cerned with high-energy photons, such as ~-rays, X-rays, and ultraviolet rays.
Having high energies, these photons can penetrate deep inside materials and cause

more damage than the low-energy photons.

Basic properties of photons

Rest mass = Zero
Electrical charge = Zero
—p, =h
Energy = hv =%
Momentum = €

Examples: visible light, X-rays, ~-rays

An important property of photons is that they carry momentum even though they
have no rest mass. The momentum p., of a photon with energy E, frequency v, and

wavelength A is given by,

(1.6.1)
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A.1 Sources of photons

Photons play very important roles not only in physics but also in engineering, medi-
cal diagnostics, and treatment. For example, laser light is used to correct vision, a
process called laser surgery of the eye. In medical diagnostics, X-rays are used to
make images of internal organs. In the following we will look at some of the most
important of sources of photons that have found wide applications in various fields.

X-ray machine

Since X-rays are high-energy photons and can cause considerable damage to tis-
sues, they are produced and employed in controlled laboratory environments.
Production of X-rays is a relatively simple process in which a high Z target (i.e., an
element having a large number of protons, such as tungsten or molybdenum) is
bombarded with high-velocity electrons (Figure 1.6.2). This results in the produc-
tion of two types of X-rays: Bremsstrahlung and characteristic X-rays.

Bremsstrahlung (a German word for braking radiation) refers to the radiation
emitted by charged particles when they decelerate in a medium (Figure 1.6.3). In
the case of X-rays, the high-energy electrons decelerate quickly in the target mate-
rial and hence emit Bremsstrahlung. The emitted X-ray photons have a continuous
energy spectrum (Figure 1.6.4) since there are no quantized energy transitions
involved in this process. Bremsstrahlung are the X-rays that are usually employed
to produce images of internal objects (such as internal body organs in medical
diagnostics).

The electrons incident on a target may also attain sufficient energies to knock
off electrons from the internal atomic shells of target atoms, leaving them in
unstable states. To regain atomic stability, the electrons from higher energy levels
quickly fill these gaps. Since the energy of these electrons is higher than the energy
needed to stay in the new orbits, the excess energy is emitted in the form of X-ray
photons (see Figure 1.6.3). These so-called characteristic X-ray photons have ener-
gies equal to the difference between the two energy levels (see Figure 1.6.4). The
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Figure 1.6.2 Sketch of a typical X-ray tube.
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Figure 1.6.3 Physical process of generation of characteristic X-rays and Bremsstrahlung.
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Figure 1.6.4 A typical X-ray tube spectrum showing Bremsstrahlung continuum and peaks

corresponding to characteristic X-rays.

energy of characteristic X-rays does not depend on the energy or intensity of the
incident electron beam because the emitted photons always have energy characteris-
tic of the difference in the corresponding atomic energy levels. Since different ele-
ments may have different atomic energy levels, the energy of the emitted

characteristic X-ray photons can be fairly accurately predicted.
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X-ray tube spectra generally have more than one characteristic X-ray peak since
there are a number of electronic transitions possible following a vacancy created in
one of the inner electronic shells. If an electron from the innermost K-shell is
knocked off, the vacancy can in principle be filled by any of the electrons in the
outer shells. If an electron from the L-shell jumps in to fill the vacancy, a photon
with an energy of E, = E; —Ex is emitted. A large number of such photons would
appear as a prominent peak in the spectrum. Such a peak is generally referred to
as K, peak. A K3 peak is the result of the transition of M-shell electrons to the
K-shell, giving off photons with an energy of E. = Ey—Ex (see Figure 1.6.3).

In an X-ray tube the target (anode) is kept very close (typically 1—3 cm) to the
source of electrons (cathode). A high electric potential between cathode and anode
accelerates the electrons to high velocities. The maximum kinetic energy in electron
volts attained by these electrons is equal to the electric potential (in volts) applied
between the two electrodes. For example, an X-ray machine working at a potential
of 30 kV can accelerate electrons up to a kinetic energy of 30 keV.

X-ray machines are extremely inefficient in the sense that 99% of their energy is
converted into heat and only 1% is used to generate X-rays.

Example:
Calculate the maximum velocity attained by an electron in an electric poten-
tial of 40 kV.

Solution:
An electron in an electric field of 40 kV can attain a maximum kinetic energy of

Thax = (40 X 10%)(1.602 X 1071%)
=6.408 X107 J
=40 keV.

Assuming that the electron velocity is non-relativistic (i.e., v, < c), we can
write its maximum kinetic energy as
1
2
—MeV
2

where v,,., represents the maximum kinetic energy of the electron. Therefore,
the required velocity is

Thnax =

max?

- 1/2
2Tmax

e

Vmax

- 1/2
(2)(6.408 X 1071%)

9.1 x1073!

=12x%x10® ms™!.
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Synchrotron radiation

X-ray tubes are not the only means of producing X-rays. In high-energy particle
physics facilities, where particles are accelerated in curved paths at relativistic
velocities using magnetic fields, highly intense beams of photons, called synchro-
tron radiation, are naturally produced. We saw earlier that when electrons deceler-
ate in a medium they give rise to conventional X-rays called Bremsstrahlung. On
the other hand, the synchrotron radiation is produced when charged particles
are accelerated in curved paths. Although conceptually they represent the same
physical phenomenon, they can be distinguished by noting that Bremsstrahlung is
a product of tangential acceleration, while synchrotron radiation is produced by
centripetal acceleration of charged particles.

The spectrum of synchrotron radiation is continuous and extends over a broad
energy range, from infrared to hard X-rays. In general, the spectral distribution is
smooth, with a maximum near the so-called critical wavelength (Figure 1.6.5). Critical
wavelength divides the energy carried by the synchrotron radiation into two halves.

The X-rays produced as synchrotron radiation are extremely intense, highly col-
limated, and polarized (most of the wave vectors oscillate in the same plane) in
contrast to conventional X-rays, which have very low intensities, are very difficult
to collimate, and are completely unpolarized. However, the production of synchro-
tron radiation is far more expensive than conventional X-rays and therefore dedi-
cated synchrotron facilities have been developed around the world where beam
time is made available to researchers.

Laser
Laser (Light Amplification by Stimulated Emission of Radiation) is generated by
exploiting a quantum mechanical phenomenon called stimulated emission of

2 102 4
E
=1
) S
% 10° 4 Critical wavelength
il
2
5 10°-
£
(o]
z
5 10° -
o
100 T T T T T T
107! 100 10! 10? 103 10* 10°

Photon energy (eV)

Figure 1.6.5 Typical synchrotron radiation spectrum. Critical wavelength divides the total
delivered energy into two halves.
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photons. Stimulated emission is an optical amplification process in which the pho-
ton population is increased by allowing the incident photons to interact with atoms
or molecules in excited states. An excited atom, when struck by an incident photon
of some frequency and phase, emits another photon of the same frequency and
phase to relax to the ground state. The initial photon is not destroyed in the process
but goes on to create more photons. The result is an intense, highly collimated, and
coherent beam of light. In essence, the trick of producing laser is to somehow
increase the population of atoms or molecules in the excited state and maintain it
through external means. If more atoms or molecules are in an excited state than in
a ground state, the system is said to have reached population inversion. Laser light
is emitted for as long as this population inversion is maintained.

We saw earlier in the section on radioactive decay that the rate of spontaneous
emission is proportional to the number of nuclei in the sample. In the case of stimu-
lated emission this rate is proportional to the product of the number of atoms or mole-
cules of the lasing medium and the radiation density p(v) of the incident photons.

a—N = - lep(l/)N (162)
ot

Here B, is a constant known as Einstein’s B coefficient and depends on the type
of atoms. Figure 1.6.6 shows the principle of operation of a typical gas laser. To
make stimulated emission possible, energy must be provided from some external
source. This so-called pump can be a simple light source. A semi-transparent mirror
at the exiting end and an opaque mirror at the other end of the laser cavity reflect
enough light to maintain the population inversion. A focusing lens at the other end
is used for further collimation of the laser light.

Lasers can be produced either as continuous waves or in the form of short-
duration pulses by a variety of materials in different states. Following are some of
the common types of lasers.

Gas lasers The active medium of such a laser is in gaseous atomic, molecular,
ionic, or metallic vapor form.

* Atoms: A very common example of such a laser is the He—Ne laser. It emits different
wavelengths of laser, including 632.8, 1152, and 543.5 nm.

Focusing lens

Laser beam

/By

Mirror

Semi-transparent mirror

Figure 1.6.6 Principle of lasing action in a gas.
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*  Molecules: These lasers are produced by molecules of gases such as carbon dioxide and
nitrogen. Simple organic molecules, such as CF,, can also be employed for lasing action.
However, since these molecules have very narrow energy widths, they must be pumped
with another laser, such as CO, laser. The wavelengths of these lasers fall in the far infra-
red region of the spectrum. Lasers can also be produced by molecules in short-lived
excited states. These so-called excimer (excited dimer) lasers are generally produced by
bonding a noble gas atom (such as argon, krypton, or xenon) with a halogen atom (chlo-
rine, flourine, bromine, iodine). Such molecules can only be produced in a short-lived
excited state with a lifetime of less than 10 ns. These are also referred to as exiplex
(excited complex) lasers.

« Ions: The lasing medium of an ion laser is generally an ionized noble gas such as Ar™ or
Kr*. Since most of the wavelengths of these low-power lasers fall within the visible
region of the electromagnetic spectrum, they are extensively used in the entertainment
industry to produce laser light shows.

* Metal Vapors: Lasing action can also be produced in metal vapors such as those of gold,
silver, and copper. These lasers are very efficient and capable of delivering high pulsed
power.

Liquid lasers Using liquid as a lasing material is best demonstrated by the so-
called dye lasers. These lasers use a combination of liquid organic dyes to produce
laser light with wavelengths that can be tuned over a specific region of the electro-
magnetic spectrum. The dyes used in such systems are fluorescent materials. To
force the population inversion, another light source is used, which may simply be a
lamp or another laser. The Nd-YAG laser is commonly used to pump dye lasers.
Other excimer or continuous wave lasers are also extensively used for the purpose.
Both pulsed and continuous modes of operation are available in dye lasers. A com-
monly used dye is Rhodamine-6G, which produces a spectrum of light centered at
590 nm. When pumped with a continuous wave laser, it can produce a power of
about 1 kWh. The main advantage of dye lasers is that they can be selectively tuned
to output laser in a specific wavelength range. Another advantage of using dyes as
lasing media is the very broad range of laser wavelengths that can be produced.

Solid-state lasers Solid lasing media can be conveniently categorized according
to their electrical conduction properties.

» Insulators: The first lasing material successfully used to generate laser light was ruby
crystal (ALOs with Cr'™> as a low-level impurity). Since then a large number of electri-
cally insulated solids have been identified as efficient lasing media. Common examples of
such materials are Nd-YAG and Ti-sapphire.

» Semiconductors: Semiconductors have been found to be extremely cost effective in pro-
ducing low-power laser light. Because of their small size and ease of production, these
lasers are widely used in consumer products, such as laser printers and CD writers.

New developments During the past two decades a lot of research has been
carried out to develop highly intense and powerful lasers. Most of these research
activities have focused on producing lasers in the ultraviolet and X-ray regions of
the electromagnetic spectrum. Production of coherent light in these regions was first
successfully demonstrated in the mid-1980s. Since then a large number of these



42 Physics and Engineering of Radiation Detection

so-called X-ray lasers have been developed in different laboratories around the
world. A more recent advance has been the development of free electron lasers.
These highly powerful lasers (kW range) produce low-wavelength coherent light in
brief bursts and are generally tunable to a precise wavelength within their range of
operation.

Lasers have found countless applications in many diverse fields. From precision
heavy metal cutting to the delicate eye surgery, from CD burners to range finders,
lasers are now an essential part of our everyday lives.

Most of the lasers currently in use have spectra that fall within or around the vis-
ible light spectrum. A lot of work is now being directed toward production of new
laser materials and apparatus that could produce lower wavelength lasers that could
deliver more power to the target in a shorter period of time. Some success has
already been achieved in developing such lasers.

Although very useful, lasers can be extremely hazardous, especially to the skin
and eyes. They can cause localized burning, leading to permanent tissue damage
and even blindness. Since the possibility and degree of harm depends on the wave-
length (or energy), intensity, and time of exposure, the regulatory commissions
have classified lasers in different classes: Class-I lasers are known to be safe and
would not cause any damage to eyes even after hours of direct exposure. Class-IV
lasers, on the other hand, are extremely dangerous and can cause irreversible dam-
age including permanent blindness. The lasers between these two classes are neither
absolutely safe nor extremely dangerous, and workers are allowed to work directly
with them provided they use appropriate eye protection equipment.

Radioactive sources of photons
There are a large number of radioactive elements that emit ~-rays. These ~-rays are
often accompanied by o- and (3-particles. Besides naturally occurring sources, it is
possible to produce these isotopes in the laboratory as well. This is normally done
by bombarding a source material with neutrons. The nuclei, as a result, go into
unstable states and try to get rid of these extra neutrons. In the process they also
release energy in the form of ~-rays. The two most commonly used radioactive
sources of ~-rays are iridium-192 ('%2Ir) and cobalt-60 ($9Co).

The easiest way to produce cobalt-60 is by bombarding cobalt-59 with slow neu-
trons, as shown below.

3Co+n— n— $HCo +~(7.492 MeV) (1.6.3)

For this reaction we need slow neutrons. Californium-252 is an isotope that is
commonly used as a source of neutrons. 3Cf is produced in nuclear reactors
and has a half-life of approximately 2.64 years. It can produce neutrons through a

number of fission modes, such as

BICE — 35S+ '3gNd + 4n. (1.6.4)
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Figure 1.6.7 Decay scheme of cobalt-60.

Table 1.6.1 Common ~ emitters and their half-lives

Element Isotope Energy T
Sodium 2Na 1.368 MeV, 2.754 MeV 14.959 h
Manganese 3¥Mn 834.838 keV 312.3 days
Cobalt $9Co 1.173 MeV, 1.332 MeV 5.271 years
Strontium 8Sr 514.005 keV 64.84 days
Yttrium 8y 898.036 keV, 1.836 MeV 106.65 days
Niobium 2iNDb 765.803 keV 2.03 X 10* years
Cadmium 1%cd 88.034 keV 462.6 days
Cesium Blcd 661.65 7 keV 30.07 years
Lead 210Ph 46.539 keV 22.3 years
Americium 2sAm 26.345 keV, 59.541 keV 432.2 years

However, the neutrons produced in this way have higher kinetic energies than
needed for them to be optimally captured by cobalt-59. Therefore, some kind of
moderator, such as water, is used to slow down these neutrons before they reach
the cobalt atoms. The resultant cobalt-60 isotope is radioactive and gives off two
energetic N-rays with a half-life of around 5.27 years (Figure 1.6.7), as represented
by the reaction below.

99Co — SINi+ (3 + 7+ 2+(1.17 MeV, 1.33 MeV) (1.6.5)

Table 1.6.1 lists some of the commonly used ~-ray sources and their half-lives.
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1.6.B Electrons

According to our understanding so far, the electron is one of the fundamental parti-
cles of nature. It carries negative electrical charge and has a very small mass.
Although we sometimes talk of electron radius, none of the experiments so far has
been able to associate any particular structure to electrons. Interestingly enough,
even though it appears to have no structure, it seems to be spinning in well-defined
ways.

Basic properties of electrons

Rest mass = 9.11 X 10" kg = 0.511 MeV/c?
Electrical charge = —1.602 X 10~ C
Internal structure: Believed to have no internal structure

Electrons were first discovered by J. J. Thompson in 1897 in Britain, about six
years after their presence was hypothesized, and they were named electrons by an
Irish physicist, George Stoney. Thompson was able to produce cathode rays (called
such because the rays seemed to be originating from the cathode) by making an
electric current pass through a glass bulb containing a small amount of air. This
produced light of different colors inside the glass bulb and also a faint spot on the
wall of the bulb. He managed to change the direction of these rays by applying an
electric and a magnetic field across the bulb such that the electric field would move
the rays in one direction and the magnetic field would move the rays in the other.
With this scheme he was able to find the charge to mass ratio (e/m) of the particles
in these rays. Interestingly enough, the mass of this particle was found to be hun-
dreds of times smaller than that of the atom. This marks the first discovery of a sub-
atomic particle.

Later on, Ernest Rutherford proposed that all positive charges were concentrated
in the center or nucleus of the atom. Neil Bohr expanded on this idea by assuming
that electrons revolved around this nucleus in well-defined orbits, a picture that we
now know to be correct.

Just like light waves that sometimes behave as particles, electrons also seem to
have wave-like properties. For example, when one atom comes close to another,
their electron clouds (electrons revolve around the nucleus in a cloud-like orbit
such that they appear to be everywhere at the same time) interfere and may form a
molecule. Interference of electron waves has also been observed in double slit
experiments in which electrons were forced to pass through narrow slits.

Our familiar electric current is carried through metallic wires or semiconductors
by electrons that drift when an electric potential difference is applied at their ends.
Manipulation of electron drift and conduction properties has enabled scientists and
engineers to construct the sophisticated electronic components that now form the
backbone of our technological development.

Electrons are also extensively used in medical diagnostics, therapy, materials
research, and in a number of other fields.
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B.1 Sources of electrons

Production of electron beams is a relatively simple process, and a number of
devices have been developed for the purpose. We will discuss here some of the
commonly used sources of electrons.

Electron gun

These are used to produce intense beams of high-energy electrons. Two types of
electron guns are in common use: the thermionic electron gun and the field emis-
sion electron gun. A third type, the photo-emission electron gun, is now gaining
popularity, especially in high-energy physics research.

The basic principle of an electron gun is the process in which an electron is pro-
vided enough kinetic energy by some external agent to break away from the overall
electric field of the material. The three types mentioned above differ in the manner
in which a material is stimulated for this ejection. The process is easiest in metals
in which almost-free electrons are available in abundance. These electrons are so
loosely bound that a simple heating of the metal can break them loose. Each metal
has a different threshold energy needed to overcome the internal attractive force of
the nuclei. This energy is called work function and is generally denoted by W.

In a thermionic electron gun, the electrons in a metal are provided energy in the
form of heat. Generally, tungsten is used in the form of a thin wire as the source
due to its low work function (4.5 eV). An electrical current through this thin wire
(called the filament) produces heat, and consequently loosely bound electrons leave
the metal and accumulate nearby, forming the so-called electron cloud. To create a
beam of electrons from this electron cloud, a high electrical potential difference is
applied between two electrodes. The negative electrode (cathode) is placed near the
electron cloud, while the positive electrode (anode) is placed away from it. The
cathode is in the form of a grid, which allows the electrons from the filament to
pass through it when they experience the attractive pull of the anode. The intensity
of the electron beam is proportional to the number of electrons emitted by the fila-
ment, which in turn depends on the temperature of the filament. Since this tempera-
ture is proportional to the current passing through the filament, the current can be
used to control the intensity of the electron beam. In practice, as the filament cur-
rent is raised, the electron beam intensity rises until a saturation state is reached,
after which the intensity remains constant even at higher currents (Figure 1.6.8).
The intensity of the electron beam is generally quoted in amperes (A), which is a
unit of electrical current and represents the electrical charge passing through a cer-
tain point per second. In a field emission electron gun, the electrons are extracted
from a metal using a very high electric field, on the order of 10° V/m. This does
not require the source of electrons to be heated, but safe application of such a high
electrical potential requires high vacuum.

It is also possible to liberate electrons from the surface of a metal by illuminat-
ing it with photons, a process called photoelectric emission. In order to obtain
intense electron beams, this process requires utilization of intense light sources,
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Figure 1.6.8 Dependence of electron beam current on filament current.

such as lasers. The photo-emission electron tubes that utilize this principle are capa-
ble of producing highly intense electron beam pulses.

Example:
Compute the number of electrons carried in a second by an electron beam of
1.6 nA.

Solution:
Electrical current is defined as

where Q is the total charge passing in time ¢. Using this equation we can com-
pute the total charge carried in a second by the beam.

Q0=1It=(1.6x10"%)(1)
=1.6X107°C.

Since each electron carries a unit charge of 1.6 X 10~'° coulombs, the total
number of electrons carried by the beam is

Q

N:7_9
1.6 X 10

1.6 xX107°
1.6 X 1071

=101,
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Radioactive sources of electrons
We saw earlier that cobalt-60 emits (3-particles together with ~-rays. Although it
can in principle be used as a source of electrons, due to the associated high ~-ray
background flux, it is not generally used for this purpose. There are a number of
other elements as well whose unstable isotopes emit (3-particles (Table 1.6.2) with
very low ~-ray backgrounds. Most of these radionuclides are extracted from the
spent fuel of nuclear reactors, where they are produced as by-products of the fission
reaction.

The emission of a 3-particle by a radionuclide was described earlier through the
reaction

”+[’;X — ;111)Y+e+ﬂ.

The energy released in the reaction is taken away by the daughter, the electron,
and the neutrino. The daughter nucleus, being much more massive than the other
two particles, carries the least amount of kinetic energy. This energy, also called
recoil energy, is too low to be easily detected.” Therefore, for most practical pur-
poses, we can assume that the recoil energy is zero. Most of the energy is distrib-
uted between the electron and the neutrino. There is no restriction on either of these
particles as to the amount of energy they can carry. Although the energy of the neu-
trino cannot be detected by conventional means, it can be estimated from the mea-
sured (3-particle energy. Figure 1.6.9 shows a typical (B-particle energy spectrum.

Table 1.6.2 Common electron emitters and their half-lives

Element Isotope Energy (Enax) Ty,

Sodium #Na 1.393 MeV 14.959 h
Phosphorus i2p 1.71 MeV 14.262 days
Chromium 5iCr 752.73 keV 27.702 days
Cobalt $%Co 318.13 keV 5.271 years
Copper SeCu 578.7 keV 12.7h
Strontium oSt 546.0 keV 28.79 years
Yttrium EoNg 2.28 MeV 64.0 h
Todine 121 150.61 keV 59.408 days
Cesium 1§ZCS 513.97 keV 30.07 years
Thallium 2%Th 763.4 keV 3.78 years

7For detection through ionization, the particle must carry energy greater than the ionization threshold of

the medium. In this case, the recoil energy is generally lower than the ionization threshold. However,
one can utilize other methods of detection, such as scintillation, where the interacting particle excites
the medium such that it emits light during de-excitation. Measurement of recoil energy not necessarily
related to (3-decay is not uncommon in particle physics research.
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Figure 1.6.9 Typical 3-particle energy spectrum in a (3-decay.

The electrons can carry energy from almost zero up to the endpoint energy, which
is essentially the decay Q-value.

1.6.C Positrons

A positron is the antiparticle of an electron. It has all the properties of an electron
except for the polarity of the electrical charge, which is positive. Therefore, a posi-
tron can simply be considered an electron having positive unit electrical charge.
Whenever an electron and a positron come close, they annihilate each other and
produce energy in the form of photons.

ete" > 2y (1.6.6)

Basic properties of positrons

Rest mass = 9.11 X 103! kg = 0.511 MeV/c?
Electrical charge = +1.602 X 107'° C
Internal structure: Believed to have no internal structure

Positrons have been shown to be extremely useful in a variety of fields. Most
notably, their utility in particle physics research has led to far-reaching discoveries
made at particle accelerators, such as the Large Electron-Positron (LEP) collider at
CERN. In medical imaging, they are employed in so-called positron emission
tomography.

C.1 Sources of positrons

Particle accelerators

In particle accelerators, positrons are produced through the process of pair produc-
tion. In this process a photon interacting with the electromagnetic field of a heavy
charge creates an electron and a positron. The positrons thus created are then
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guided by electric and magnetic fields to form a narrow beam for later collision
with targets. At the LEP collider, the positrons are collided with electrons at very
high energies, which results in the production of a large number of particles. These
interactions help physicists investigate the fundamental properties of particles and
their interactions.

Radioactive sources of positrons

As we described earlier in the chapter, there are a number of radioactive isotopes of
different materials that decay by positron emission. A positron produced in this
way has a very short life span since it quickly combines with a nearby electron and
annihilates. Table 1.6.3 lists some of the radioisotopes that are commonly used in
laboratories.

1.6.D Protons

Protons are extremely stable composite particles made up of three quarks. They
carry the same amount of electric charge as electrons but in positive polarity.
However, they are about 1836 times heavier than electrons.

Basic properties of protons

Rest mass = 1.67 X 10~%7 kg = 938.27 MeV/c?
Electrical charge = +1.602 X 10~"° C

Mean life > 10%° years

Internal structure: Made up of 3 quarks

It was Ernest Rutherford who, in 1911, proposed the idea of the atom being com-
posed of a positively charged nucleus and separate negative charges. After a series
of experiments he reached the conclusion that the nuclei of different elements were
always integral multiples of the nucleus of hydrogen atom. He called this basic unit
the “proton.”

Protons have found many useful applications in medicine and research. For
example, proton beams are used to destroy cancerous tumors. They are also exten-
sively used in high-energy physics experiments to explore the fundamental particles
and their properties.

Table 1.6.3 Common positron emitters and their half-lives

Element Isotope Ty
Carbon léC 20.39 min
Nitrogen BN 9.96 min
Oxygen Lo 122.24 s
Fluorine BF 109.77 min
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D.1 Sources of protons

The effectiveness of proton beams in several fields, such as radiography, imaging,
and fundamental physics research, has led to the development of several state-of-
the-art proton production facilities around the world.

Particle accelerators

Particle accelerators are arguably the most important tools of fundamental particle
physics research. The discoveries of the different quarks making up protons and
neutrons have all been made at particle colliders. In some of these facilities, parti-
cles are first accelerated to very high energies and then made to collide with some
target material. There are also colliders where different particles are first acceler-
ated to very high energies in opposite directions and then allowed to collide at cer-
tain points. The Fermi National Accelerator Laboratory in the United States has
huge particle accelerators that make up the Tevatron collider. In the Tevatron, pro-
tons and anti-protons are accelerated in opposite directions in a circular ring about
4 miles in circumference and then made to collide with each other. The resulting
shower of millions of particles thus created is then tracked and analyzed by very
large and extremely sensitive detection systems.

The Cockroft—Walton accelerator is a commonly used device to accelerate pro-
tons up to moderate energies (several hundred MeV). In such accelerators, hydro-
gen ions are generated and pumped into a region of high electric field, which
accelerates the ions in a number of steps. At Fermilab, the protons start their jour-
ney from a Cockroft—Walton accelerator and are further accelerated while passing
through subsequent linear and circular accelerators.

Apart from fundamental physics research, particle accelerators are also exten-
sively used in medicine. For example, high-energy protons produced in a particle
accelerator are used to destroy cancerous cells. Although the success rate for this
proton therapy is high, its use has been limited, largely by the high cost of dedi-
cated in-house high-energy proton accelerators in oncology clinics. For such clinics,
the other option is to use particle accelerators that are not specifically built for radi-
ation therapy. Many such accelerator laboratories provide beam times for cancer
treatment. However, since their uptime is never guaranteed, it becomes difficult to
schedule a travel plan for patients and clinicians to the facilities. Also, the long dis-
tances that sometimes have to be traveled by patients, who are already fatigued by
their disease, make the treatment process uncomfortable. A number of facilities
have developed their own cancer therapy stations with trained beam technicians and
clinicians. Some major hospitals also have small-sized accelerators that are mainly
used for cancer treatment.

Laser ion accelerators

Unlike conventional particle accelerators, laser ion accelerators are relatively small-
sized devices that are used to accelerate ions at high energies using powerful lasers.
This new technique is capable of accelerating ions at very high energies in a very
short time and distance. In order to accelerate protons at several MeV, a highly
intense laser (>10'" W/cm?) with ultra-short pulses is focused on a solid or
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gaseous target. This results in a collimated beam of high-energy protons, which can
be used to destroy cancerous tissues. A lot of research is currently underway to
study the feasibility of these devices for cancer therapy, and it is hoped that soon
they will be an integral part of oncology clinics and hospitals.

Radioactive sources of protons

There are no naturally occurring proton-emitting isotopes suitable for use in the lab-
oratory. However, it is possible to produce such radioisotopes with the help of
nuclear reactions. Here, bombarding a target material with high-energy particles
excites the nuclei of the target material and makes them unstable. The excited
nuclei may decay by proton, neutron, a-particle, and photon emissions. The types
of particles emitted actually depend on the target material and the projectile energy.
Table 1.6.4 lists a few of the many proton-emitting isotopes that have been discov-
ered so far.

1.6.E Neutrons

Neutrons were the last of the basic atomic constituents to be discovered, mainly
because of their almost identical mass to protons and lack of electrical charge.
A British scientist, James Chadwick, discovered these particles in 1932. Like
protons, they are also composite particles made up of three quarks. However, they
are not as stable outside the nucleus as protons, decaying within about 15 min.

Because neutrons do not carry electrical charge, they can penetrate most materi-
als deeper than charged particles. They mainly interact with other particles through
collision and absorption, releasing other particles in the process.

Apart from other applications, neutrons are extensively used in radiation therapy
to destroy cancerous tumor cells in the body. One astonishing application of their
use in this area is in destroying metastatic cancer in the body. Scientists are using
the high neutron absorption cross section of an element called boron-10 to do radia-
tion therapy in patients whose cancer cells have spread in the body or who have
tumors in inoperable locations. Boron-10 is administered to the cancerous cells and
then the body is bombarded with slow neutrons. The neutrons are almost

Table 1.6.4 Common proton emitters and their half-lives

Element Isotope T\
Indium 191 103 ps
Cesium léng 17 ps
Thulium WImTm 360 ps
Lutetium BlLu 120 ms
Tantalum 37Ta 300 ms
Rhenium 161Re 370 ps
Bismuth 18omBj 44 us
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exclusively absorbed by boron-10 atoms, which as a result release other heavy sub-
atomic particles. Due to their short range, these subatomic particles destroy the
tumor cells only in their vicinity, thus causing minimal damage to healthy tissues.

Basic properties of neutrons

Rest mass = 1.675 X 10~%" kg = 939.55 MeV/c?
Electrical charge = Zero
Mean life = 14.76 min

As discussed earlier, another important application of neutrons is in nuclear
power plants, where they are used to initiate and sustain the chain fission reactions
necessary to create heat and thus generate electricity.

E.1 Sources of neutrons

Neutrons are very valuable particles because of their ability to penetrate deeper into
matter as compared to charged particles. Production of free neutrons is therefore of
high research significance. In this section we will have a look at the most important
of the neutron sources available today.

Spallation sources
Spallation is a violent reaction in which a target is bombarded by very high-energy
particles. The incident particle, such as a proton, disintegrates the nucleus through
inelastic nuclear reactions. The result is the emission of protons, neutrons, a-parti-
cles, and other particles. The neutrons produced in such a reaction can be extracted
and used in experiments.

A general spallation reaction with a proton as the incident particle can be written as

p+ST—> SF1 +SF2 + .. +SFm +(k)n,

where ST is the spallation target and SF represent m spallation fragments. The num-
ber k of neutrons produced in this reaction depends on the type of target and the
energy of the incident particles.

The targets used in spallation sources are generally high-Z materials, such as
lead, tungsten, silver, and bismuth. However, it is also possible to generate neutrons
by bombarding light elements with high-energy charged particles. Two examples of
such reactions involve the production of neutrons by bombarding lithium and beryl-
lium targets with high-energy protons.

p+iLi— [Be+n
p+iBe— B +n
It should be noted that these are not strictly classified as spallation reactions since

they do not involve breaking up the target nuclei into several constituents. These
reactions are more closely related to the nuclear reactions we will discuss shortly.
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A big advantage of spallation sources is that they produce neutrons with a wide
spectrum of energies, ranging from a few eV to several GeV. Another advantage is
their ability to generate neutrons continuously or in pulses as short as a
nanosecond.

Composite sources

Spallation is not the only means of producing neutrons; that is, it is not absolutely
necessary to impact nuclei with high-energy particles to produce neutrons. This can
also be accomplished by exciting nuclei such that they emit neutrons during the pro-
cess of de-excitation. Fortunately, for such a process to occur, it is not always neces-
sary that the projectile particle be highly energetic. In fact, the energies of incident
particles emitted by radioactive sources are more than sufficient to cause neutron
emission. In this book the sources consisting of such materials will be termed com-
posite sources as they are made by combining two different materials together.

A composite neutron source consists of a source of incident particles and a target
that decays by neutron emission. The incident particle source can be either a radio-
active material or a small particle generator. In general, composite sources are
made of a radioactive material acting as the source of incident particles mixed in a
target material. A common example is the plutonium—beryllium source, which pro-
duces neutrons in the following sequence.

238 234
uPu— U +a
a+ 3Be— B3

Bet 12
C — C+n

The first step of this process involves a-decay of plutonium-238, which emits
a-particles of energy around 5.48 MeV with a half-life of about 87.4 years. This
moderately long half-life makes it suitable for long-term storage in laboratories.
The a-particle impinges on the beryllium-9 target and transforms it into carbon-13
in an unstable state, which ultimately decays into carbon-12 by emitting a neutron.
Such a-induced reactions are widely used to generate neutrons. Another common
example of an (a—n) neutron source is 21 Am—Be. Americium-241 has a half-life
of 433 years. It decays by o emission with a mean energy of 5.48 MeV. If this iso-
tope is mixed with beryllium-9, the a-particles interact with the beryllium nuclei,
transforming them into carbon-13 in excited state. The de-excitation of carbon-13
leads to the emission of neutrons. Note the similarity of this process to that of the
23¥py—Be source mentioned above.

One can essentially use any a-particle emitter to make an (a«—n) source. In gen-
eral, the (av—n) reaction can be written as

0¢+"+[€’X—>”+5L3Y+n. (1.6.7)

Just like a-particles, photons can also be used to stimulate nuclei, leading to neu-
tron emission. A common example of such ~-emitting nuclides is antimony-124.
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1g‘l‘Sb emits a number of ~-rays, the most probable of which has an energy of

around 603 keV. If these photons are then allowed to interact with beryllium nuclei,
it may result in the emission of a neutron. Antimony—beryllium neutron sources
are commonly used in laboratories. Such sources are generally referred to as photo-
neutron sources.

Fusion sources

Fusion is a reaction in which two light nuclei (hydrogen and its isotopes) are forc-
ibly brought so close together that they form a new heavier nucleus in an excited
state. This nucleus releases neutrons and photons to reach its ground state. The
fusion reaction can therefore be used to produce neutrons.

To initiate a fusion reaction, a significant amount of energy must be supplied
through some external means to overcome the electromagnetic force between the
protons. This energy can be provided by several means, such as through charged
particle accelerators. The advantage of fusion sources over spallation sources is that
they need relatively lower beam energies to initiate the fusion process. These
sources are also more efficient in terms of neutron yield. Two common fusion pro-
cesses producing neutrons can be written as

2D(d, n)*He
3T(d, n)*He.

Here d and D represent deuterium (an isotope of hydrogen with one proton and
one neutron). Tritium (T) is another isotope of hydrogen with one proton and two
neutrons. The nomenclature of the above equations is such that the first term in the
brackets represents the incoming particle and the second term the outgoing one.
The above reactions can also be written as

‘D+ID — 3He+n
fT-i—%D—)gHe-i—n.

Nuclear reactors
Nuclear reactors produce neutrons in very large numbers as a result of neutron-
induced fission reactions:

BU+n— FF, +FF,+(2—3)n.

Here FF represents fission fragments. Although most of these neutrons are used
up to induce more fission reactions, still a large number manage to escape the
nuclear core.

Radioactive sources of neutrons
There are no known naturally occurring isotopes that emit significant numbers
of neutrons. However, it is possible to produce such isotopes by bombarding
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neutron-rich isotopes with other particles such as protons. The problem is that these
isotopes have very short half-lives, which makes them unsuitable for usual labora-
tory usage.

Perhaps the most extensively used source of neutrons is californium-252. It has
two decay modes: a-emission (96.9%) and spontaneous fission (3.1%). The latter
produces around four neutrons per decay.

22CE — 58S+ 134Nd + 4n

1 mg of californium-252 emits around 2.3 X 10° neutrons per second, with an
average neutron energy of 2.1 MeV. It also emits a large number of ~-ray photons,
but the intensity is an order of magnitude lower than that of the neutrons. It is there-
fore suitable for applications requiring a moderately clean neutron beam.
Table 1.6.5 lists some of the common sources of neutrons and their decay modes.

1.6.F Alpha particles

Alpha particles are essentially helium nuclei with two protons and two neutrons
bound together. The consequence of their high mass and electrical charge is their
inability to penetrate as deep as other particles such as protons and electrons. In
fact, a typical alpha particle emitted with a kinetic energy of around 5 MeV is not
able to penetrate even the outer layer of our skin. On the other hand, due to their
positive charge, alpha particles interact very strongly with the atoms they encounter

Table 1.6.5 Common neutron sources and their decay modes

Source Isotopes Reaction type
Californium rel Spontaneous fission
Deuterium—helium 2D — 3He Nuclear fusion
Tritium—helium 3T — $He Nuclear fusion
Uranium U Nuclear fission
Lithium ZLi Spallation
Beryllium 2Be Spallation
Plutonium—beryllium Z¥Pu— Be (o, n)
Plutonium—beryllium Z9Pu—Be (o, n)
Americium—beryllium %1 Am — Be (o, n)
Americium—boron BLlAm —B (o, n)
Americium—{fluorine BAm—F (o, n)
Americium—Ilithium 2‘,%Am —Li (o, n)
Radium—beryllium 2%gRa — Be (o, n)
Antimony—beryllium 1g‘l‘Sb — Be (~, n)
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on their way. Hence a-particle sources pose significantly higher risk than other
types of sources of equal strength if the particles are able to reach the internal
organs. This can happen, for example, if the source is somehow inhaled or ingested.

Basic properties of o-particles

Rest mass = 6.644 X 10~% kg = 3.727 X 10° MeV/c?
Electrical charge = 3.204 X 1071° C

Mean life: Stable

Internal structure: Made up of two protons and two neutrons

The advantage of their extremely low range is that the use of gloves in handling
an a-particle source is generally sufficient to avoid any significant exposure. It
should, however, be noted that other particles may be emitted after the absorption
of alpha particles in a material. As noted above, if a-particles somehow enter the
body (e.g., by inhalation of a radionuclide or through an open wound into the blood
stream) they can deliver large doses to internal organs, leading to irreversible
damage.

Alpha particles cannot travel more than a few centimeters in air and readily cap-
ture two electrons to become ordinary helium. Because of their low penetration
capabilities and very high ionizing power, a-particle beams are rarely used in radia-
tion therapy. The reason is that even if they are somehow administered near a tumor
cell, it is very difficult to minimize the damage to healthy tissues.

Alpha particles are extremely stable particles, having a binding energy of about
28.8 MeV. The protons and neutrons are held together in a very stable configuration
by the strong nuclear force.

F.1 Sources of a-particles

Even with very low penetration capability, a-particles have found many applica-
tions in different fields. A lot of research has therefore gone in the direction of
designing effective a-particle sources. Fortunately, there are a large number of nat-
urally occurring radioisotopes that emit a-particles in abundance. A particle accel-
erator can then be used to increase their energy up to the required value. Apart
from these radioactive sources, other sources with higher a-particle fluxes have
also been developed.

Accelerator-based sources

Just like protons and neutrons, a-particles are produced during collisions of high-
energy particles with fixed target materials. At very high incident particle energies
the so-called spallation reactions tear apart the target nuclei into their constituents.
Since the two-proton plus two-neutron configuration of a nucleus is extremely
stable, such reactions produce o-particles together with protons and neutrons.
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Table 1.6.6 Common o emitters, the energies of their most proba-
ble emissions, and their half-lives [26]

Element Isotope Energy (MeV) Ty
Americium 2L Am 5.443 (13%), 5.486 (85.5%) 432.2 years
Bismuth 2B 5.549 (7.4%), 5.869 (93%) 45.6 min
Curium 2Cm 5.763 (23.6%), 5.805 (76.4%) 18.1 years
Californium Bice 6.076 (15.7%), 6.118 (82.2%) 2.645 years
Radium 223Ra 5.607 (25.7%), 5.716 (52.6%) 11.435 days
Thorium 28Th 4.845 (56.2%), 4.901 (10.2%) 7340 years
Plutonium BPu 5.144 (15.1%), 5.156 (73.3%) 24110 years
Polonium 2P0 5.304 (100%) 138.376 days

One example of such a reaction is the collision of high-energy neutrons
(25—65 MeV) on a cobalt-59 target, which produces one or more «-particles per
collision.

Radioactive sources of a-particles
There are numerous radionuclides that emit a-particles, some of which are listed in
Table 1.6.6.

1.6.G Fission fragments

Nuclear fission is a process in which an unstable nucleus splits into two nuclides
and emits neutrons. Two types of fission reactions are possible: spontaneous fission
and induced fission. We saw earlier that spontaneous fission occurs in some radio-
nuclides, at least one of which, californium-252, occurs naturally. These radionu-
clides are extensively used as neutron sources.

In induced fission, when a fissionable nucleus, such as uranium, captures a neu-
tron it goes into an unstable state and eventually breaks into two heavy parts. In
this process it also emits some neutrons. The two heavier particles are known as fis-
sion fragments. The reaction can be written as

FM + n — FF| + FF, + (2 — 4)n, (1.6.8)

2S§U), n is the neutron, and FF,

where FM represents fissionable material (such as
and FF, are the two fission fragments.

Most of these fission fragments are unstable and go through a series of nuclear
decays before transforming into stable elements. They generally have unequal
masses, but in a sample of many fissionable atoms, some of the fragments are
always of equal mass (Figure 1.6.10 for an example of uranium-235 fission frag-

ment spectrum).
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Figure 1.6.10 Typical fission spectrum of uranium-235.

As an example, let us have a look at how uranium-235 fissions. The following equa-
tion shows the process for two of the most probable fission fragments: '4)Xe and 3gSr.

BU +2n — BU" — 1¥0%e + %St + 21 (1.6.9)
Here 235U" is an unstable isotope of uranium that eventually breaks up into frag-
ments and releases two neutrons. These fission fragments are themselves
unstable and go through a series of (-decays until they transmute into
stable elements. '$9Xe eventually decays into cerium-140, while 33Sr decays into
zirconium-94. Because of their high (3-yields, these fission fragments and their

daughters are regarded as extremely hazardous, and special precautions must be
taken while handling them.

1.6.H Muons, neutrinos, and other particles
H.1 Muons

The muon is one of the elementary particles according to the Standard Model of
particle physics and is classified as a lepton. Muons carry the same electrical charge
(positive or negative) as carried by protons or electrons, but they are approximately
nine times lighter than protons. Because of their lower mass, they can penetrate
greater distances in a material as compared to protons. This larger range makes
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them attractive in probing the magnetic properties, impurities, and structural defects
of different materials.

Basic properties of muons

Rest mass = 1.783 X 1076 kg = 105.66 MeV/c*
Electrical charge = *1.6 X 107 C

Mean life =2.19 X 10 ¢ s

Internal structure: Believed to have no internal structure

With a flux of about 1 muon per square centimeter per second, they are the most
abundant of charged particles at sea level that enter the Earth’s atmosphere from
outer space. The main production mechanism of these muons is the interaction of
primary cosmic rays with material in the upper atmosphere. The mean energy of
these muons is about 4 GeV. They lose about 2 MeV per g/cm” of energy as they
pass through the atmosphere, which suggests that their original energy is around
6 GeV.

Muons can also be produced in the laboratory by hitting a target, such as graph-
ite, with high-energy protons.

H.2 Neutrinos

Neutrinos are also elementary particles belonging to the leptonic category. They
come in three distinct flavors: electron-neutrino (v.), muon-neutrino (v,), and tau-
neutrino (v,). Flavor is a term used in the Standard Model of particle physics to
characterize elementary particles. Recent experiments have proven that these three
types can transform into one another [1]. The Standard Model does not assign any
mass to the neutrinos, but recent experiments have suggested that they indeed have
masses, albeit very small (a few eV). They do not carry any electrical charge and
are therefore extremely difficult to detect.

Basic properties of neutrinos

Rest mass: Extremely small (few eV)

Electrical charge = Zero

Mean life > 10 years

Internal structure: Believed to have no internal structure

Neutrinos are extremely abundant in nature and are produced in large numbers
in processes such as nuclear fusion, stellar collapse, and black-hole collisions. The
nuclear fusion reactions inside the core of the Sun produce electron-neutrinos in
huge numbers. Some of these electron-neutrinos change into the other two types on
their way to the Earth. The average neutrino flux on Earth’s surface is on the order
of 10°cm %5\,

The degree of difficulty in detecting neutrinos can be appreciated by the fact
that a neutrino can pass through a thousand Earths without making a single



60 Physics and Engineering of Radiation Detection

interaction. Still, scientists have exploited their abundance to design dedicated neu-
trino detectors around the world.

H.3 Some other particles

All of the particles mentioned above have their counterparts in nature. For example,
there is an anti-electron called a positron having positive electrical charge and all
the other properties of an electron. When a positron and an electron come close
together, they annihilate each other and produce energy in the form of photons.
Similarly, protons have anti-protons and neutrinos have anti-neutrinos.

Apart from these antiparticles, there is also a host of other particles, some of which
exist in nature while others can be produced in laboratories by colliding high-energy
particles with targets. For example, gluons are the particles that bind protons and
neutrons together inside the nucleus by the strong nuclear force. The process of radio-
active decay, which we discussed earlier, is the result of the weak nuclear force
between particles mediated by W and Z particles. During high-energy collisions a
large number of particles are created. Most of these particles have extremely short
mean lives, but with present day technologies, their properties can be studied in detail.

Problems

1. Compute the de Broglie wavelength of an electron moving with a velocity of
2.5x10°ms™".

2. Compare the de Broglie wavelength of a proton moving at 0.9¢, ¢ being the velocity of
light in vacuum, with the wavelength of X-rays (10~'% m).

3. Scintillators are materials that produce light when they are exposed to radiation. Most
scintillators that are used to build detectors produce light in the blue and green regions
of the electromagnetic spectrum, with mean wavelengths of 475 and 510 nm, respec-
tively. Compute the energies and frequencies associated with these photons.

4. What is the minimum de Broglie wavelength of an electron accelerated in a 40 kV X-ray
tube?

5. Write down the decay equations for the following radionuclides.

TINa(B), Co(EC), '3Cs(B), 51 Am(), 55Cf(cv)

6. A newly produced radioactive decay sample has an initial activity of 200 MBq. Compute
its decay constant, half-life, and mean life if after 5 days its activity decreases to
150 MBgq.

7. Show that for a massive nucleus undergoing a-decay, the energy of the emitted a-parti-
cle is approximately given by

A—4

Ta ~ [T:| Qou

where A is the mass number of the parent nucleus.
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8. Compute the Q-values and a-particle energies for plutonium-239, americium-243, and
bismuth-214.
9. Verify that Fe-55 can decay by electron capture.

10. Determine whether Pb-187 can decay by both a- and (3-emissions.

11. Calculate the rate of a-particle emissions from a 5 mg sample of %33Pu.

12. The initial activity of a radioactive sample is found to be 1.5 mCi. Find its decay con-
stant if after 3 years its activity decreases to 1 mC.

13. A radioactive element decays with a half-life of 43 days. If initially there are 2.5 moles
of this element in a sample, how many of its atoms will be left in the sample after 43
days, 6 months, and 1 year?

14. Estimate the mean life of a radionuclide that has decayed by 75% in 24 h.

15. The mean life of a radionuclide is 15 days. What fraction of a sample of this radionu-
clide will remain radioactive after 30 days?

16. Compute the ratio of the number of atoms decayed to the initial number of atoms of a
radioactive substance after 4.5 half-lives.

17. How many mean lives should pass for a radioactive substance to decay 99.9% of its
atoms?

18. The activity of a radioactive sample is found to be 47 Bq. If the half-life of the material
is 4 days, compute its activity 2 days before and 2 days after the measurement was
made.

19. The activity of a radioactive material composed of only one type of material is moni-
tored through a detector. The detector is configured in such a way that each output count
represents a single decay. If the detector count rate decreases from an initial value of
20,000 counts per minute to 3000 counts per minute after 3 days, estimate the mean life
of the element.

20. Estimate the number of thorium-232 atoms present in a sample that also contains
2.5 X 10" atoms of its daughter radium-228. Assume the two isotopes to be in secular
equilibrium.

21. A 1 mCi sample of pure thorium-227 goes through the following series of decays:

ZITh(T, ), = 18.5 days) — 3 Ra(T)), = 11.4 days) —
zééPb(Tl/z =36.1 min) — zééBi(Tl/z =2.1 min) — 2gZTl(Tl/z = 4.8 min)

Compute the activities of its first four decay products after 10 days.
How much uranium-238 is needed to have an activity of 3.5 nCi? (Take the half-life of
uranium-238 to be 4.47 X 10° years.)
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Interaction of radiation
with matter

Whenever we want to detect or measure radiation, we have to make it interact with
some material and then study the resulting change in the system configuration.
According to our present understanding, it is not possible to detect radiation or
measure its properties without letting it interact with a measuring device. In fact,
this can be stated as a universal rule for any kind of measurement. Even our five
senses are no exception. For example, our eyes sense photons that strike cells on
the retina after being reflected from objects. Without such interactions we would
not be able to see anything." The same is true for radiation detectors, which use
some form of radiation interaction to generate a measurable signal. This signal is
then used to reverse engineer the properties of the radiation. For example, when
X-ray photons, after passing through an object, strike a photographic plate, they
stain” the plate. The photons which cannot pass through the highly absorbing mate-
rials in the object do not reach the photographic plate. The varying intensity by
which the photographic plate is fogged creates a two-dimensional image of the
object, and in this way the photographic plate acts as a position-sensitive detector.
Although such a method of radiation detection is still widely used, it is neither very
sensitive nor very accurate for measuring properties of radiation, such as its energy
and flux. The so-called electronic detectors provide an alternative and much better
means of detecting and measuring radiation. An electronic detector uses a detection
medium, such as a gas, to generate an electrical signal when radiation passes
through it. This electrical signal can be used to characterize the radiation and its
properties. Therefore, a necessary step in building a detector is to understand the
interaction mechanisms of radiation in the detection medium. This chapter is
devoted to exactly this task. We will look at different types of radiation detectors in
subsequent chapters.

2.1 Some basic concepts and terminologies

Every particle carries some energy with it and is therefore capable of exerting force
on other particles through processes we call particle interactions. These interactions
may or may not change the states and properties of the particles involved. The way
particles interact with matter depends not only on the types of incident and target

'In this sense we can say that our eyes are actually photon detectors.
“The stains become visible after the plate has been developed through appropriate chemical processes.
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particles but also on their properties, such as energy and momentum. A lot of work
has gone into building theoretical foundations of different interaction mechanisms,
most of which are now well understood through tools like quantum mechanics,
quantum electrodynamics, and quantum chromodynamics. However, keeping in
view the scope of this book, in this chapter we will not be looking at the theoretical
foundations of particle interactions that are based on these theories; rather, we will
spend some time understanding the gross properties that have been empirically and
experimentally determined.

Before we go on to look at these mechanisms, it is worthwhile to spend some
time on understanding some terminologies that will be needed in the following
sections.

2.1.A Inverse square law

The strength of radiation can be characterized by its flux, which is generally defined
as the number of particles passing through a unit area per unit time. Irrespective of
the type of source, this flux decreases as one moves away from the source. This
decrease in flux depends on the type of source and the type of radiation. For exam-
ple, laser light, which is highly collimated, does not suffer much degradation in flux
with distance. On the other hand, the flux from radioactive sources decreases rapidly
as the distance from it increases. The inverse square law, which is based on geomet-
ric considerations alone, characterizes this change. It states that radiation flux is
inversely proportional to the square of the distance from a point source, i.e.,

1
x5, 2.1.1)

where r is the distance between the source and the point where flux is calculated.
This law is the consequence of the isotropic nature of a point source because such a
source is expected to radiate equally in all directions. Since the flux is a measure of
the amount of radiation passing through an area, it should vary according to how
the area varies with distance from the source. Now, we know that the surface area
around a point is given by 472, which means that the area varies as r*. Hence we
conclude that the flux, which represents the amount of radiation passing through a
unit area, is proportional to the inverse of the square of the distance, or as 1/r%.

As stated earlier, this law applies only to point sources. Now, a perfect point
source does not exist in nature and is extremely difficult, if not impossible, to
create. However, this does not mean that this law cannot be applied to practical
systems. The reason is that the notion of a point source is relative to the distance
from the source. For example, a disk source can be considered a point source if one
is at a considerable distance from its center. If this consideration is taken into
account, then this law can actually be applied to most radiation sources.

Another very important point to consider is that the medium through which the
radiation travels should be neither scattering nor absorbing. It is understandable
that, if there is considerable scattering and absorption, the flux would change more
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rapidly than 7%, The inverse square law is therefore applied only in vacuum or low-
pressure gaseous environments, such as air under atmospheric conditions. In liquids
and solids, the scattering and absorption are not negligible and therefore this law
does not hold.

The inverse square law plays an important role in radiation protection, as it sets
a minimum distance a radiation worker must maintain from a source to minimize
the possibility of radiation-induced damage.

Example:
Determine the relative change in flux of ~-rays when the distance from the
source is changed from 5 to 20 m in air.

Solution:
The flux at 5 m from the source is given by

1
(I)l :Aﬁ
1

:A52

where A is the proportionality constant. Similarly, the flux at 20 m from the
source is

1

@2 :ATOZ

The relative change in flux is then given by

O -0,
0b=—= X100
D
1 1
22 2
52

=93.7%.

2.1.B Cross section

Quantum mechanics has been very successful in describing particle interactions.
This has strengthened confidence in its foundations as representing natural phenom-
ena, at least at the microscopic level. However, some aspects of quantum mechanics
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have physical and mathematical explanations that defy common sense and therefore
become difficult to comprehend and visualize. The wave—particle duality that we
discussed in the preceding chapter is one such concept. Another important concept
is Heisenberg’s uncertainty principle, which states that there is always some uncer-
tainty in determining any two properties of a particle simultaneously. For example,
according to this principle, it is impossible to find the exact energy of a particle at
an exact moment in time or to find its exact momentum at an exact position.
Mathematically, this concept is represented by the following relations:

AE.Ar= T 2.12)
27

Ap - Ax= z (2.1.3)
27

Here A represents uncertainty in energy E, time ¢, momentum p, or position x.
h = h/2m is the so-called reduced Planck’s constant and is commonly pronounced
h-bar or h-cut.

These concepts, together with Planck’s explanation of black body spectrum and
Einstein’s derivation of the photoelectric effect (discussed later in this chapter) led
Schrodinger and Heisenberg to lay the foundations of quantum mechanics. Due to the
intrinsic uncertainties in finding particle properties, quantum mechanics naturally
developed into a probabilistic theory. We talk about the probability of finding a particle
at a certain position but never claim to know its exact position with absolute certainty.

So how does quantum mechanics treat particle interactions? That’s where the
concept of cross section comes in. It tells us how likely it is for a particle to interact
with another particle in a certain way. Mathematically speaking, it has dimensions
of area but conceptually it represents probability of interaction.

Cross section is perhaps the most quoted parameter in the fields of particle phys-
ics and radiation measurement because it gives a direct measure of what to expect
from a certain beam of particles when it interacts with a material. Let us now see
how this concept is defined mathematically.

Suppose we have a beam of particles with a flux & (number of particles per unit
area per unit time) incident on a target. After interacting with the target, some of
the particles in the incident beam are scattered. Suppose that we have a detector,
which is able to count the average number of particles per unit time (dN) that get
scattered per unit solid angle (df2). This average quantity divided by the flux of the
incident particles is defined as the differential cross section:

do 1dN
0 ED= 55 (2.1.4)

It is apparent from this equation that the cross section o has dimension of area.
This fact has influenced some authors to define it as a quantity that represents the
area to which the incident particle is exposed. The larger this area, the more
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probable it will be for the incident particle to interact with the target particle.
However, it should be noted that this explanation of cross section is not based on
any physical principle, but is rather devised artificially to explain a mathematical
identity using its dimensions.

The differential cross section can be integrated to evaluate the total cross section
at a certain energy (differential cross section is a function of energy of the incident
particles), i.e.,

o(E) = Jj—gd(l. (2.1.5)

The conventional unit of cross section is the barn (b), with 1 b=10"2* cm>.

2.1.C Mean free path

As particles pass through a material, they undergo collisions that may change their
direction of motion. The average distance between these collisions is therefore a
measure of the probability of a particular interaction. This distance, generally
known as the mean free path, is inversely proportional to the cross section and the
density of the material, i.e.,

1
Am® ——, (2.1.6)

Pn0

where p,, and o represent the number density of the medium and cross section of the
particle in that medium. Note that the definition of the mean free path depends on the
type of cross section used in the calculation. For example, if scattering cross section
is used, then the mean free path would correspond to just the scattering process.
However, in most instances, such as when calculating the shielding required in a radi-
ation environment, one uses total cross section, which gives the total mean free path.

The mean free path has a dependence on the energy distribution of the particles
relative to the medium. For particles that can be described by the Maxwellian distri-
bution,3 such as thermal neutrons in a gas under standard conditions, the mean free
path can be computed from

1
V2p,0

In all other cases, the following equation should be used to calculate the mean
free path.

Am = (2.1.7)

1

3The Maxwellian distribution describes how the velocities of molecules in a gas are distributed at
equilibrium as a function of temperature.
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The number density p, in the above relations can be computed for any material
from

Nap
= — 2.1.9
Pn=y (2.1.9)

where A is the atomic weight of the material, Ny is the Avogadro number,
and p is the weight density of the material. Mean free path is usually quoted
in cm, for which we must take A in g/mole, N4 in mole !, p in g/cm3, and o
in cm?.

For a gas, the weight density term in the above relation can be computed from

PA
= 2.1.10
RT’ ( )

where P and T represent, respectively, the pressure and temperature of the gas and
R =28.314J/mole/K is the usual gas constant. Hence for a gas, the mean free path
can be computed from the following equations:

RT
Am = ——— (for Maxwellian distributed ener 2.1.11
TN ( gy) ( )
RT . .o
Am = (for non-Maxwellian distributed energy) (2.1.12)
NAPO'

It is apparent from these relations that the mean free path of a particle in a gas
can be changed by changing the gas temperature and pressure (see example below).

The mean free path as defined above depends on the density of the medium.
This poses a problem not only for reporting the experimental results but
also for using the values in computer codes for systems whose density might
change with time. Therefore, a derivative of this term has been defined that
does not depend on the density. This is the so-called specific mean free path,
given by

A
Ap = —. 2.1.13
P NAO' ( )

The specific mean free path is generally quoted in units of g/cm?. The specific
mean free path of a material can be divided by its density to obtain the actual mean
free path.
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Example:

Compare the scattering mean free path of moderate-energy electrons in helium
and argon under standard conditions of temperature and pressure. The scatter-
ing cross section of electrons in helium and argon can be taken to be
2.9 X 107 and 1.1 X 10” b, respectively.

Solution:

For moderate-energy electrons, we can use Eq. (2.1.11) to compute the mean
free path. Substituting 7=300 K, P =1 atm = 1.033 X 10" kg/m? and the
values of N and R in this equation yield

_RT
" «/ENAPO'

(8.314)(300)
V2(6.022 X 10%%)(1.033 X 100

_2843%107%

(o)

The mean free paths in helium and argon are then given by

2.843 X 1072

>\m C. = 7
el 79 x 1072

=98X10°m
=98 pm
2.843 X 1072

i Anae = IO

=26X%X10°m
= 2.6 pm.

2.1.D Radiation length

We will see later in this chapter that the predominant mode of energy loss for high-
energy electrons in matter is through a process called Bremsstrahlung, and for
photons it is pair production. Both of these processes are intimately connected by
underlying physics and hence the overall attenuation of electrons and photons pass-
ing through matter can be described by a single quantity called radiation length.
Radiation length can be defined as the thickness of a material that an electron tra-
vels such that it loses 1 — 1/e (corresponding to about 63%) of its energy by
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Bremsstrahlung. Note that here e refers to the exponential factor. For photons the
process would be pair production.

Radiation length is an extensively quoted quantity since it relates the physical
dimension of a material (such as its depth) to a property of radiation (such as its
rate of energy loss). It is almost universally represented by the symbol X,. The
most widely used semiempirical relation to calculate the radiation length of elec-
trons in any material is given by [55]:

1 N,
— =4 2 [ La — f(2)) + ZLL ). (2.1.14)
Xo .\

Here Ny = 6.022 X 10%® mole ! is the Avogadro number, o = 1/137 is the elec-
tron fine structure constant, and r, = 2.8179 X 10" cm is the classical electron
radius. f(Z) is a function, which for elements up to uranium can be calculated from

fZ)y=a*(1 + a*~" + 0.20206 — 0.03694> + 0.0083a* — 0.0024°],

with a = aZ. X, in the above relation is measured in units of g/cm?® It can be

divided by the density of the material to determine the length in cm. Table 2.1.1
lists values and functions for L4 and L/ .

The term containing L, in Eq. (2.1.14) can be neglected for heavier elements,

in which case the radiation length, to a good approximation, can be calculated from

1 AN

— =dar: —= [Z*{ Lua — f(2)}]. 2.1.15
5, = 4ot (2 { L = F2)) (2.1.15)
Figure 2.1.1 shows the values of radiation length calculated from Eqs. (2.1.14)
and (2.1.15) for materials with Z=4 up to Z=92. Also shown are the relative
errors assuming Eq. (2.1.14) gives correct values.
Another relation, which requires fewer computations than Eq. (2.1.14) or even
(2.1.15), is

B 716.4A
©Z(Z + )n(287/VZ)

Xo (2.1.16)

Table 2.1.1 L.,q and L';,q needed to compute radiation
length from Eq. (2.1.14) [19]

Element VA Liag L 1aa
H 1 5.31 6.144
He 2 479 5.621
Li 3 474 5.805
Be 4 4.71 5.924
Others >4 In(184.15 2~ 1?) In(1194 Z~*?)
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Here also, as before, X, is in g/cmz. This relation gives reasonable results for
elements with low to moderate atomic numbers. This can be seen in Figure 2.1.2,
which shows the radiation lengths for different materials computed from
Eqgs. (2.1.14) and (2.1.15), together with relative error in the latter, assuming the
former gives the correct results.

For a mixture or compound, the effective radiation length can simply
be calculated by taking the weighted mean of radiation lengths of its consti-
tuents, i.e.,

1
Loy, (2.1.17)
Xo — Xoi

where w; and X,; are the fraction by weight and radiation length of the ith
material.

n
(=]
T

N
(e
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20f
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Figure 2.1.1 Upper plot shows the radiation lengths in g/cm? computed from

Egs. (2.1.14) (solid line) and (2.1.15) (dashed line). The lower plot shows the relative
error in the values computed from Eq. (2.1.15) with respect to those computed from
Eq. (2.1.14).
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Figure 2.1.2 Upper plot shows the radiation lengths in g/cm® computed from Egs. (2.1.14)
(solid line) and (2.1.16) (dashed line). The lower plot shows the relative error in the values
computed from Eq. (2.1.16) with respect to those computed from Eq. (2.1.14).

Example:
Estimate the radiation length of high-energy electrons in carbon dioxide. CO,
is commonly used as a fill gas in gas-filled detectors.

Solution:

The effective radiation length can be computed from Eq. (2.1.17). But we first
need to compute the radiation lengths corresponding to the individual elements
in CO,. Since, for low-Z materials, Eq. (2.1.16) gives reasonable results, we
will use it to determine the individual radiation lengths of carbon and oxygen.

c_  (1164)(12.01)
® 6(6+ 1)In(287/+/6)
=43.0 g/cm
o - __(7164)(16.0)
88+ 1)n(287/+/3)
=34.46 g/cm
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Next we need the weight fractions of carbon and oxygen in CO,, which can
be calculated as follows:

B 12.01
YT 1201 + 160 + 16.0
=0.2730
o 16.0 ,
27 1201 + 16.0 + 16.0
=0.3635
w3 = Wp

where the subscript 1 on w refers to carbon, while w, and wj represent the
weight fractions of the two oxygen atoms in CO,.
We can now compute the effective radiation length using Eq. (2.1.17).

I I 1 I
= Wioe +Wao W3

X, "'xCTMx0 ko
02730 . 03635 | 0.3635
430 | 3446 = 3446

=2.742 X 1072
=X, = 36.43g/cm
This is our required effective radiation length. As an exercise, let us see
how different it is from the one computed using the more accurate relation
(2.1.14). The reader is encouraged to carry out the computations to verify that
the individual radiation lengths thus calculated are
X§ =37.37g/cm  and
X0 =129.37g/cm.

The effective radiation length of CO, as calculated from Eq. (2.1.17) is
then given by

I 0.2730 + 0.3635 = 0.3635

= -
Xo  37.37 29.37 29.37

=3.206 X 1072
=Xy =31.19 g/cm
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The percent relative error in the radiation length, as computed from
Eq. (2.1.16) as compared to this one, is

36.43 — 31.19
=2 27

3643V
=16.8%.

Hence, with far less computation, we have a result that is accurate to better
than 73%. However, as shown in Figure 2.1.2, the relative error increases as
we go higher in Z. Equation (2.1.16) should therefore be used only for low- to
moderate-Z elements.

2.1.E Conservation laws

Although the reader should already be aware of the fundamental conservation laws
of particle physics, this section has been introduced to serve as a refresher. An
extensive discussion on all the conservation laws in particle physics is beyond the
scope of this book. We will therefore restrict ourselves to the following three laws
that are generally employed to compute kinematic quantities related to the field of
radiation detection:

1. Conservation of energy
2. Conservation of momentum
3. Conservation of electrical charge

E.1 Conservation of energy

This law dictates that the total energy content of a closed system always remains
constant irrespective of the time evolution of the system. Here, by the term closed
system, it is not meant that the system is completely isolated from anything else in
the world. Rather, it represents a system which is not influenced by external
forces. Being influenced is certainly a relative term and depends on the accuracy
of the result desired. For example, one cannot escape the background electromag-
netic field, which is present everywhere. But for most practical purposes, its
strength is sufficiently weak at the point of collision between two microscopic par-
ticles that it can be safely neglected. In this case, we can still apply the law of
conservation of linear momentum to determine the kinematic quantities related to
the collision.

At the fundamental level, the law of conservation of energy ensures that tempo-
ral translations do not violate the laws of nature. Since mass and energy are
related to each other through Einstein’s relation E = mc?, we can also say that it is
possible neither to completely destroy mass or energy nor to create them from
nothingness.
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Since mass can be converted into energy, an intrinsic energy content can be
associated with each massive particle. We call this quantity its rest energy to sig-
nify the amount of energy it contains when at rest. For particle interactions, it has
been found that the sum of rest energy and the kinetic energy of a closed system
remains constant.

E. + T = constant

Here E,q = moc” is the total rest energy of all particles at any instant having
combined rest mass of m. T represents the total kinetic energy of all the particles
at the same instant in time.

E.2 Conservation of momentum

Both linear momentum and angular momentum are conserved for any system not
subject to external forces. For linear momentum, this law dictates that the total lin-
ear momentum of a closed system remains constant. This represents the fact that
the laws of physics are the same at all locations in space. This law, together with
the law of conservation of energy, is extensively used to determine the kinematic
variables related to particle collisions.

Linear momentum is a vector quantity and therefore one must be careful when
computing the total momentum of the system. One cannot just add the magnitudes
of all momenta; rather, a vector sum must be taken. Mathematically, for the case of
collisions between particles, this law requires that

> oBi= b (2.1.18)

where p represents the momentum. The subscripts i and f stand for the initial and
final states of the system (such as before and after a collision) and the vector sum is
carried over all particles taking part in the collision.

Conservation of angular momentum ensures that there are no preferred direc-
tions, i.e., the space is isotropic and the laws of physics are the same in all
directions.

E.3 Conservation of electrical charge

Most of the particles we know of hold a property called electrical charge. For
example, an electron carries a unit charge of —1.602 X 107! coulomb, while a pro-
ton carries the same charge but with positive polarity. However, there is one funda-
mental difference between the charges carried by these two particles. The electron
does not seem to have any internal structure and is therefore thought to hold the
full unit charge. The proton is composed of three quarks, each carrying a fractional
charge. The total charge is still the unit charge but internally the charge is divided
between the constituents of the proton. A neutron is also composed of three quarks
but in such a way that the fractional charges of the quarks cancel out and the net
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charge on the neutron appears to be zero. The law of conservation of electrical
charge states that the unit charge can neither be created nor destroyed. This law
eliminates some of the interaction possibilities. For example, a beta decay cannot
be written as

n— e+,

since that would imply the creation of electrical charge. Instead, the correct reac-
tion is

n—p+tetv.

2.2 Types of particle interactions

Radiation carries energy, and whenever it interacts with a detection medium it
transmits some of its energy to the particles in the medium. This may result in exci-
tation of medium particles through one or more of the following mechanisms.

+ Ionization

+ Scintillation

+ Excitation of lattice vibrations

* Breakup of Cooper pairs in superconductors

» Formation of superheated droplets in superfluids
+ Excitation of optical states

These excitation mechanisms provide means of detecting incident particles and
measuring their properties. However, not all of these can always be effectively used
for particle detection. The most commonly used excitation mechanisms for particle
detection are ionization and scintillation.

An interesting point to note here is that when we talk about the behavior of radi-
ation passing through matter, we are actually referring to the statistical outcomes of
interactions of particles with other particles in the material. We saw earlier that at
the microscopic level, particle interactions are mainly governed by quantum
mechanics and therefore the behavior of radiation should be predicted by statistical
quantities such as cross section. Depending on the type of force involved, particles
can interact with other particles in a number of ways. For example, the predominant
mode of interaction of charged particles and photons at lower energies is electro-
magnetic, while neutral particles are mainly affected by short-range nuclear forces.
In the following sections, we will have a general look at some of the important
modes of interaction relevant to the topic of radiation interaction and detection.

2.2.A Elastic scattering

Elastic scattering refers to a process in which an incident particle scatters off a tar-
get particle in such a way that the total kinetic energy of the system remains
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constant. It should be noted that scattering elastically does not imply that there is
no energy transfer between incident and target particles. The incident particle can,
and in most cases does, lose some of its energy to the target particle. However, this
energy is neither lost (e.g., as heat) nor goes into exciting target atoms, which may
alter its atomic or nuclear state.

The best way to mathematically model the elastic scattering process is by con-
sidering both the incident and target particles as having no internal structures. Such
particles are generally referred to as point-like particles.

There are also special types of elastic scattering processes in which the incident
particle transfers none or very minimal energy to the target. A common example is
the Rayleigh scattering of photons.

2.2.B Inelastic scattering

In inelastic scattering processes, the incident particle excites the atom to a higher
electronic or nuclear state, which usually returns to the ground state by the emission
of one or more particles. In this type of interaction, the kinetic energy is not con-
served because some of it goes into the excitation process. However, the total
energy of the system remains constant.

2.2.C Annihilation

When a particle interacts with its antiparticle, the result is the annihilation of both
and the generation of other particles. The most common and oft-quoted example of
this process is the electron—positron annihilation. The positron is the antiparticle
of the electron, having all the characteristics of an electron except for the polarity
of its electrical charge, which in this case is positive. When a positron comes very
close to an electron, the two annihilate each other, producing other particles.
Depending on their energies, different particles can be generated during this pro-
cess. At low to moderate energies, only photons are produced, while at high ener-
gies other particles such as Z bosons can be produced.

The annihilation process in itself does not have any threshold energy. That is, the
process can happen even if the electron and positron are at rest. However, to produce
particles other than photons, the electron and the positron must be allowed to collide
with each other at very high energies. This is actually done, for example, at the large
electron—positron (LEP) collider at CERN in Switzerland, where particles are accel-
erated to center-of-mass energies reaching 45—100 GeV before collision. The result
of the collision is the generation of a large number of particles, which are then
tracked and identified to study fundamental particles and their interactions.

At low electron—positron energies, at least two photons are produced during
the annihilation process. The reason only one photon cannot be produced lies
in the law of conservation of momentum. According to this law, the total momen-
tum of the emitted photons must be equal to that of the total momentum of the
electron and positron. Now, if the electron and the positron are moving in opposite
directions with equal kinetic energies or are at rest before annihilation, the net
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momentum before collision will be zero. This implies that after the annihilation the
total momentum must also be zero. We cannot have a zero net momentum with
only one photon, and hence we conclude that at least two photons must be
produced.

Let us now suppose that an electron—positron annihilation process produces only
two equal-energy photons. If the net momentum before collision was zero, then the
photons must travel in opposite directions to each other since only then can momen-
tum conservation be guaranteed. The energy these photons carry can be calculated
from the law of conservation of energy, which states that the total energy of the
system before and after collision must be equal. The reader may recall that the
total energy of a particle is the sum of its kinetic and rest mass energies, such as

E=T+ myc*, (2.2.1)

where T is the kinetic energy, my is the rest mass, and c is the velocity of light. The
total energy before collision can then be written as

Eoa = E, + Ect
=T, + moc2 + Ty + moc2

=T,+T,+ + 2m0c2,

where we have made use of the fact that the electron and the positron have equal
rest masses. We will now assume that both particles were at rest right before the
collision. This implies that their kinetic energies were zero. Hence the total energy
before the collision is given by

Eroral = 2mpc® =2 X 511 keV.

This shows that, to conserve energy, the two photons produced must carry a total
energy of 2X511keV =1022keV. To calculate the energy of each of these
photons, we make use of the law of conservation of linear momentum. Since the
total momentum before the annihilation was zero, the total momentum of the two
photons must also be zero.

— —
p’)/l+p~/2:0
— —
- s
E
o Dl
c c

= E,=E;=511keV

Hence we conclude that at a minimum, there must be two photons, each carrying
511 keV of energy and traveling in opposite directions. This concept is also graphi-
cally depicted in Figure 2.2.1.
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E=51lkeV S E,=5l1keV

Figure 2.2.1 Depiction of electron—positron annihilation process in which two photons are
produced. To ensure conservation of energy and momentum, each of these photons must
have an energy of 511 keV and they must travel opposite to each other.

An interesting point to note here is that the arguments we gave in the preceding
paragraphs do not exclude the possibility of a one-photon annihilation process. The
assumption of zero net momentum before collision is not always true, and therefore it
is possible that only a single photon is produced in the process. Similarly, production of
three or more photons is also possible. However, the probability of production of single,
three, or more photons at low energies is very small and can safely be ignored [39].

The electron—positron annihilation process at low energies is used in a special
type of medical imaging called positron emission tomography (PET). In this pro-
cess, images are produced by detecting photons that are emitted as a result of this
process. This technique has been described in the chapter on imaging.

Since all particles have their inverse counterparts in nature, the annihilation pro-
cess is in no way limited to electrons and positrons. For example, protons p and
antiprotons p also get annihilated when they approach each other. In fact, pp colli-
sions at the Tevatron collider at Fermilab in the United States have given us
immense insight into the fundamental particles and their interactions.

2.2.D Bremsstrahlung

Bremsstrahlung is a German word meaning braking radiation. It refers to the pro-
cess in which decelerating charged particles emit electromagnetic radiation. All
charged particles can emit this kind of radiation provided they have enough energy.
Generally speaking, if a charged particle has energy much greater than its rest
energy (B =Eg= mocz, where my is its rest mass), it emits Bremsstrahlung while
moving through a medium.

In the pure Bremsstrahlung process, there are no direct electronic or nuclear
transitions involved. However, the radiation-emitting particle may excite or ionize
atoms and excite nuclei of the medium as it decelerates. These excitations and
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ionizations may lead to the emission of other particles, such as X-rays and ~-rays
with characteristic energy peaks in the spectrum. These peaks are generally
superimposed on the continuous Bremsstrahlung spectrum and are therefore clearly
distinguishable. The most common example of this phenomenon is the emission of
X-rays, as we saw in the previous chapter. The electrons, as they strike the anode,
emit not only characteristic X-rays but also Bremsstrahlung. In fact, since the elec-
tron has a very small mass compared to other charged particles, its Bremsstrahlung
is the most commonly encountered radiation in laboratories.

If an electron is accelerated through a potential V (as in X-ray machines), the
maximum energy it can attain is given by

Emax = €V, (2.2.2)

where e is the unit electronic charge. The maximum energy of the Bremsstrahlung
in the form of photons that this electron can emit will then also be equal to €V, i.e.,

Ebrems = Emax = eV. (223)

Since Bremsstrahlung is emitted in the form of photons having energy
E = hv = hc/)\, we can write the above equation as

(2.2.4)
=)\= E .

eV

Hence we can associate a minimum wavelength A;, with the Bremsstrahlung
process such that below this value there will be no Bremsstrahlung photons emitted:

he
Amin = — . 2.2.5
" (2.2.5)

Amin 18 also called the cutoff wavelength for Bremsstrahlung.

Example:
Compute the cutoff Bremsstrahlung wavelength for an electron moving under
the influence of a potential of 40 kV.

Solution:
We will use Eq. (2.2.5) to compute the cutoff wavelength.

he
eV

>\min =

~(6.626 X 107°)(2.99 X 10®)
(1.602 X 1071%)(40 x 10%)

=30.91 fm
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2.2.E Cherenkov radiation

We know that the velocity of a particle in a medium depends, among other
factors, on the nature and density of the medium. The same is true for light
particles, or photons. There is no theory in physics that demands that light
have constant velocity in all types of media. The special theory of relativity only
says that the velocity of light is independent of the frame of reference, not
that it is constant everywhere. In water, for example, the velocity of light is sig-
nificantly lower than ¢=2.99 X 10® ms™!, which is the velocity of light in
vacuum.

It is also possible that a high-energy charged particle with nonzero rest
mass, such as an electron, travels faster than the speed of light in that medium.
If this happens, the particle emits a special kind of radiation called Cherenkov
radiation. The wavelengths of Cherenkov photons lie in and around the visible
region of the electromagnetic spectrum. The first Cherenkov radiation was
observed by Pavel Cherenkov in 1934 as blue light coming from a bottle of
water undergoing bombardment by particles from a radioactive source. This dis-
covery and his subsequent explanation of the process earned him the Nobel Prize
in physics in 1958.

Cherenkov radiation has a certain geometric signature: It is emitted in the form
of a cone having an angle 6 defined by

1
cos 0= G’ (2.2.6)

where n is the refractive index of the medium and (3 = v/c, with v being the velocity
of the particle in the medium.

Since Cherenkov radiation is always emitted in the form of a cone, the above
equation can be used to determine a value of 3 (and hence v) below which the par-
ticle will not emit any radiation. Since cos 8 <1 for a cone, using the above rela-
tion, we can conclude that a necessary condition for the emission of Cherenkov
radiation is

g>1 (2.2.7)
n

Now, since § = v/c, this condition can be translated into

v> < (2.2.8)

n

Here c/n is the velocity of light in the medium. This shows that the emission of
Cherenkov radiation depends on the refractive index n of the medium or the veloc-
ity v of the particle in that medium. Using this condition, one can determine the
minimum Kkinetic energy a particle must possess in order to emit Cherenkov radia-
tion in a medium (see example below).
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Example:
Compute the threshold energies an electron and a proton must possess in light
water to emit Cherenkov radiation.

Solution:
For both particles, the threshold velocity vy can be computed from
Eq. (2.2.8).

2.99 X 108
1.3

=y = 2.3 X 108ms !

c
V> — =
n

Here we have used n = 1.3 for water and ¢ =2.99 X 10® m/s is the velocity
of light in vacuum. Since the particles are relativistic, we must use the relativ-
istic kinetic energy relation

2 —1/2
T = [(1——2) = 1] mocz.
c

Here moc? is simply the rest energy of the particle. For an electron and a
proton it is 0.511 and 938 MeV, respectively. If we use these numbers, then T’
will also be in MeV irrespective of the units we use for v and c, as long as
both are in the same units. Hence the above relation can also be written as

-1/2

2.3 X 10%)?
1_(3 0) — 1| XEy

T = e —
. (2.99 X 10°)?

= 0.565 X E,

where E,=mgc’ is the rest energy of the particle. The required threshold
kinetic energies of electrons and protons are then given by

TS =0.565 X 0.511
=0.289 MeV

0 =0.565 X 938
=539 MeV.

The above example clearly shows that a proton needs much higher kinetic
energy than an electron to emit Cherenkov radiation. This, of course, is a conse-
quence of the heavier mass of the proton. In general, the heavier the particle, the
higher kinetic energy it must possess to be able to emit Cherenkov radiation.
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2.3 Interaction of photons with matter

Since photons are not subject to Coulomb or nuclear forces, their interactions are
localized at short distances. This means that although the intensity of a photon beam
decreases as it passes through a material and photons are removed from the beam, the
energy of individual photons that do not take part in any interaction is not affected.

2.3.A Interaction mechanisms

Photons can primarily interact with material in three different ways: photoelectric
effect, Compton scattering, and pair production. Other possible interaction mechan-
isms include Rayleigh and Mie processes. These interaction mechanisms have dif-
ferent energy thresholds and regions of high cross sections for different materials.
Whenever a beam of photons having sufficient energy passes through a material, not
all of the photons in the beam go through the same type of interaction. With regard
to radiation detection, the key then is to look statistically at the process. For exam-
ple, if we want to know how most of the photons in a beam will interact with a
material, we can look at the cross section of all the interactions and find the one that
has the highest value at that particular photon energy. Most of the time, the cross
sections can either be determined through some semiempirical relation or extracted
from cross section tables that are routinely published by researchers. Figure 2.3.1
shows different photon cross sections as a function of energy for carbon and lead.
Another excellent use of these cross sections is the estimation of the attenuation of a
photon beam as it passes through a material. Before we go into that discussion, let
us have a closer look at the most important photon interaction mechanisms.

A.1 Photoelectric effect

In the previous chapter, we introduced the concept of wave—particle duality, accord-
ing to which light sometimes behave as particles. The photoelectric effect is a process
that confirms this idea as originally explained by Einstein. The effect is rather simple:
When light shines on a material, electrons can be emitted. The emission of electrons,
however, does not depend on the intensity of light, but rather on its frequency. If the
frequency is lower than a certain value, depending on the target material, no electrons
are emitted. Certainly this cannot be explained on the basis of the classical wave-like
picture of light. Einstein explained this effect by arguing that light is transferred to
the material in packets called quanta, each of which carries energy equal to

E,=hv= h—; (2.3.1)

where v and A are the frequency and wavelength of light, respectively, and c is the
velocity of light in vacuum. Now, since electrons in a material are bonded by the
electromagnetic force, the energy delivered to them must be greater than their bind-
ing energy for them to be able to escape the material. For metals, this energy is
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Figure 2.3.1 Photon cross sections as a function of energy for carbon and lead [19].

called work function and is generally represented by the symbol ¢. Mathematically
speaking, in order for an electron to be emitted from a metal surface, we must have

E, =

o
=
<

Q

v

%\‘g NERSS

I\

(2.3.2)

(2.3.3)

(2.3.4)



Interaction of radiation with matter 87

Incident Photoelectron

photon

@ Orbital electron

Figure 2.3.2 Depiction of photoelectric effect in a free atom. If the K-shell electron is knocked
off by the incident photon, another electron from a higher energy level fills the gap. This results
in the emission of a photon with energy equal to the difference of the two energy levels.

X-ray photon

If the photon energy is larger than the work function, the rest of the energy is
carried away by the emitted electron, i.e.,

E.=E, —¢. (2.3.5)

Proving this theory is quite simple, as one can design an experiment that mea-
sures the electron energy as a function of the incident light frequency or wavelength
and see if it follows the above relation.

Since most metals have very low work functions, on the order of a few electron
volts, even very low-energy light can set them free. The work function of metals is
approximately half the binding energy of free metallic atoms. In other words, if
there were no metallic bonds and the metallic atoms were free, the energy needed
for the photoelectric effect to occur would be twice as great.

The photoelectric effect can also occur in free atoms. During this process, a pho-
ton is completely absorbed by an atom, making it unstable. To return to the
stable state, the atom emits an electron from one of its bound atomic shells.
Naturally, the process requires that the incident photon has energy greater than or
equal to the binding energy of the most loosely bound electron in the atom. The
energy carried away by the emitted electron can be found by subtracting the binding
energy from the incident photon energy, i.e.,

E,=E,— Ep, (2.3.6)

where E;, is the binding energy of the atom. The atomic photoelectric effect is
graphically depicted in Figure 2.3.2.
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Since the photon completely disappears during the photoelectric effect, the pro-
cess can be viewed as the conversion of a single photon into a single electron. It
should, however, be noted that this is just a convenient way of visualizing the pro-
cess and does not in any way represent an actual photon-to-electron conversion.
Just as with the nuclear reactions, we visited in the first chapter, we can write this
reaction as

NHX—>X"+e. (2.3.7)

Here X is the target atom, which has an overall positive charge when the electron
e is knocked off from one of its shells by the incident gamma ray photon ~.

The cross section for this reaction has a strong Z dependence, i.e., the probability
of the photoelectric effect increases rapidly with the atomic number of the target
atom. In addition, it has a strong inverse relationship with the energy of the incident
photon. Specifically, these dependencies can be expressed as

Zﬂ

Upeocﬁa (238)
h

where n lies between 4 and 5. This relation suggests that the probability of the pho-
toelectric effect would decrease sharply with higher incident photon energies.
Figure 2.3.1 shows the typical dependence of photoelectric cross section on the
energy of the incident photon in carbon and lead.

The photoelectric effect takes place predominantly in the K atomic shell, and
therefore the cross section related to K-shell interaction is generally used to esti-
mate the total photoelectric cross section. The K-shell photoelectric cross section is
given by

3712
Opek = [?] a*Z’ o, cm? /atom. (2.3.9)
Here
E
€ = 72 and
MeC

8
oTh = gwrf = 665 mbarn.

o 1s called the Thompson scattering cross section.

An interesting aspect of the photoelectric effect is that if the incident photon has
sufficient energy to overcome the binding energy of an inner-shell electron, that
electron might get ejected, leaving a vacancy behind. This vacancy can then be
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filled by an outer-shell electron to stabilize the atom. Such a transition would emit
a photon with energy equal to the difference between the two energy levels. These
photons generally lie in the X-ray region of the electromagnetic spectrum and are
called fluorescence photons. In experiments with photons where elements with high
atomic numbers (such as lead) are used for shielding, the emission of characteristic
X-rays from the shield is not uncommon. This adds to the overall radiation
background.

An X-ray photon emitted as a consequence of the photoelectric effect can also
knock off another orbital electron, provided its energy is equal to the binding
energy of the electron. This electron is called an Auger electron. The process is
essentially radiationless because the excess energy of the atom is used and taken
away by the Auger electron. The Auger process is shown graphically in
Figure 2.3.3.

Although here we have shown that the photoelectric effect can lead to the emis-
sion of Auger electrons, this process is not in any way restricted to the photoelectric
effect. In fact, in Auger electron spectroscopy, an electron beam is used to knock
off inner-shell electrons from target atoms, which eventually leads to the emission
of Auger electrons.

Photoelectron

Incident
photon

Auger electron

Figure 2.3.3 Depiction of photoelectric effect leading to the emission of an Auger electron.
A K-shell electron is seen to have been knocked off by the incident photon, creating a
vacancy that must be filled in order for the atom to stabilize. Another electron from the
M-shell fills this gap but releases some energy in the process (shown as a photon) equal to
the difference between the two energy levels. This photon is shown to have knocked off
another electron from the M-shell. The end result is a radiationless electron emission. This
electron is called an Auger electron.
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Example:
Calculate the wavelength below which it would be impossible for photons to
ionize hydrogen atoms. The first ionization potential for hydrogen is 13.6 eV.

Solution:

The minimum energy needed to ionize an atom is equal to the binding energy
of the most loosely bound electron. Since for hydrogen this energy is 13.6 eV,
for the photoelectric effect to be possible we must have

E. = 13.6eV
(13.6)(1.602 X 10~ °)J

U
|
v

hc m
(13.6)(1.602 X 10~'%)

(6.625 X 1073*)(2.99 X 10®)
(13.6)(1.602 X 10~'%)

< 9.09%107®m=90.9 nm

Hence a photon beam with a wavelength greater than 90.9 nm will not be able
to ionize hydrogen atoms no matter how high its intensity is.

A.2 Compton scattering

Compton scattering refers to the inelastic scattering of photons from free or loosely
bound electrons which are at rest. Since the electron is almost free, it may also get
scattered as a result of the collision.

Compton scattering was first discovered and studied by Arthur Holly Compton in
1923. During a scattering experiment, he found out that the wavelength of the scat-
tered light was different from that of the incident light. He successfully explained this
phenomenon by considering light to consist of quantized wave packets or photons.

Figure 2.3.4 shows this process for a bound electron. The reader may recall that
the binding energies of low-Z elements are on the order of a few hundred eV, while
the ~-ray sources used in laboratories have energies in the range of hundreds of
keV. Therefore, the bound electron can be considered almost free and at rest with
respect to the incident photons. In general, for orbital electrons, the Compton effect
is more probable than the photoelectric effect if the energy of the incident photon is
higher than the binding energy of the innermost electron in the target atom.

Simple energy and linear momentum conservation laws can be used to derive the
relation between wavelengths of incident and scattered photons (see example below):

h
A=X+ —[1—cos b (2.3.10)
mgpc
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Incident
photon

Figure 2.3.4 Compton scattering of a photon having energy E., = hc/)o from a bound
electron. Some of the energy of the incident photon goes into knocking the orbital electron
out of its orbit.

Here A\ and A represent wavelengths of incident and scattered photons respec-
tively, myq is the rest energy of electron, and @ is the angle between incident and
scattered photons (see Figure 2.3.4).

Example:
Derive Eq. (2.3.10).

Solution:
For this derivation, we will assume that the electron is not only at rest before
the collision but is also not under the influence of any other force. In other
words, it is free to move around. As we saw before, these two assumptions are
valid to a good approximation even for electrons bound to an atom provided
the incident photon has high enough energy.

The scattering process is depicted in Figure 2.3.5, where the momenta
before and after collision have been broken down into their respective

Incident photon

Pyo= kg

pysin6

Figure 2.3.5 Initial and final momenta of the particles involved in Compton scattering. The
momenta of the scattered electron and photon have been broken down into their horizontal
and vertical components. The electron is assumed to be at rest before the collision.




92

Physics and Engineering of Radiation Detection

horizontal and vertical components. This will aid us in taking the vector sum
of the momenta while applying the law of conservation of momentum.

Since the electron has been assumed to be at rest before the collision,
we have p.,o =0 and the total momentum in the horizontal direction before
collision is simply the photon’s momentum p.o. After the scattering, there
are two horizontal momenta corresponding to both the electron and the
photon. Application of conservation of momentum in the horizontal direc-
tion gives

P~0 = p~cos 8 + p.cos ¢.
:>p%{ cos® 0= (p~0 —Pe cOs ®)? (2.3.11)

To apply the conservation of momentum in the vertical direction, we note
that before scattering there is no momentum in the vertical direction. Hence
we have

0= p- sin 0 — p, sin @,

where the negative sign simply shows that the two momenta are in opposite
directions to each other. The above equation can be written as

pisinze =p§sin2¢. (2.3.12)

By adding Eqs. (2.3.11) and (2.3.12) and using the trigonometric identity,
sin? 6 + cos” 0 =1 we get

2_ 2 2
Pe =Py TPy~ 2pop- 08 0. (2.3.13)
To eliminate p, from this equation, we apply the conservation of total
energy by requiring that the total energy of the system before and after colli-
sion must be equal. The electron, being initially at rest, does not have any
kinetic energy and therefore its total energy is equal to its rest mass energy
mocz. After scattering, it attains a momentum, which according to special rela-
tivity is related to its energy by the relation
2_ .22 2 4
E; =p,c” + myc”.

Now, the energy of a photon in terms of its momentum is given by

E,=p.c.
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Application of the conservation of energy to the scattering process and
using the above two energy relations gives

EwO F Ee() = EA’ A Ee.

= proc + moc® = pc + 1/ p2c? + mic (2.3.14)

=p; =Pl + P2 = 2pop- + 2moc(po — p-)
Equating (2.3.13) with (2.3.14) and some rearrangement yields
P~0 — Py = Prop~(1 — cos 0).

Using p., = h/) in the above equation, we get the required relation

h
A= X+ — (1 —cos 6).
mgpc

In terms of incident and scattered photon energies, Eq. (2.3.10) can be written as

E —1
E,=Eo|1+—%(1—cos )| , (2.3.15)
‘ myc

where we have used the energy—wavelength relation E., = hc/\.

This relation shows that the energy of the scattered photon depends not only on
the incident photon energy but also on the scattering angle. In other words, the scat-
tering process is not isotropic. We will see later that this directional dependence is
actually advantageous for spectroscopic purposes. Let us now have a look at the
dependence of scattered photon energy on three extreme angles: 0°, 90°, and 180°.

Case 1 (0 =0): In this case, cos § = 1, and therefore Eq. (2.3.15) gives
E,= E;T‘“X = E.o.

Hence the scattered photon continues in the same direction as the incident
photon and carries all of its energy with it. Of course, this implies that the photon
has not actually interacted with the electron and therefore this should not be
regarded as a scattering process at all. However, it should be noted that this case
gives us the upper bound on the scattered photon energy. This may at first seem an
intuitive conclusion, but as it turns out there is a special process known as reverse
Compton scattering in which the scattered photon energy is actually higher than the
energy of the incident photon. In this process, the electron is not at rest and
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therefore carries kinetic energy. During its interaction with the photon, the electron
transfers some of its energy to the photon, hence the term reverse Compton effect.

Certainly, this is a special case of Compton scattering, which is not generally
encountered in laboratories. In the case of normal Compton scattering where the
target electron is essentially at rest with respect to the incident photon, the scattered
photon energy should not exceed the incident photon energy.

Case 2 (0 =90°): In this situation the incident photon flies away at right angles to
its original direction of motion after interacting with the electron. By substituting
cos #=0 in Eq. (2.3.15), we can find the energy carried away by the scattered
photon:

— Ey -
£-mafie £]
The change in photon’s wavelength during this interaction as estimated from
Eq. (2.3.10) as

AN = i =2.432 fm.
mgoc

Case 3 (0=180°): It is obvious from Eq. (2.3.15) that a photon scattered at
6 =180° will carry the minimum possible energy (since 1 — cos € is maximum at
0 = 180°). In this case, substituting 1 — cos § =2 in Eq. (2.3.15) yields

. 2E0]7"
EM =Eq|1+ =22 (2.3.16)
N moc?
This equation can also be written as
2 271
: moc myc
EM" = 1+ . 2.3.17
R 2 { 2EN0} ( )

To obtain a numerical result independent of the incident photon energy, let us
assume that the incident photon energy is much higher than half the electron rest
energy, i.e., E,>»moc?/2. There is nothing special about half the electron rest
energy; it has been chosen because we wanted to eliminate the term containing
moc> / 2E.o. The above equation then reduces to
m()C2

2

=255 keV.

E’r\:ﬂ'n ~
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This is a very interesting result because it tells us that the electron will carry the
maximum energy it could at any angle. This process resembles the simple head-on
collision of two point masses in which the incident object completely reverses its
motion and the target object starts moving forward. To determine the energy of the
electron, we assume that most of the energy of the incident photon is distributed
between the scattered photon and the electron. Hence the maximum energy of the
scattered electron can be calculated from

E™ ~ E. —255 keV.

This implies that in a ~-ray spectroscopy experiment, one should see a peak at
the energy level E, — 255 keV. Such a peak is actually observed and is so promi-
nent that it has a name of its own: the Compton edge (Figure 2.3.6). A consequence
of this observation is that even though the scattering is inelastic, the energy
imparted to the atom is not significantly high.

It is also instructive to plot the dependence of change in wavelength of the photon
on the scattering angle. Figure 2.3.7 shows such a plot spanning the full 360° around
the target electron. As expected, the largest change in wavelength occurs at § = 180°,
which corresponds to Case 3 discussed above. The photon scattered at this angle car-
ries the minimum possible energy E‘;,‘i“as allowed by the Compton process.

A fair question to ask at this point is: How can the energy that the electron carries
with it be calculated? Though at first sight it may seem trivial to answer this ques-
tion, the reality is that the inelastic behavior of this scattering process makes it a bit
harder than merely subtracting the scattered photon energy from the incident photon
energy. The reason is that if the electron is in an atomic orbit before collision, then
some of the energy may also go into exciting the atom. A part of this energy, which
is equal to the binding energy of the electron, goes into helping the electron break the

Photopeak !

Backscatter peak
: Compton edge

Events per energy bin

Compton continuum

~E,-255 E,
Energy (keV)

Figure 2.3.6 Typical ~-ray spectrum obtained by a detector surrounded by heavy shielding
(such as lead).
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Figure 2.3.7 Angular distribution of change in wavelength of a Compton-scattered photon.

potential barrier of the atom and get scattered. The remaining excess energy may not
be large enough for the atom to be emitted as some sort of de-excitation process. To
make life simple, though, we can always assume that this energy is very small com-
pared to the energy carried away by the photon. In this case, the energy carried away
by the scattered electron can be estimated by subtracting the scattered photon energy
E., and the atomic binding energy Ej, of the electron from the incident photon energy:

E%O 1 —cos

mc? |1+ (Exo/mc2)(1 —cos 0)]

E,~Eg—E, —Ep= Ey (2.3.18)

Another simplification to this equation can be made by noting that the binding
energy of electrons in low- to moderate-Z elements is several orders of magnitude
smaller than the energy of the ~-ray photons emitted by most sources. In this case,
one can simply ignore the term E, in the above equation and estimate the energy of
the electron from

ENEQ_E_E’%O 1 —cosd
.~ E—E,

" me? |1+ (Eyg/me)(1 —cos 0)] (23.19)

Up to now we have not said anything about the dependence of cross section on
the scattering angle 6. Let us do that now. The differential cross section for
Compton scattering can be fairly accurately calculated from the so-called
Klein—Nishina formula:

do, ? 1+cos? 6 ] [ 402sin*(0/2) (2320)

o (1+a(1—cos 6)) (1 +cos? 9){1 + (1 —cos 0)} |
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Here r,=2.818 X 10" " cm is the classical electron radius and a = hv/myc?
with v and my are the wavelength of the incident photon and the electron rest mass,
respectively.

Example:

A photon incident on an atom scatters off at an angle of 55° with an energy of
150 keV. Determine the initial energy of the photon and the energy of the
scattered electron.

Solution:
The wavelength of the scattered photon is

he
A
~(6.62 X 1073)(2.99 X 10%)
(150 X 10%)(1.6 X 107 19)
=8247X10 " m.

AS

The wavelength of the incident photon can be computed with the help of
Eq. (2.3.10) as follows:

h
A=A ——[1 —cosf]
myc
6.62 X 107>
— —12 0
=8247Xx 107" - — o [1 = cos 55°]
(9.11 X 10731)(2.99 X 10%)
=5.870X 1072 m.

This corresponds to the energy of

(662X 107*)(2.99 X 10°)
5.870 X 101

3372 X107 47J
210.5 ke V.

To compute the energy of the scattered electron we assume that the binding
energy of the atom is negligibly small. Then the energy of the scattered elec-
tron would simply be equal to the difference between the energies of the inci-
dent and scattered photon, i.e.,

Ee = Ei - Es
=210.5 — 150 = 60.5 keV.
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A.3 Thompson scattering

Thompson scattering is an elastic scattering process between a free electron and a
photon of low energy. By low energy we mean the energy at which quantum effects
are not significant. Therefore, in order to derive kinematic quantities related to
Thompson scattering, the concepts of classical electromagnetic theory can be ade-
quately applied.

The differential and total cross sections for Thompson scattering are given by

d

d(?lh = rf sin” @ (2.3.21)
87 , -29 2

and oy = ?re =6.65 X107 m?, (2.3.22)

where 6 is the photon scattering angle with respect to its original direction of
motion and r, is the classical electron radius.

A.4 Rayleigh scattering

In this elastic scattering process, there is minimal coupling of photons to the inter-
nal structure of the target atom. The theory of Rayleigh scattering, first proposed by
Lord Rayleigh in 1871, is applicable when the radius of the target is much smaller
than the wavelength of the incident photon. A Rayleigh scattered photon has almost
the same wavelength as the incident photon, which implies that the energy transfer
during the process is extremely small. For most of the X-rays and low-energy
~-rays, the Rayleigh process is the predominant mode of elastic scattering.

The cross section for this process is inversely proportional to the fourth power of
the wavelength of the incident photon and can be written as [13]

2

2 _
m 11 (2.3.23)

m2+1

Ory

_ 8maS [2mny, 4
3 Ao

Here )\ is the wavelength of the incident photon, a is the radius of the target
particle, and m = ny/n,, is the ratio of the index of refraction of the target particle to
that of the surrounding medium.

A.5 Pair production

Pair production is the process that results in the conversion of a photon into an
electron—positron pair. Since photon has no rest mass, we can say that this process
converts energy into mass according to Einstein’s mass energy relation E = mc?.
Earlier in the chapter we discussed the process of electron—positron annihilation, in
which mass converts into energy. We can think of pair production as the inverse
process of the electron—positron annihilation. However, there is one operational

difference between the two processes: Pair production always takes place in a
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material, whereas electron—positron annihilation has no such requirement. To be
more specific, for pair production to take place, there must be another particle in
the vicinity of the photon to ensure momentum conservation. The process in the
vicinity of a nucleus can be represented as

N+X > et+et + X5 (2.3.24)

where X and X* represent the ground and excited states of the nucleus.

Intuitively, we can say that since energy is being converted into two particles
that have masses, enough energy should be available for this process to take place.
That is, the photon must have the energy equivalent of at least the rest masses of
two electrons (electron and positron have equal masses).

2
E’y,thresh = 2m,c

(2.3.25)
= E’y,thresh =1.022 MeV
Here m, is the mass of an electron or a positron. Hence a photon carrying energy
below 1.022 MeV cannot convert into an electron—positron pair.
The actual threshold energy for the process in the vicinity of a heavy nucleus is
given by

2.2
Ew,lhresh = zmecz + —— 5 (2326)

Mpyc

Here my, is the mass of the nucleus. We can also write the above equation in
the form

E'\‘,lhresh s Zmecz |:1 + &:| . (2327)

1
Mpye
Since the mass of a nucleus is much greater than the mass of an electron

(Myue >m,), we can neglect the second term in the parentheses on the right-hand
side and get the threshold condition we found earlier, i.e.,

2
Eﬁ‘,lhresh = zmec .
Pair production can also occur in the vicinity of lighter particles, such as elec-
trons. The process in the vicinity of an electron is generally referred to as triplet
production and can be written as

Nte—set+e e (2.3.28)

The reader might be wondering why this process is termed triplet production
when only an electron and a positron are produced. It is true that only an



100 Physics and Engineering of Radiation Detection

electron—positron pair is generated, but since the original electron also scatters off,
in the imaging detector three tracks are seen: two electrons and a positron. Hence
the process is called triplet production not because three particles are produced, but
because of the unique signature of three particle tracks that it produces. To avoid
confusion, some authors use the term triplet pair production for this process. This
process has a threshold of 2.044 MeV. Since there are only a few radioactive
sources that emit ~-rays having energies higher than this threshold, this process is
not of much significance in normal radiation measurements.

The positrons produced during the process of pair production have very short
mean lives. The reason is, of course, the occurrence of this reaction in materials,
which always have electrons in abundance. Thus the positrons quickly combine
with nearby electrons to produce photons through the process of annihilation.

Example:
Determine the region of the electromagnetic spectrum for a photon to be able
to generate an electron—positron pair through the process of pair production.

Solution:
To determine the threshold wavelength for the process, we use the pair pro-
duction threshold relation (2.3.25) and E. = hc/ .

2
Ew,thresh = 2mec
he 2

= =2m,c

>\thresh

= Athresh = Imoc
e

Substituting h=6.625X10"*Js, m,=9.11x10 kg, and c¢=
2.99 X 10® m/s in the above relation gives

)\lhresh =12X 10_12 m=1.2fm

Looking at the electromagnetic spectrum (Figure 1.6.1), we conclude
that only ~-rays or high-energy hard X-rays are capable of producing
electron—positron pairs.

It is apparent that this process is not possible at low photon energies. If we
compare this with the usual photons used in X-ray diagnostics, having energy
of a few tens of keV, it is unnecessary to even consider this process as a possi-
bility. However, in some ~-decays, photons of energy greater than this thresh-
old are emitted.

Now we turn our attention to the probability of occurrence of this process
in any material. The pair production cross section for high-energy photons
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E>?20MeV has a roughly Z* dependence, Z being the atomic number of the
material.

Opair 2. (2.3.29)
This means that for heavy elements, the pair production cross section is sig-

nificantly higher than for lighter elements. The actual cross section can be
written as

7 183 1
Opair = 4ar2Z? [5 In (W) — ﬂ] cm?/atom, (2.3.30)

where « is the electron fine structure constant and r, is the classical electron
radius. Figure 2.3.8 shows the behavior of o, with respect to atomic number Z.

0: L b b b 1y
0 20 40 60 80 100

z

Figure 2.3.8 Dependence of pair production cross section of high-energy photons
(E,>20 MeV) on atomic number Z as calculated from Eq. (2.3.30). 0 py, iS in units
of barn/atom.

It is also convenient to represent the pair production cross section in terms
of radiation length X, which was described earlier in the chapter for the pas-
sage of electrons through matter. For high-energy photons, we mentioned
that the process of pair production should be considered when defining
radiation length. Hence in similar terms, we can define the radiation length
for photons in a material as the depth at which a photon beam loses 1 — 1/e
(or about 63%) of its energy through pair production. Note that here e refers
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to the exponential factor. The formulae for radiation length for photons are
the same as those for electrons since the processes of Bremsstrahlung and
pair production are connected by underlying physics. In fact, the reader may
readily recognize the similarity between the pair production cross section
(2.3.30) and the radiation length formula (2.1.15). To write relation (2.3.30)
in terms of the radiation length, we can safely ignore the 1/54 term. Hence
Opair €an also be written as

7A 1

ir = = 2.3.31
Opa 9 NA Xo (2.3.31)

where A is the atomic mass of the element and N4 is the Avogadro number.

2.3.B Passage of photons through matter

Now that we have learned the basic processes that define the interactions a photon
may undergo while passing through matter, we are ready to discuss the gross out-
comes of such interactions. Luckily enough, although the underlying processes are
fairly complicated, their overall effect on a beam of photons and the material
through which it passes can be characterized by simple relations. Before we go on
to define these relations, let us have a qualitative look at the passage of a photon
beam through matter.

A photon beam consists of a large number of photons moving in a straight
line. The beam may or may not be monochromatic, i.e., all the photons in the
beam may or may not have the same energy. Of course, the term same is some-
what loosely defined here since even a so-called monochromatic photon beam
has some variations in energy around its mean value. Depending on their energy,
each photon in the beam may undergo one of the several interactions we dis-
cussed earlier. It is hard, even impossible, to say with absolute certainty that a
photon with a certain energy will definitely interact with an atom in a defined
way. However, the gross interaction mechanisms of a large number of photons
can be quite accurately predicted with the help of statistical quantities such as
cross section.

In radiation measurements, a photon beam is relatively easy to handle compared
to a beam of massive particles. The reason is that the interaction of photons with
matter is localized or discrete. That is, a photon that has not interacted with any
particle does not lose energy and remains a part of the beam. This means that the
energy of all noninteracting photons in a beam remains constant as the beam passes
through the material. However, the intensity of the beam decreases as it traverses
the material due to loss of interacting photons.
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It has been found that at any point in a material, the decrease in intensity of a pho-
ton beam per unit length of the material depends on the intensity at that point, i.e.,

d/

_oc—I

(2.3.32)

where dI is the change in intensity as the beam passes through thickness dx (actu-
ally dI/dx represents the tangents of the I versus x curve at each point). y is the
total linear attenuation coefficient, which depends on the type of material and the
photon energy. Integrating the above equation gives

I=1ye ", (2.3.33)

where I, is the intensity of the photon beam just before it enters the material and /
is its intensity at a depth x.

It is interesting to note the similarity of the above equation with the radioactive
decay law we studied in the previous chapter. In fact, by analogy with the half and
mean lives of radioisotopes, the mean free path )\, and half-thickness x; /2 can be
defined for photon beam attenuation in materials as follows:

M=+ (2.3.34)
m
In(2

Xip= n) (2.3.35)

t

The term mean free path was defined earlier in the chapter. Now, using
Eq. (2.3.33), we can assign quantitative meaning to it. The reader can easily verify that
the mean free path is defined as the distance a photon beam travels such that its inten-
sity decreases by 1 — 1/e, which corresponds to about 63% of its original intensity.

The total linear attenuation coefficient in the above relations determines how
quickly or slowly a certain photon beam will attenuate while passing through a
material. It is a function not only of the photon energy but also of the type and den-
sity of the material. Its dependence on these three parameters is actually a problem
for tabulation and therefore instead of the total linear attenuation coefficient, a
related quantity, the mass attenuation coefficient, defined by

= L, (2.3.36)

D[R

is quoted. Here p is the density of the material. Since the mass attenuation coeffi-
cient is independent of the physical state of the material, one can easily deduce the
linear attenuation coefficient by simply multiplying it by the density of the material.
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' and cmz/g,

e and p, are generally quoted in the literature in units of cm™
respectively.
Just like the mean free path, we can define the specific mean free path using the

mass attenuation coefficient as
1

[

Ap = (2.3.37)

The total attenuation coefficient characterizes the probability of interaction of
photons in a material. Since the cross section also characterizes the probability of
interaction, these two quantities must be related to each other. This is true since
one can write the total linear attenuation coefficient i, in terms of total cross sec-
tion o, as

W =olN

— 0, PNA, (2.3.38)
A

where N represents the number of atoms per unit volume in the material having
atomic number A and p is the weight density of the material. N, is the familiar
Avogadro’s number. It is evident from the above relations that the units of p, will
be cm ™! if o¢ 18 in cm” 2, atom, N, is in atoms/cm>, and pisin g/cm3.

We can also write the total mass attenuation coefficient in terms of the total
cross section as

Na

i = 0 (2.3.39)

Example:

Determine the thickness of lead needed to block 17.4 keV X-rays by a factor
of 10*. The density and mass attenuation coefficient of lead are 11.3 g/cm’
and 122.8 cm?/g, respectively.

Solution:

Blocking the beam by a factor of 10* implies that the intensity of the X-ray
beam coming out of the lead should be 10~ * times the original beam intensity.
Therefore, using / =101074 in Eq. (2.3.33), we can determine the required
thickness d as follows:

I = Iy e Hd

1074 = e Hud

=  In(107 =-—pud
In(107%)

= d =—— -

e




Interaction of radiation with matter 105

The total linear attenuation coefficient can be determined from the given
mass attenuation coefficient using relation (2.3.36):

[y = P
=122.8 X 11.3 =1387.64 cm™"

Hence the required thickness d of lead is

_ In(107%)
Hy

__In(107%)
1387.64

d=

= (0.0066 cm = 66 pm.

This result clearly shows the effectiveness of lead in attenuating photons.
Lead is commonly used for shielding purposes in radiation environments.

Let us now see how the attenuation coefficient for a particular material can
be determined. Since there is a direct relation between the attenuation coeffi-
cient and the cross section, if we know the total cross section, we can determine
the total attenuation coefficient. The total cross section o, can be determined by
simply adding the cross sections for individual processes, i.e.,

0y = 0pe + ¢ t Oy + Opair T Ogip + -+, (2.3.40)

where the subscripts pe, c, ry, pair, and trip represent the photoelectric effect,
Compton scattering, Rayleigh scattering, pair production, and triplet production,
respectively. The dots represent other processes such as Thompson scattering and
photonuclear interactions. Then, according to Egs. (2.3.38) and (2.3.39), the total
linear and total mass attenuation coefficients can be determined from

N,

B = pa (Ope + 0c + Ory + Opair + Ourip + +++) (2.3.41)
Na

Py = ——(0pe + 0c + Oy + Opair + Owip + 0. (2.3.42)

The tabulated values of photon attenuation coefficients found in the literature are
actually computed using this method. However, since such computations depend
heavily on theoretically obtained formulae for cross sections, sometimes it is
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Figure 2.3.9 Dependence of mass attenuation coefficients of potassium and lead on energy.

desirable that the coefficients are also experimentally measured. Discrepancies of
around 5% between theoretical and experimental values are not uncommon.

Figure 2.3.9 shows the mass attenuation coefficients of potassium and lead. As
one would expect, the attenuation coefficient decreases with increase in energy.
However, at certain energies, there are abrupt jumps in attenuation coefficients.
These jumps occur when the energy of the photon matches one of the binding ener-
gies of the atom. At that energy, the absorption of the photons increases abruptly
and the attenuation coefficient jumps to a higher value. These abrupt changes in
attenuation coefficients have been exploited in radiation imaging techniques to
enhance image contrast.

B.1 Measuring attenuation coefficient

To see how one can determine the attenuation coefficient experimentally, we
note that according to Eq. (2.3.33), the total linear attenuation coefficient can be
written as

1. (I

Hence, to determine the linear attenuation coefficient, we just need to measure
the incoming and the outgoing intensities of a photon beam that passes through a
slab of thickness d of the material. Such an experimental setup is shown in
Figure 2.3.10. The intensities I and / going in and coming out of the material can
be measured by two detectors installed before and after the material. Due to the
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Figure 2.3.10 Sketch of a simple setup for determining the attenuation coefficient of a
material. The incident and transmitted intensities (I and /) are measured through two
detectors, before and after the slab of the material.

energy dependence of the attenuation coefficient, either the source should be able
to provide a monochromatic beam or a monochromator setup should be used. The
choice of source depends on the application. For composite materials, such as body
organs, radioactive sources are generally preferred due to their ease in deployment
and use. For more accurate measurements, high-intensity X-ray beams such as those
provided by synchrotron sources are used. However, since the X-ray spectra of such
sources are quite broad, the setup must also include a monochromator to selectively
use photon beams of the desired wavelength.

B.2 Mixtures and compounds

The attenuation coefficient of a compound or mixture at a certain energy can be
obtained by simply taking the weighted mean of its individual components accord-
ing to

=Y wipi and (2.3.44)

i = D Wil (23.45)

where w; is the weight fraction of ith element in the mixture or compound having
total linear and total mass attenuation coefficients of x and p! , respectively.

Figure 2.3.11 shows the dependence of mass attenuation coefficients of water
and dry air on energy.
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Figure 2.3.11 Dependence of mass attenuation coefficients of water (solid line) and dry air
(dotted line) on energy.

Example:

Estimate the mean free path of 150 keV X-ray photons traveling in ordinary
water under normal atmospheric conditions. The total mass absorption coeffi-
cients of hydrogen and oxygen are 0.2651 and 0.1361 cm?/g, respectively.

Solution:
The weight fractions of hydrogen and oxygen in water are

2
~ =0.1111
"5 16 0
16
Wo A 5 = 0.8889

Hence, according to Eq. (2.3.45), the mass attenuation coefficient of water is

i = Wi, + WoiS,
=0.1111 X 0.2651 + 0.8889 X 0.1361
=0.1504 cm?/g

Under normal conditions, the density of water is 1 g/cm. Therefore, the total
linear absorption coefficient of water for 150 keV photons is

1Y = pyi =0.1504 cm ™.
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The mean free path is simply the inverse of total linear attenuation coeffi-
cient. Hence we get

1

An = —w
M
-l ~665cm
01504 ¢

B.3 Stacked materials

If the photon beam passes through a stack of materials, the total attenuation of photons
can still be determined by applying Eq. (2.3.33) to each material. Let us suppose
we have three materials stacked one after the other as shown in Figure 2.3.12.
The intensity of photons at each junction, as determined from Eq. (2.3.33), is given by

11 = I() e_u‘ldl
=1 e
=1 e_/h]dl e—mzdz =1 e—(ﬂrl]dl‘*'ﬂr,zdz)
L=hLe ti®
=1 e~ (Wldi+iidy) o—iidy — Iy e~ (ldi+dy+pids)

-~
WS>

uu:

Nl

pZ
g
/

e
e
e

|<_d1—>!<—d2 T<—ds

Iy

_

Intensity

L

Distance

Figure 2.3.12 Depiction of passage of photons through three materials of different
thicknesses and attenuation coefficients. The exponential variation of photon intensity in
each material according to Eq. (2.3.33) is also shown.
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Here the subscripts 1, 2, and 3 represent the three materials. Using this result,
we can write a general equation for the intensity of a photon beam coming out of
N materials in terms of total linear and total mass attenuation coefficients as

N
Iv=1I, exp(— § u{d,-) (2.3.46)
i=1

N
= Iy exp (- > ufnp,-d;> : (2.3.47)
i=1

where p; is the density of the ith material.

Example:

Estimate the percentage of 100 keV photons absorbed in a cylindrical ioniza-
tion detector. The photons enter the detector through a 100 um thick alumi-
num window and are attenuated in the 6 cm thick bed of the filling gas (CO,)
at atmospheric temperature and pressure. The photons surviving the interac-
tions leave the detector through another 100 pm thick aluminum window. The
mass attenuation coefficients of 100 keV photons in aluminum, carbon, and
oxygen are 0.1704, 0.1514, and 0.1551 cm?/g, respectively. The densities of
aluminum and CO, are 2.699 and 1.833 X 10> g/cm’, respectively.

Solution:
According to Eq. (2.3.47), the intensity of photons leaving the detector is
given by

Iout = 10 e_(/’;‘da+/tlgdg+ﬂi'da)’

where the subscripts a and g stand for aluminum and fill gas, respectively.
The percentage of photons absorbed in the detector can then be written as

Iy — I,
Nips = 207 Tout w100
Iy

=(1- e*(u‘;‘dz.wfdgw‘“du)) X 100.

The mass attenuation coefficient of CO, can be calculated by taking the
weighted mean of the given mass attenuation coefficients of carbon and oxygen:

i = We ki + Wokn,

12 32
=(-—10. + 11— 0.

=0.1541 cm?/g
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The required percentage of absorbed photons is then given by

— _ A—(2X0.1704 X 2.699 X 100 X 107*40.1541 X 1.833 X 1073 X 6)
Naps =(1 —¢ ) X 100
abs .

=1.08%.

2.4 Interaction of heavy charged particles with matter

By heavy charged particles, we mean particles with A =1, such as protons and
a-particles. Heavy charged particles behave quite differently in matter than the light
charged particles. At low to moderate energies, the most important type of interac-
tion for heavy charged particles is the so-called Rutherford scattering. We will look
at this in some detail before we go on to the discussion of the overall effect of pas-
sage of such particles through matter.

2.4.A Rutherford scattering

Rutherford scattering, first discovered by Lord Rutherford, refers to the elastic scat-
tering of a heavy charged particle (such as an a-particle) from a nucleus. In his
famous scattering experiment, Rutherford bombarded a thin gold foil with
a-particles and studied how many of them deflected from their original direction of
motion. He noticed that most of the a-particles passed through the foil undeflected,
while some deflected at very large angles. This experiment proved that most of the
space in the atom is empty and the positive charge is concentrated into a small
space, which we now call the nucleus.

Rutherford scattering is sometimes referred to as Coulomb scattering since the
Coulomb force between the incident particle and the target nucleus is responsible
for the interaction. A simplified diagram of a Rutherford scattering experiment is
shown in Figure 2.4.1. A very thin gold foil is bombarded with a-particles from a

Detectow Detector

Collimator I output
Source ’\ 0 ;
— T @ LU B AU
To vaccuum I
pump AN

Figure 2.4.1 A simple setup to determine the angular distribution of scattered particles in
Rutherford scattering.
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Figure 2.4.2 Angular dependence of the relative number of particles deflected through
Rutherford scattering.

radioactive source, such as americium-241. The scattered particles are detected by a
particle detector, which can be rotated at different angles. Such an experiment
yields the following dependence of the scattering angle 6 on the number of scat-
tered particles V.

1

Ns“m (2.4.1)

This relationship is plotted in Figure 2.4.2 for § =0 to § = 180°. It is apparent
that most of the incident particles pass through the target undeflected, hinting at the
vast emptiness of atomic space.

The differential cross section of this process is given by the so-called Rutherford
formula:

2
do _ Z27? {mec} 1 (2.42)

dQ 4 | Bp] sin*(6/2)
Here Z; and Z, are the atomic numbers of the incident and target particles, respec-
tively, and 6 is the scattering angle. The impact parameter b and the scattering angle

0 are defined as shown in Figure 2.4.3. These and other factors in the above defini-
tion of the differential cross section can be calculated from the following relations:

27,7,¢*
Y
b =rsin ¢
p=(01-5)"
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Target nucleus

Figure 2.4.3 Rutherford scattering of a particle with charge eZ; by nucleus having charge
eZ,. The cross section of the process depends strongly on the impact parameter b.

The above formula has been developed for particles moving at relativistic
speeds. If the incident particle can be considered nonrelativistic (v« ¢), then classi-
cal mechanics can be employed to derive a simpler form of the Rutherford formula.
This is given by

702 1
do {ZIZte ] 1 (2.43)

dQ  [16meoT| sin*(0/2)°
where T is the kinetic energy of the incident particle. It should be noted that
the angular dependence of the differential cross section is the same in both
cases and is also consistent with the experimental observation depicted in
Figure 2.4.2. This classical limit formula is the one that was originally derived
by Rutherford.
The total cross section for Rutherford scattering can be determined by integrat-
ing the differential cross section over the whole solid angle €2:

do
Coa = | —=dQ. (2.4.4)
total JQ a0

Generally, one is interested in predicting the number of particles scattered in a
certain solid angle (see example below). This can be done by simply multiplying
the differential cross section by the element of the solid angle, i.e.,

Ac(f) = j—gm. (2.4.5)
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Example:

In his original scattering experiment, Rutherford observed the number of
a-particles scattered from gold nuclei by counting the number of flashes on a
scintillation screen in a dark room. Luckily, with the advent of electronic
detectors, such painstaking work is not needed now. Let us replicate
Rutherford’s experiment but with an electronic detector having a surface area
of 1 cm?. Suppose the source emits 3 MeV a-particles with an intensity of
10° s~ " and the target is a 1 pm thick aluminum foil (the setup would be iden-
tical to the one shown in Figure 2.4.1). Assume that the detector can count
individual «-particles with an efficiency of 60%. Compute the number of
counts recorded by the detector at 10° and 30° relative to the initial direction
of motion of the a-particles. At both angles, the distance of the detector from
the intg:sractig)n point remains 15 cm. Take the atomic density of gold to be
6X10"m .

Solution:
Let us begin by simplifying Eq. (2.4.3) for scattering of 3 MeV a-particles by
gold nuclei.

- 2
do Z.Z.e* 1
dQ2 16meoT| sint (6/2)

r 2

(2)(79)(1.602 X 10~ 19)2 1
167(8.85 X 10712)(3 X 106 X 1.602 X 10 %) | sin*(8/2)

3.537x10°%8 m? /ster

sin*(6/2)

Here ster stands for steradian, which is the unit of solid angle. Using this
relation, we can compute the differential scattering cross sections for the parti-
cles scattered at 10° and 30°.

1
S =3.597 X 107
gm0 sin*(5°)

=6.234 X 1072 m?/ster

1
do =3597 X 10728 ——
L) P sin*(15°)

=8.016 X 1072 m?/ster

Physics and Engineering of Radiation Detection




Interaction of radiation with matter

115

Now that we have the differential scattering cross sections at the two
angles, we can multiply them by the solid angles subtended by the detector,
which is given by

to obtain the total cross sections for scattering at 10° and 30° as follows:

d
Ao(f) = %AQ

= Ac(0=10°) = (6.234 X 1072*)(4.44 X 107°) m?
=2771 X107 m?

Ac(0=30") = (8.016 X 1072°)(4.44 X 10~3) m?
=3.563 X 102 m?.

If we know the atomic density D and thickness ¢ of the target material, we
can estimate the number of particles scattered at an angle 6 by

Ny = NoAa(6)Dr,

where N, is the number of incident particles. Therefore, for the two given
angles, we get

Ny = (10°)(2.771 X 1072%)(6 X 10**)(107°)
~ 1663 5!

N, = (10%)(3.563 X 1072)(6 X 10°*)(10~°)
~21s !

Since the detector is only 60% efficient, the count rate recorded at the two
angles will be

C, ~ (1663)(0.6) =998 5!

Cy0 ~ (21)(0.6) =13 57"
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2.4.B Passage of charged particles through matter

There is a fundamental difference between the interaction of charged particle beams
with matter and that of photon beams. We saw earlier that whenever a photon interacts
with a material, it is either absorbed or scattered and consequently removed from the
beam. But when a charged particle interacts with matter, it does not get removed from
the beam except for the rare cases when it gets scattered at a very large angle.

There are a number of electronic and nuclear mechanisms through which
charged particles can interact with particles in the medium. However, the net result
of all these interactions is a reduction in the energy of the particles as they pass
through the medium. Although the underlying interaction mechanisms are very
complicated, fortunately the rate of this energy loss can be fairly accurately pre-
dicted by a number of semiempirical relations that have been developed.

The rate at which a charged particle loses energy as it passes through a material
depends on the nature of both the incident and the target particles. This quantity is
generally referred to in the literature as the sfopping power of the material. It should
be noted that stopping power does not represent the energy loss per unit time, but
rather the energy that a charged particle loses per unit length of the material it tra-
verses. Generally speaking, any charged particle can have either electronic, nuclear,
or gravitational interaction with the particles of the material through which it
passes. However, the gravitational interaction is too low to be of any significance
and is generally ignored. The total stopping power is then just the sum of the stop-
ping powers due to electronic and nuclear interactions:

Stotal = —

dE
dx

ar (2.4.6)

dx S electronic + Snuclear-

The negative sign in these equations signifies the fact that the particles lose
energy as they pass through the material. For most practical purposes, the nuclear
component of the stopping power can also be ignored as it generally accounts for
only a fraction of total stopping power. For particles such as electrons, this state-
ment is always valid since they are not affected at all by the strong nuclear force.
For heavy positive charges, such as a-particles, this holds if the particle energy is
not high enough for it to penetrate so deep into the atom that the short-range
nuclear forces become significantly strong. Hence, in most cases, the stopping
power can be written as a function of the electronic component only:

dE
- a ~ Jelectronic- (247)

The first successful attempt to derive a relation for the energy loss experienced by
an ion moving in the electromagnetic field of an electron was made by Niels Bohr.
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He argued that such an expression can be obtained by simply considering the
impulses delivered by the ion to the electron as it passes through its electromagnetic
field. This consideration led him to the following relation:

dE 4 2.4 ) 2 3 7
|:_ _:l _ Tq €2NL In [”( mevzf( ):| (2.4.8)
dx |y meVv qe

where

e is the unit electron charge,

m, is the mass of electron,

N, is the electron number density,

q is the charge of the ion,

v is the velocity of the ion,

f(Z) is a function of the atomic number Z of the material, and
7 is the relativistic factor given by (1 — v*/¢®) "2

Example:
Derive Eq. (2.4.8).

Solution:

Let us suppose that a heavy charged particle (such as an ion) is moving in the
x-direction in the electric field of an electron and define an impact parameter
b as the perpendicular distance between the two particles (Figure 2.4.4). The
rationale behind this definition is that the impulse experienced by the electron
as the ion approaches it will be canceled by the impulse delivered by the
receding ion and consequently the only contribution left will be perpendicular
to the motion of the ion.

Electron

\L AR
4 X

Ton

Figure 2.4.4 Definition of the impact parameter for a charged particle (such as an ion)
moving in the electric field of an electron.
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Supposing that the ion passes by the electron before it can move any signifi-
cant distance, we can calculate the momentum transferred to the electron
through the impulse delivered by the ion by

dp=| (=eEu)
— 0
Here E | is the perpendicular component of the electric field intensity given
relativistically by

T = qgeyb
(B2 +~21212)3/2

Here v = 1/sqrt(1 — v?/c?) is the relativistic factor for the ion moving with
velocity v.
Integration of the above equation yields

_ 2gqe
bv

In terms of energy transferred to the electron AE = Ap*/2m,, this can be
written as

24%¢*
AE = — (2.4.9)

Let us now define a cylinder of radius b around the path x of motion of an
ion with a volume element of 27b db dx. If N, is the electron number density,
then the total number of electrons in this volume element will be equal to
27N,.b db dx. Every electron in this volume element will experience the same
impulse, and therefore the total energy transferred to the electrons when the
ion moves a distance dx will be

dE
TG 27N,q J AED db.

__ 47N, g*e* Dmax

meV2 bmin
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Here we have evaluated the integral from minimum to maximum impact
parameter (b to bnax) since integrating from O to oo would yield a diver-
gent solution.

In order to determine a reasonable value of b,,;,, we note that the minimum
impact parameter will correspond to collisions in which the kinetic energy
transferred to the electron is maximum. The maximum energy that the ion can
transfer to the electron turns out to be E,x = 2me'yzv2. The reader is encour-
aged to perform this derivation (Hint: Use the law of conservation of linear
momentum). Substitution of this in Eq. (2.4.9) gives

24%¢*

AE = —
mevzbzmin

= 27.

bmin

Hence we find

qe*

ymev2

bmin -

Now we will use some intuitive thinking to come up with a good estimate
of the maximum impact parameter. In order for the ion to be able to deliver a
sharp impulse to an electron, it should move faster than the electron in the
atomic orbit, such that

bmax &

= .
v Ve

Here R, is the atomic radius and v, is the velocity of the electron. Since this
ratio is a function of the atomic number Z of the material, we can write

P i,
v

Substitution of b,;, and b, in Eq. (2.4.10) yields the required Eq. (2.4.8):

dE Amg?e*N, ! Vm v f(Z)
—— = n .
dx |gopr myv? qe?

Later on, Bethe and Bloch derived the following expression for the stopping
power using quantum mechanics:

dE AN m,c? pZq® W,
{——} = AT B A [m( m‘“) —ﬁz} (2.4.10)
dx Bethe—Bloch Aﬂ I
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where

Na = 6.022 X 10* mole ™" is the Avogadro number;

r,=2.818 X 107> m is the classical radius of the electron;

m,=9.109 X 1073! kg is the rest mass of the electron;

q is the electrical charge of the ion in units of unit electrical charge;

p is the density of the medium;

A is the mass number of the medium;

1 is the ionization potential of the medium;

[ is a correction factor. It is generally calculated from the relation: (=
[1—(Eo/(Ey -I-E/Ai))]l/2 where Eg =931.5 MeV is the rest mass energy per nucleon, E is
the energy of the incident particle having mass number A;, and W,,,, is the maximum
energy transferred in the encounter. It can be calculated from: Wy, = 2m60252/(1 - 3.

The factor 47rNAr§mec2 is constant, and therefore its numerical value can be per-

manently substituted in the above formula, which then becomes

dE 4.8938 X 10718 pZ4? Wonax
{__} _ ) P4 [m( ma ) —ﬁZ}J/m. (2.4.11)
dx Bethe—Bloch Aﬂ I

Though the units of J/m are in the SI system of units, in the literature, stopping
power is generally given in units of MeV/cm. Therefore, it is more convenient to
write the above equation in the form

E 30548 pZg?
{_d_} _ 030548924 {m (Wm”> . gz] MeV /em. (2.4.12)
d‘x Bethe—Bloch Aﬂ I

One of the more difficult parameters to evaluate in the above expression is the
ionization potential / of the medium. For this, a number of empirical formulae have
been proposed, such as

I1=12Z+7 for Z<13

1=9.76Z +5.5827%19 for Z=13 (2.4.13)

The Bethe—Bloch formula stated above has also been corrected for two factors
that become significant at very high and moderately low energies. One is the shield-
ing of distant electrons because of the polarization of electrons by the electric field
of the moving ion. This effect depends on the electron density and becomes more
and more important as the incident particle energy increases. The second correction
term applies at lower energies and depends on the orbital velocities of the electrons.
Both of these correction terms are subtractive and are generally represented by the
symbols 6 and C, respectively.

The modern form of the Bethe—Bloch formula for stopping power after applying
the corrections mentioned above is given by

E 4 2 2 7, 2 ax
[_d_} = DA P2 [m(W - ) - 9]. (2.4.14)
dx Bethe—Bloch Aﬁ 1 2 Z
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The Bethe—Bloch formula can also be written in terms of mass stopping power,
which is simply the stopping power as defined by Eq. (2.4.10) or Eq. (2.4.14)
divided by the density of the medium:

1dE AN T2 ” 2 0 Zq> Winax 1) C
L s 0 e
P A% | Bethe—Bloch ApB I 2 Z

It should be noted that the above expression for mass stopping power deals with
a medium with a unique atomic number and hence is valid for a pure element only.
In the case of a compound or a mixture of more than one element, we can use the
so-called Bragg—Kleeman rule to calculate the total mass stopping power:

1dE " wi dE
rih =X (&) (24.16)

where w; and p; are the fraction by mass of element i in the mixture and its density,
respectively.

The Bragg—Kleeman rule can also be applied to compute the stopping power of
a compound material using

dE n dE
{ELM - Z: i (E)i' (2.4.17)

i=

If we substitute the expressions for stopping power and mass stopping power in
the above relations, we can find expressions for average ionization potential (/),
(Z/A), and (6). However, these expressions do not give reliable results due mainly
to the increased bonding strength of electrons in compounds as compared to that in
elements. The higher bonding energy of electrons in a compound means that a sim-
ple weighted mean of individual ionization potentials would be an underestimate.
For more reliable estimates, one can use tables given in Refs. [53] and [52], which
have been generated after including several corrections.

Example:
Calculate the stopping power of 5 MeV «-particles in air.

Solution:

Let us assume that air is composed of 80% nitrogen and 20% oxygen.
According to the Bragg—Kleeman rule (Eq. (2.4.16)), the total mass stopping
power of air would be the weighted sum of the mass stopping powers of nitro-
gen and oxygen. For simplicity, let us use the uncorrected Bethe—Bloch for-
mula (2.4.10) (this assumption is valid since at this energy the correction
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factors 4 and C are insignificantly small). For a-particles, we have Z=2 and
q = 2. The other factors in Eq. (2.4.10) can be calculated as follows:

- 1/2
Ey
= 1—7
B E0+E/Aa
r 1/2
| 9315
931.5+5/2
=0.05174
2
WmaX=2meczl_—ﬂ2
0.05174)*
=2(0.511) ( )

1 —(0.05174)*
=2.743 X 1073 MeV.

The mass attenuation coefficient, according to Eq. (2.4.12), can then be
written as

1dE _ 0.305482¢” | Winmn

pdx AR 1
Bethe—Bloch

_52

~(0.30548)(2)(2)* . 2743 X 1073

n — (0.05174)*
A(0.05174)* I ( )

_ 912893 | 2.743 X 1073

—2.677X1073].
A i 1

To calculate ionization potentials of nitrogen and oxygen, we use
Eq. (2.4.13):

1=12Z+7
= Initrogen =12(7)+7=91eV

Toygen = 12(8) + 7 =103 eV
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The mass attenuation coefficients for nitrogen and oxygen are given by

r - nitrogen r ]
1dE 912.893 2.743 X 1073

———= = In — | —2.677x107°
p dx 14 91 X 10

L  Bethe—Bloch L B

=221.91 MeV cm? g !

r - oxygen r 3 T
1dE 12. 2.743 X107

_ldE _ 12893 3 (16 -2677%x107°
p dx 16 103 X 10

L 1 Bethe—Bloch L E

=187.11 MeV cm?/g

Now we can employ the Bragg—Kleeman rule (2.4.16) to compute the total
stopping power of 5 MeV a-particles in air.

air nitrogen oxygen

1dE 1dE 1dE
- =(0.8)[——— .
p dx p dx p dx

Bethe—Bloch Bethe—Bloch Bethe—Bloch

=(0.8)(221.91) + (0.2)(187.11)
=214.95 MeV cm?/g

2.4.C Bragg curve

The Bethe—Bloch formulae for stopping power of charged particles discussed in
the preceding section have an implicit dependence on the energy of the particle
through factors such as 5 and W,,,.. As a heavy charged particle moves through
matter it loses energy, and consequently its stopping power changes. Since stopping
power is a measure of the effectiveness of a particle in causing ionization, as the
particle moves through matter its ionization capability changes. To understand this
dependence, let us plot the Bethe—Bloch formula (2.4.12) for a-particles with
respect to their residual energy. By residual energy, we mean the instantaneous
energy retained by a particle as it travels through a material. For simplicity, we will
lump together all the terms that are constant for a particular material. Equation
(2.4.12) can then be written as

dE K max
{__} S {m <W4) B ﬂz} MeV /em, (2.4.18)
dx Bethe—Bloch ﬁ 10

where K = 0.30548pZq”/A is a constant for a given material. Since we are only con-
cerned with the shape of the curve and not the numerical value, we have arbitrarily



124 Physics and Engineering of Radiation Detection

used 7=10"*MeV in the above expression. This value is typical of low-Z materi-
als. A plot of the above equation is shown in Figure 2.4.5. As expected, the stop-
ping power increases with the residual energy of the particles. Hence, as the
particles lose energy, they cause more and more ionizations in their paths until they
reach the highest point, known as the Bragg peak. After that point the particles
have lost almost all of their energy and are quickly neutralized by attracting elec-
trons from their surroundings.

The plot shown in Figure 2.4.5 is generally known as the Bragg curve. A
point to note here is that the range of a particle traveling through a material
depends on its instantaneous energy. Hence, one could in principle plot the stop-
ping power with respect to range as well and get the same Bragg curve. In fact,
it is much easier to draw the Bragg curve in this way because most of the empiri-
cal relations between range and energy can be used to derive simple relations
between stopping power and range. We will see how this is done shortly, but
before that let us have a look at some important phenomena related to energy
loss and range.

2.4.D Energy straggling

The stopping power equations presented above do not contain information about
the statistical variations in the energy lost by the incident particles. In fact, due to
this statistical effect, a monoenergetic beam of incident particles has a finite width
in its energy distribution as it travels through the medium. The effect is known as

104

103

Stopping power (relative)

102

10 8 6 4 2 0
Residual energy (MeV)

Figure 2.4.5 Plot of Eq. (2.4.18) for a-particles having initial energy of 10 MeV passing
through a material having an ionization potential of 100 eV. This variation of stopping power
with respect to the residual energy of the particles is generally known as the Bragg curve.
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energy straggling and can be represented by a Gaussian distribution for thick
absorbers:

N —
N(E)E = —_ ¢ EB/e? (2.4.19)
aﬂ-l/Z

where « is known as the straggling parameter and can be computed from

kI 2my?
o = 4ng’e*Nx, [1 + 21n< ad ﬂ ,
my 1

where k~4/3 is a constant, / is the ionization potential of the medium, g is the
electrical charge of the ion (in units of unit electrical charge) having mass m and
velocity v, e is the unit electrical charge, and x is the thickness of the medium.

At lower absorber thicknesses, the energy straggling distribution becomes
skewed and develops a tail at higher energies. For very thin absorbers, it is best
represented by a Landau distribution [31,37]. We will look at this distribution in the
section on electrons later in this chapter. The equations we will present there will
be applicable to heavy charged particles passing through thin absorbers as well.

It is interesting to note that the Bethe—Block formulae (2.4.14) and (2.4.15) cannot
be used to describe the behavior of a single particle. Because of energy straggling, which
is a stochastic process, these formulae actually represent the average stopping power.

Since this process is probabilistic in nature and the distribution is skewed, espe-
cially for thin absorbers, it is natural to look for the most probable energy loss as
well. This parameter has greater relevance to detector calibrations than the mean
energy loss. The reason is that the tail of the distribution generally gets buried in
the background and it becomes difficult to define it.

A consequence of energy straggling is shown in Figure 2.4.6. The shape
of the Bragg curve changes slightly, especially at the end of the particle track.

Without energy straggling
(single particle)

With energy straggling
(particle beam)

Stopping power

Residual energy

Figure 2.4.6 Bragg curves for a single particle (dotted line) and a particle beam (solid line).
A beam of particles that is originally monoenergetic assumes a distribution as it travels
through matter due to energy straggling.
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Two differences are clearly visible: The Bragg peak is more profoundly rounded
and the curve has a small tail at the end.

2.4.E Range and range straggling

It is very tempting to try to compute the average distance a particle beam will travel
(also called range) in a medium by integrating the stopping power over the full
energy spectrum of the incident particles, such as

! [_ dE

-1
R(T):J E} dE. (2.4.20)

0

However, due to multiple Coulomb scatterings, the trajectory of a charged parti-
cle in a medium does not remain straight. Rather, the particle moves in small
straight line segments. This implies that the range of a beam of particles would
show statistical fluctuation around a mean value. By analogy with the energy strag-
gling phenomenon, this fluctuation is termed range straggling. It should be noted
that there is a fundamental difference between loss of energy and range and their
corresponding statistical fluctuations: Energy loss and energy straggling are differ-
ential quantities, while range and range straggling are integral quantities. It is
apparent that analytic calculation of range is a difficult task. A number of experi-
mentalists have therefore turned to empirical means of measuring this quantity and
modeling the range on the basis of their results.

Bragg and Kleeman gave a formula to compute the range of a particle in a
medium if its range is known in another medium:

Rl p [Al}l/z
= — 2.4.21
Ry p A2 ( )

where p and A represent the density and atomic mass of the materials. For a com-
pound material, an effective atomic mass given by

1 wi
— = —_, (2.4.22)
N At Z VA;
is used instead. Here w; is the weight fraction of ith element having atomic mass A;.

E.1 Range of a-particles

Several empirical and semiempirical formulae have been proposed to compute the
range of a-particles in air. For example [57],

el O1VE. for E, <4 MeV

2.4.23
(0.05E, +2.85)EY* for 4 MeV <E, <15 MeV ( )

Rf‘jr[mm] = {



Interaction of radiation with matter 127

and

0.56E, for E, <4 MeV
. (2.4.24)
1.24E, —2.62 for 4 MeV =E, <8 MeV

Ri" [cm] = {
These two equations yield almost the same results, as can be seen from
Figure 2.4.7, which has been plotted for a-particles having energy up to 8 MeV.
Hence, at least in this energy range, one could use any one of these equations to
compute the range in air. To compute the range in some other material, Eq. (2.4.21)
can be used. For example, at normal pressure and temperature, the range of
a-particles in any material x can be determined from

- AAx
RY =337 X 10 *RM =, (2.4.25)

Px

Here we have used the effective atomic number of air A, = 14.6 and its den-
sity pair = 1.29 X 10~ ? g/cm®. Though it is tempting to use the Bragg—Kleeman
rule for estimating range, it should be noted that the values thus obtained are
only approximations, and care must be taken while drawing conclusions based on
those values.
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Figure 2.4.7 Range of a-particles in air as computed from Eqs. (2.4.23) (solid line) and
(2.4.24) (dashed line).
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Example:
Compute the range of 4 MeV a-particles in air and tissue.

Solution:
Using Eq. (2.4.23), we get

RY™ = (0.05E, + 2.85)E>/
=244 mm = 2.44 cm.

To calculate the range in tissue, we can make use of the simplified
Bragg—Kleeman identity (2.4.25):

LY Atissue

Rtissue =337 X 1074R$r '

Ptissue

Substituting pgissue = 1 g/cm3 and Agssue 9 in the above equation, we get

RS A 3.37 X 10*42.44?

=10.1 X 10" *cm = 10.1 pm.

As an exercise, let us also compute the range in air using Eq. (2.4.24):

R =124E, —2.62
=2.34 cm

This shows that the relative difference between the ranges calculated from
relations (2.4.23) and (2.4.24) is only 4% for 4 MeV a-particles.

E.2 Range of protons

There have been several theoretical and experimental studies of variation in the
range of protons with energy in several materials (e.g., [9,36,45,59]). These studies
have led to the development of empirical relations specific to the material under
investigation and within the energy range used in the experiment. Fortunately, the
number of such studies is so great that, together with some theoretical computa-
tions, several large databases of proton range values are now available.

Let us have a look at the proton range relations for air and aluminum. In air, the
range of protons having energy E, can be computed from [62]

‘ £ 18
R [m] = [é} for E, <200 MeV, (2.4.26)
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whereas for aluminum, one can use the relation [8]

3.837EL%™  for 1.13 MeV < E, =2.677 MeV

RM[mg/cm] ={  2.837E2 2.4.27
p [me/em] ———P for 2.677 MeV <E, =18 MeV. ( )
0.68 + logE,

These two relations have been plotted in Figure 2.4.8. The reader should note
that Eq. (2.4.27) gives range in mg/cm? and therefore the value must be divided by
the density of aluminum to obtain the range in dimensions of length.

2.5 Interaction of electrons with matter

The way an electron beam behaves when passing through matter depends, to a
large extent, on its energy. At low to moderate energies, the primary modes of
interaction are:

* ionization,

»  Mgller scattering,

» Bhabha scattering, and

+ electron—positron annihilation.

At higher energies the emission of Bremsstrahlung dominates, as shown in
Figure 2.5.1.

350
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Figure 2.4.8 Range of protons in air (dashed line) and in aluminum (solid line) as computed
from Eqs. (2.4.26) and (2.4.27). For aluminum, the equation has been divided by its density,
2.7 g/em?, to yield range in units of length.
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2.5.A Interaction modes
A.1 lonization

If an incident electron imparts enough energy to an atom, it may eject one of its
loosely bound electrons, resulting in the ionization of the atom. The energy of the
ejected electron depends on its binding energy as well as the energy of the incident
electron. If the energy carried away by the ejected electron is high enough, it can
produce secondary ionization in the same manner as the primary ionization. This
process can actually continue until the energy of the ejected electron is less than the
ionization potential of the atom. The process is graphically depicted in Figure 2.5.2.

T |‘\||||||| T T ||||||| T T IIIIII_
B Positrons — 0.20
2 pettrons Lead (Z=82) 7
_Electrons ]
= Mo —o15
g Bremsstrahlung :
i )
33 Toao &
—“Im Tonization 47 =
05— Mgller (e7) ]
Bhabha (e*) _' 0.05
|7 Positron i
annihilation 4
1 11 1111l .t
1 10 100 1000

E (MeV)

Figure 2.5.1 Fractional energy loss of electrons and positrons per radiation length as a

function of energy [19].
Primary ‘

ionizatM

Incident
electron

Secondary\L /
ionization VT Tl“er.tlar'y

Figure 2.5.2 Depiction of electron-induced ionization processes. At each stage of ionization,
if the ejected electron has energy greater than the binding energy of the atom, it can cause
ionization.
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It should, however, be noted that not all electrons that have energy higher than the
ionization potential of the atom produce a subsequent ionization. The probability
with which an electron can cause ionization depends on its cross section, which to a
large extent depends on its energy and the type of target atom. It has been seen
that, at each step of this ionization, only about one-third of the electrons cause sub-
sequent ionizations.

The ionization of atoms or molecules is a highly researched area due to its utility
in material and physics research. Electrons have the ability to penetrate deep into
materials and can therefore be used to extract information about the structure of a
material.

As can be seen from Figure 2.5.1, ionization with electrons dominates at low to
moderate energies. Electron impact ionization is a term that is extensively used in
the literature to characterize the process of ionization by electrons at relatively high
energies. This useful process is routinely employed in the spectroscopy of materials
in a gaseous state.

Symbolically, for an atom or a molecule X,, with total positive charge ¢, the
electron ionization process can be written as

e+ X, = X1+ 2e. (2.5.1)

A.2 Mgller scattering

This refers to the elastic scattering of an electron from another electron (or a posi-
tron from another positron). The interaction can be symbolically described by

ete—e+te. (2.5.2)

In quantum electrodynamics, Mgller scattering is said to occur due to the exchange
of virtual photons between the electrons. In classical electrodynamic terms, one can
simply call it a consequence of Coulomb repulsion between the two electrons.

A.3 Bhabha scattering

This is the scattering of an electron from a positron. The reaction can be written as
ete >et+e’. (2.5.3)

In terms of quantum electrodynamics, as with Mgller scattering, Bhabha scatter-
ing is considered to be due to the exchange of virtual photons between an electron
and a positron. Classically, it can be thought to occur because of the Coulomb
attraction between the two particles.

A.4 Electron—positron annihilation

The process of electron—positron annihilation has already been discussed earlier in
the chapter. In this process, an electron and a positron annihilate each other and
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produce at least two photons if we consider both particles to be initially at rest. It is
a perfect example of the notion that mass can be converted into energy.

We saw earlier that during this process, to conserve energy and momentum, at
least two photons, each having 511 keV, are produced. However, more than two
electrons can be produced. The cross section for this process at low electron ener-
gies in a material is not very high and decreases to almost zero at high energies.
This low cross section is due to the very low abundance of positrons in materials.
Figure 2.5.1 shows this behavior for electrons of energy from 1 to 100 MeV. Due
to its lower cross section, this process does not contribute significantly to total
energy loss, especially at moderate to high energies.

A point that is worth mentioning here is that the electron—positron annihilation
process can also produce particles other than photons provided their center-of-mass
energy before collision is high enough. For example, at very high energies (several
GeV), the annihilation process produces quarks, which form mesons. Since discus-
sion of such interactions is beyond the scope of this book, the interested reader is
referred to standard texts on particle and high-energy physics.

A.5 Bremsstrahlung

We saw earlier in the chapter that the process of Bremsstrahlung refers to the emis-
sion of radiation when a charged particle accelerates in a material. For electrons we
came up with a critical or cutoff wavelength below which no Bremsstrahlung
photons can be emitted. This wavelength is given by

hc
)\min = ﬁ,
where V is the potential experienced by the electron. For high-Z materials, the pro-
cess of Bremsstrahlung dominates other types of interactions above about 10 MeV.
As can be seen from Figure 2.5.1, the Bremsstrahlung process is the dominant mode

through which the moderate- to high-energy electrons lose energy in high-Z materials.

Example:
In an X-ray machine, electrons are accelerated through a potential of 40 kV.
Compute the cutoff wavelength and energy of the emitted photons.

Solution:
The cutoff wavelength is given by

he

eV

_ (6.634X107%)(2.99 X 10%)
(1.602 X 10 1%)(40 X 10?)

=3.095 % 10" m =30.95 fm.

)\min =
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The energy corresponding to this wavelength is given by

hv
>\min

Enax =

(6634 X 1073%)(2.99 X 10%)
3.095x 107

(2.5.4)

=64X10717]
=40 keV.

A.6 Cherenkov radiation

The concept of Cherenkov radiation has already been discussed earlier in the
chapter. We saw that an electron, being a very light particle, can emit Cherenkov
radiation when accelerated to high energies in a medium. Its energy should be so
high that its velocity becomes higher than the velocity of light in that medium.

The velocity of light in a medium of refractive index n is given by c/n, where ¢
is the velocity of light in vacuum. For Cherenkov radiation to be emitted, the veloc-
ity of the charged particle traversing the medium must be greater than this velocity,
ie.,

e (2.5.5)

n
Similarly, the threshold energy is given by
En = Ypmoc?, (2.5.6)

where my is the electron rest mass, ¢ is the velocity of light in vacuum, and 7y, is
the relativistic factor defined as

_[-v o 25.7

Yih = 2 (2.5.7)
—-1/2

L (2.5.8)

Here the term By, = vy/c is an oft-quoted condition for Cherenkov emission.
From the above equations we can also deduce that

n

T = e (2.5.9)
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An important factor is the direction of emission of Cherenkov light. As the light
is emitted in the form of a cone, we can define an angle of emission as the direction
of the cone. This angle O, for a particle moving in a medium of refractive index n
is given by

©. = arccos (%) (2.5.10)

This equation can be used to define the maximum angle ©;** that one should
expect to see in a medium. The maximum will occur when =1, i.e., when the
particle’s velocity is approximately equal to the velocity of light in vacuum. Hence

n

1
O™ = arccos () . (2.5.11)

Example:
By computing the maximum angle of the Cherenkov cone one can observe in
water having refractive index of 1.4.

Solution:
We use Eq. (2.5.11) to compute the desired angle:

1
O = arccos | —
n

1
= arccos 12

= (.775 radians
0775 X180 _
T

44.4°

The number of Cherenkov photons dN emitted by a particle having charge
ze (e is the unit electrical charge) per unit length dx of the particle flight in a
medium having refractive index n is given by

N (1 I

Here « is the fine structure constant and A is the wavelength of light emit-
ted. It is interesting to note that the threshold of Cherenkov radiation depends
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not only on the velocity of the particle but also on the refractive index of light
in the medium. Since the refractive index is actually dependent on the wave-
length, by just examining the refractive index, we can deduce whether the
photons of a particular wavelength can be emitted or not. Based on this rea-
soning, it can be shown that most of the Cherenkov radiation emitted in water
actually lies in the visible region of the spectrum. Therefore, the above equa-
tion can be safely integrated in the visible region of the spectrum to get a
good approximation of the number of photons emitted per unit path length.
This yields

dN
o 490z% sin> © cm ™. (2.5.13)

For an electron with z = 1, the above equation becomes

dN
o 490z sin®> © cm ™. (2.5.14)

Example:

An electron moving in water emits Cherenkov radiation in a cone making an
angle of 40° with the electron’s direction of motion. Compute the number of
photons emitted per centimeter by the electron.

Solution:
Using Eq. (2.5.14) with 0 = 40°, we get

dN
P 490 sin’©

=490 sin*(40°) &~ 272 cm ™!,

Discriminating such a small number of photons from background is a diffi-
cult task. Generally, the conic signature of the Cherenkov radiation is used to
discriminate the Cherenkov photons from background radiation.

2.5.B Passage of electrons through matter

As compared to heavy charged particles, electrons behave quite differently when
passing through matter. The main reason for this is, of course, the very small mass
of electrons as compared to heavy charged particles. Due to their low mass,
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electrons travel so fast that their velocity may become very close to the velocity of
light. Since in such a situation, the relativistic effects must be taken into account to
deduce meaningful results, the computations become more complicated than for the
heavy charged particles.

We saw earlier that in certain situations, an electron may even attain a velocity
greater than the velocity of light in the same material. If this happens, Cherenkov
radiation with its specific conic signature is emitted. Also, as electrons pass through
matter, they rapidly lose energy and hence decelerate, which gives rise to
Bremsstrahlung.

Whenever an electron beam passes through a material, the individual electrons
in the beam can interact with the target atoms or molecules in a number of ways,
most of which have already been discussed in the preceding sections. Figure 2.5.1
shows the contributions of various types of interactions on the stopping power of
lead for electrons of various energies. It is interesting to note that, except for the
ionization process, Bremsstrahlung remains the dominant mode of interaction from
low to high energies. Therefore, the radiative component of the stopping power can-
not be neglected in the case of electrons.

At low to moderate energies, the collisional energy loss of electrons is quite sig-
nificant, and up to a certain energy it is higher than the radiative energy loss. Hence
the stopping power of a material for electrons consists of two components: colli-
sional and radiative.

Selectron collisional + Sradiative

The collisional component not only includes the inelastic impact ionization pro-
cess but also the other scattering mechanisms we discussed earlier, such as Mgller
and Bhabha scattering. The analytic forms of the collisional and radiative compo-
nents of the total stopping power for electrons are given by

[_ @] _ 2nZe*p [ meV2E
& collisional m,v? 212 (1 - ﬂz)
—In* (%/ﬁ— 1 +52> (2.5.15)
2, 1 2\
A=)+ (1= 1=57) |,
And
dE Z(Z + 1)e*pE 2E 4
{——} — 22+ Dep [4111( ) - —}. (2.5.16)
dx radiative 137mgc4 meC2 3
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From these two equations, we can deduce that the rate of energy loss of an
electron through the collisional and radiative processes can be approximately
expressed as

Scollisiona*1n (£) and

Sradiative k.

This implies that the losses due to radiative effects such as Bremsstrahlung
increase more rapidly than the losses due to collisional effects such as ionization.
This can also be seen from Figure 2.5.3, where the two effects have been plotted
for electrons traveling through a slab of copper. The energy at which these two
types of losses become equal is called the critical energy. A number of attempts
have been made to develop a simple relation for this critical energy, the most
notable of which is one that uses the approximate ratio of Egs. (2.5.15) and
(2.5.16), given by

Sradiative ~ Z+ 12)E
Scollisional 800

, (2.5.17)

where E is in MeV. From this equation, we can find the critical energy E. by equat-
ing the two types of loss rates. Hence

800
E. ~ ———MeV. 2.5.18
CzZ+12 ( )
200 T T T
Copper ]
X, = 12.86 g/em? ]
100 E.=19.63 MeV —
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Figure 2.5.3 Energy loss per unit track length of electrons in copper as a function of energy.
The plot also shows two definitions of the critical energy [19].
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This definition was originally given by Berger and Seltzer [6]. Although this is a
widely used and quoted definition of the critical energy, there are other definitions as
well that work equally well for most materials. For example, Rossi [49] has defined
critical energy as the point where the ionization loss per unit radiation length becomes
equal to the electron energy. This definition is graphically depicted in Figure 2.5.3.

Equation (2.5.18) does not give accurate results for all types of matter because it
does not take into account the state of the matter, i.e., it gives the same results
whether the matter is in a solid, liquid, or gaseous state. A much better approach is
to parameterize the curve

a
E. ~ ——MeV 2.5.19

FZap v (2:5.19)
using the values obtained by the energy loss equations to find the constants a and b.
Such computations have been shown to give the following values for solids and
gases [19]:

Solids: a=610, b=124
Gases: a=710, b=0.92

Equation (2.5.17) clearly shows that, for materials with low atomic numbers and
low incident electron energies, the collisional component of the stopping power
dominates. Hence, most of the electrons in a beam of low-energy electrons passing
through a gas will lose their energy through collisions with the gas molecules.
However, for the same electrons passing through a high-Z material (such as lead),
the radiative losses will be significant.

A very important point to note here is that these expressions are valid only for
electrons. For positrons, the cross sections for the interactions are quite different,
even though the underlying processes may be similar. The difference in cross sec-
tions for electrons and positrons are mainly due to the fact that the positrons passing
through a material see an abundance of electrons with which they can combine and
annihilate, whereas the electrons seldom encounter a positron along their paths.

Example:
Compute the critical energy for electrons in aluminum.

Solution:
To compute the critical energy, we use Eq. (2.5.19) with Z= 13, a = 610, and
b=1.24.

a

E.~
CZ+b

_ 610
13+ 124

=42.84 MeV
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2.5.C Energy straggling

The reader may recall that for heavy charged particles passing through a thick
absorber, the fluctuations in energy loss can be described by a symmetric distribu-
tion. This is not the case for electrons, which, owing to their small mass, suffer more
collisions as compared to heavy charged particles. As a consequence, the energy dis-
tribution of these electrons gets skewed with a long tail toward higher energies.
Since, for heavy charged particles passing through thin absorbers, one can employ
the Landau distribution to describe the energy straggling, it is natural to use the
same methodology for electrons as well. This strategy works reasonably well for
most materials and electron energies. The Landau distribution can be expressed as

fx,A) = ?, (2.5.20)

where

] l
D\ = —J e W=t Agin(ru)du and
m™Jo

A= é[A — (In() — In(E) + 1 — 7).

Here v=0.577 is known as Euler’s constant. The term In(E) in the above equa-
tion can be computed from

a2
rPa-s )} + 3, (2.5.21)

2me? 3

In(E) =In [

where [ is the logarithmic mean excitation energy and (3 = v/c, v being the particle’s
velocity. £ is called the scale of the Landau distribution and is given by

27Nae*Zx
¢ = Lmv’*f o (2.5.22)
0.1536Zx

where N, is the Avogadro constant, Z is the atomic number of the target atom, A is
its atomic mass, and x is the thickness of the material in mg/cmz.

Since the Landau distribution is an asymmetric distribution, its most probable
value is different from its average value. The most probable value is simply the
value at which the distribution has a maximum. The average value, on the other
hand, is much more complicated to determine. The reason is that in order to deter-
mine the average value, one must cut the tail of the distribution at some point based
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on some scheme. Since the average value is rarely used in practice and does not
even have much physical significance, we will concentrate here on the most proba-
ble energy loss instead. The most probable energy loss, as obtained from the
Landau distribution, can be computed from

App = §[ln (g) + 0.423} , (2.5.24)

which can also be written as

_ 2me ¢ )
Ay = §[ln (W) B>+ 0.423} . (2.5.25)

The Landau distribution is a skewed distribution with a long tail at the high-
energy side (Figure 2.5.4). The degree of its skewness increases with the decrease
in the thickness of the material. For very thin absorbers, the distribution no longer
depicts reality even for electrons and should be replaced by some other distribution.
As a matter of fact, in practice, the use of the Landau distribution is somewhat lim-
ited due to one or more of the following reasons:

» The Landau distribution is valid only if the maximum energy loss in a single collision is
much larger than the typical energy loss. In the actual formalism of the distribution, it is
assumed that the maximum energy transfer can be infinite.
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Figure 2.5.4 Typical shape of the Landau distribution. The most probable value for this
distribution, corresponding to its peak, is 5. Axes’ units are arbitrary.
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» The Landau theory assumes that the typical energy loss is much larger than the binding
energy of the innermost electron, such that the electrons may essentially be considered
free. This condition is not really fulfilled by most gaseous detectors, in which the average
energy loss can be a few keV, which can be lower than the binding energy of the most
tightly bound electrons of the gas atoms.

» It assumes that the velocity of the particle is constant, meaning that the decrease in the
particle’s velocity is insignificantly small.

+ If the Landau distribution is integrated, the result is an infinite value.

» The Landau distribution is difficult to handle numerically since the energy loss computed
from it depends on the step size used in the computations.

Another distribution describing the energy straggling phenomenon is the so-
called Vavilov distribution. With an increase in the thickness of the material, the
tail of the Landau distribution becomes smaller and the distribution approaches the
Vavilov distribution. Because of this, some authors prefer to call the Vavilov distri-
bution a more general form of the Landau distribution. However, since one cannot
approximate the Landau distribution from the Vavilov distribution, we do not
encourage the reader to make this assumption.

A major problem with the Vavilov distribution is its difficult analytic form,
requiring huge numerical computations. Its use is therefore only warranted in situa-
tions where highly accurate results are needed and speed in computation is not an
issue. For general radiation measurements, we encourage the reader to concentrate
on the Landau distribution as it gives acceptable results without computational
difficulties.

2.5.D Range of electrons

As opposed to heavy charged particles, the range of electrons is difficult to treat
mathematically. The primary reason for the difficulty lies in the higher large-angle
scattering probability of electrons due to their extremely low mass as compared to
heavy charged particles. However, it has been found that the bulk properties of an
electron beam can be characterized by relatively simple relations. The attenuation
of an electron beam, for example, has been seen to follow an approximately expo-
nential curve given by

N =Ny e . (2526)

Here N represents the number of electrons transmitted through a thickness x of
the material; p is the absorption coefficient of the material for the electrons and
is a function of the electron energy. For electrons having a continuous energy
spectrum, it depends on the endpoint energy. Following the analogy of attenua-
tion of photons in matter, here also we can define a path length or absorber thick-
ness as

, (2.5.27)

=~



142 Physics and Engineering of Radiation Detection

the interpretation of which can be understood by substituting x = in the exponen-
tial relation above.

N = Nye ™!
= Number of electrons absorbed = Ny — N = Ny(1 — e 1)
= 0.63N,

This implies that ¢ is the thickness of the material, which absorbs about 63% of
the electrons of a certain energy. In Figure 2.5.5 we have plotted N versus x on
both linear and semilogarithmic scales. Since the behavior of electrons is not per-
fectly logarithmic, if one performs an experiment to measure the variation of elec-
tron intensity with respect to the thickness of the material, a perfectly straight line
on the semilogarithmic scale is not obtained. Such a curve is known as an absorp-
tion curve. Absorption curves for specific materials are routinely obtained to deter-
mine the range of electrons in the material.

An experimental setup to obtain the absorption curve for a material simply consists
of slabs of the material of varying thicknesses, a known source of electrons, and a
radiation detector. The electrons from the source are allowed to pass through the mate-
rial, and the transmitted electrons are counted by a radiation detector. This process is
repeated for various thicknesses of the material. A plot of thickness versus the log of
the number of counts recorded by the detector gives the required absorption curve.
The obtained curve looks similar to the second curve shown in Figure 2.5.5. However,
since the simple exponential attenuation of electrons does not strictly hold for most
materials, the variation is not as linear as shown in the figure. The curve is actually
seen to bend down at larger thicknesses. The determination of range from a perfectly
linear variation is very simple as it can be done by extrapolating the line to the
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Figure 2.5.5 Plot of number of electrons transmitted per unit thickness of an arbitrary
material as computed from Eq. (2.5.26). For this plot we have arbitrarily taken the initial
number of electrons to be 10* and ;= 1/5. The plot is shown on both linear (upper) and
semilogarithmic (lower) scales.
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Log (counts)

Log (background counts)

Thickness

Figure 2.5.6 Typical absorption curve for electrons passing through a material. The curve
deviates from the ideal straight line with increasing thickness. Since the extrapolation of the
straight line overestimates the range, normally the end of the curve is extrapolated to the
background level to determine the true range.

background level (Figure 2.5.6). However, if the curve shows a curvature with increas-
ing thickness, then the endpoint is generally taken as the range. Sometimes the experi-
ment is not performed to the end, i.e., until the detector stops seeing any electrons. In
such a case the curve can be extrapolated as shown in Figure 2.5.6. It is interesting to
note that the range as obtained from a real curve actually corresponds to the endpoint
energy of electrons from a radioactive source.

Although the best way to determine the range of electrons in a material is
to perform an experiment as described above, it may not be always practical to
do so. Fortunately enough, the range of electrons in any material can be fairly
accurately determined from the following simple formula given by Katz and
Penfold [29].

4.12E"265-00954In(E)  for 10 KeV < E=<2.5MeV

5.30E — 1.06 for E>2.5MeV (2.5.28)

RP[kg/m’] = {

Here the energy of the electrons E should be taken in units of MeV. The super-
script sp on RP specifies that the expression represents the specific range in units
of kg/m?. The range (or more specifically the specific range) as computed from
this formula are independent of the material. This is a fairly correct statement, as
can be seen from Figure 2.5.7. Here we have plotted the range using these func-
tions as well as values provided by ESTAR for aluminum and silicon. ESTAR is
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Figure 2.5.7 Variation of electron range in g/cm? with energy in MeV computed from
Eq. (2.5.28). Also shown are the ESTAR values for aluminum and silicon.

an online database of parameters related to the interaction of electrons in elements,
compounds, and mixtures [23]; it is based on values tabulated in the ICRU Report
37 [22]. Tt is apparent from the figure that the variations are quite small, and
unless the application requires higher accuracy, the above formula can be safely
used. The case of compounds and mixtures is a little complicated, however. For
such materials, these expressions do not give reasonably accurate results, espe-
cially at higher energies. This can be seen from Figure 2.5.7, where we have plot-
ted the ESTAR data for water and air along with values computed from the above
expression.

It should be noted that the spectrum of electrons emitted from a radioactive
source is continuous with endpoint energy. In such a case, one is generally inter-
ested in determining the range of the most energetic electrons. This can be done by
simply substituting the endpoint energy of the spectrum into the above expression.
Such computations are important, for example, to determine the shielding necessary
for a particular source.

The specific range as computed from expression (2.5.28) or obtained from some
other data source (such as ESTAR) can be divided by the density of the material to
determine the range in units of distance, i.e. (Figure 2.5.8),

R, = —¢ (2.5.29)

where p denotes the density of the material.
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Figure 2.5.8 Variation of electron range in g/cm? with energy in MeV computed from the
Eq. (2.5.28). Also shown are the ESTAR values for air and water.

Example:
Compute the thickness of aluminum shielding required to completely stop
electrons having an endpoint energy of 5 MeV.

Solution:
We use Eq. (2.5.28) to compute the specific range of 5 MeV electrons.

R =5.30E — 1.06
=530%x5-1.06
=25.44 kg/m?
=2.544 g/cm?

The range of electrons in aluminum is then determined by dividing this
number by the density of aluminum.

sp
R?

— — =0.94cm

Hence it will take a slab of aluminum less than 1 cm thick to completely
stop 3-particles having endpoint energy of 5 MeV.
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2.6 Interaction of neutral particles with matter

Neutrons and neutrinos are two chargeless particles that are found in abundance in
nature. As neutrons have been found to be extremely useful in various fields, we
will discuss here how they interact with matter in some detail. The interaction
mechanisms of neutrinos will be discussed briefly afterward.

2.6.A Neutrons

Since neutrons do not carry any electrical charge, they are not affected by the elec-
tric field of atoms. This enables them to move swiftly through large open atomic
spaces without interacting with atoms. However, if they pass near nuclei, they
encounter the strong nuclear force. In such a situation, depending on their energy,
they can interact with the nuclei in the following ways:

+ Elastic scattering

* Inelastic scattering
* Spallation

» Transmutation

» Radiative capture.

A.1 Elastic scattering

Elastic scattering is the principal mode of interaction of neutrons with atomic
nuclei. In this process, the target nucleus remains in the same state after interaction.
The reaction is written as A(n, n)A, or

n+ XU s X (2.6.1)

Elastic scattering of neutrons with nuclei can occur in two different modes:
potential elastic and resonance elastic. Potential elastic scattering refers to the pro-
cess in which the neutron is acted on by the short-range nuclear forces of the
nucleus and as a result scatters off of it without touching the particles inside. In
the resonance mode, a neutron with the right amount of energy is absorbed by the
nucleus with the subsequent emission of another neutron such that kinetic energy is
conserved.

The elastic cross section of uranium-238, as computed from different models, is
shown in Figure 2.6.1 [21].

A.2 Inelastic scattering

Unlike elastic scattering, inelastic scattering leaves the target nucleus in an excited
state. The reaction is written as A(n, n)A*, or

n+ X s X (2.6.2)
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Figure 2.6.1 Neutron elastic cross section for uranium-238 [21].

In this process, the incoming neutron is absorbed by the nucleus, forming a com-
pound and unstable nucleus, which quickly emits a neutron of lower kinetic energy
in an effort to regain stability. Since the nucleus may still have some excess energy
left after neutron emission, it may go through one or more ~-decays to return to the
ground state.

A.3 Transmutation

This is a reaction in which one element changes into another. Neutrons of all ener-
gies are capable of producing transmutations. For example, when a boron-10
nucleus captures a slow neutron, it transforms into lithium-7 and emits an
a-particle,

n+B'Y - Li} + a.

A.4 Radiative capture

Radiative capture is a very common reaction involving neutrons. In such a reaction,
a nucleus absorbs the neutron and goes into an excited state. To return to the
stable state, the nucleus emits ~-rays. In this case, no transmutation occurs.
However, the isotopic form of the element changes due to the increase in the num-
ber of neutrons. The reaction is represented by A(n, y)A + 1, or

R X o XU (2.6.3)
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Radiative capture is generally used to produce radioisotopes, such as cobalt-60:

n+Co>® — Co% +~.

A.5 Spallation

Spallation refers to the fragmentation of a nucleus into several parts when a high-
energy neutron collides with it. This process is important only with neutrons having
energy greater than about 100 MeV.

A.6 Fission

This is perhaps one of the most important reactions a neutron can initiate. In this
process a slow neutron is captured by a heavy nucleus, such as uranium-235, taking
it into an excited state. The nucleus then splits up into fragments after a brief delay.
Several neutrons and ~-ray photons are also emitted during this process. Fission of
uranium-235 can be written as

n+Up — 12+ Y5 +2n+n. (2.6.4)

It should be pointed out that although iodine and yttrium are the most probable
elements produced during this fission process, other elements are also produced
during fission of a sample.

The fission process is the source of thermal energy in nuclear reactors.
A nuclear reactor core is a controlled environment where neutrons are allowed to
produce the so-called chain fission reaction. In this process the neutrons emitted
from the fissioning nucleus produce more fissions, which produce even more neu-
trons. As a result, the fission initiated by a few neutrons spreads quickly to the
whole body of fissionable material. The large number of fission fragments thus
produced quickly lose their energy in the material due to their heavy masses. This
energy is released in the form of heat, which is the main source of thermal energy
in a nuclear reactor. The thermal energy is then converted into electrical energy
through other processes.

A.7 Total cross section
The total neutron interaction cross section is the sum of the cross sections of all the
processes described above:

Ot = Oelastic T Tinelastic T +* (2.6.5)

The total cross section for neutrons of energy up to 200 MeV is shown in
Figure 2.6.2 [21]. It is obvious that at very low neutron energies the variation in
cross section with respect to energy is larger compared to that at higher energies.
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Figure 2.6.2 Total neutron cross section for uranium-238 [21].

A.8 Passage of neutrons through matter

A neutron interacts with nuclear particles predominantly through the strong nuclear
force. The strong force is extremely short range, and therefore the particle must be
very close to the nucleus to be affected by it. Neutrons, owing to their effective
electrical neutrality, can get extremely close to a nucleus. In contrast, positively
charged particles, such as protons and «-particles, experience Coulomb repulsion
as they try to approach a nucleus. Unless their energy is fairly high, these charged
particles cannot penetrate deep enough to experience the strong nuclear force.
Another major difference between neutrons (or any other neutral particle) and
charged particles is that the neutrons do not lose their energy through electromag-
netic interactions with the material atoms. Hence, they can penetrate deeper into
the material as compared to charged particles. This higher penetration capability
is quite problematic in terms of developing effective radiation shields around
neutron sources, such as nuclear reactors. Deeper penetration also carries advan-
tages, however. For example, a neutron beam can be used for nondestructive
testing of materials.

Just like photons, a beam of neutrons passing through a material also suffers
exponential attenuation. The intensity of a neutron beam at a distance x from origin
can be evaluated from

[=1Iye ", (2.6.6)

where p, is the attenuation coefficient of neutrons. It depends on the
type of material as well as the neutron energy, and is usually quoted in
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dimensions of inverse length. We can define the mean free path of neutrons by
substituting

1
A= — (2.6.7)
:LLI‘L
and x = )\, in the above exponential relation. This gives
In—1
0 " ~63, (2.6.8)
Iy

which implies that )\, corresponds to the depth of the material that attenuates about
63% of the neutrons.

The attenuation coefficient can also be written in terms of the total nuclear cross
section o, i.e.,

1, = Nov, (2.6.9)

where N is the number density of nuclei in the material, which can be computed
from N = Nap/A, where N, is the Avogadro number, p is the weight density of the
material, and A is its atomic weight. The attenuation coefficient can then be com-
puted from

= Nap (2.6.10)

The above relation is valid only for a single element. In the case of a compound
with several elements or isotopes, generally an average attenuation coefficient is
computed by taking the weighted mean of the total nuclear interaction cross sec-
tions of all the isotopes present in the sample:

1y (E) = p, [Z w;Ui(E)l (2.6.11)
i=1

where w; is the fractional number of ith isotope in the sample of n isotopes and p,
is the number density of the sample.

Equation (2.6.6) can be used to experimentally determine the attenuation coeffi-
cient for an elemental isotope since we can write f, as

Iy

W, = %ln <7> (2.6.12)

Such experiments are generally performed to determine the attenuation coeffi-
cients for materials at specific neutron energies.
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Example:

Compute the thickness of a gold foil needed to remove 90% of the neutrons
from a beam of thermal neutrons. The total cross section of thermal neutrons
in gold can be taken to be 100 b. The density of gold is 1.9 X 10* kg/m".

Solution:
The attenuation coefficient of thermal neutrons in gold is

_ Nay
/u‘n A t
(6022 X 10%)(1.9 X 10%)
197 X 1073

100 X 10728
=580.8 m .

Note that here we have used A in kg/mole. To compute the thickness of the
foil, we can use Eq. (2.6.12). For 90% removal of the neutrons, we substitute
I/l = 0.1 and ,, as calculated above in this equation to get

1 Iy
x=—In| —
P \ 1

1
= 5308 "(10)

=3.96 X 107> m = 3.96 mm.

Problems

1. The X-ray flux measured at a distance of 1.2 m from an X-ray machine is 3.6 X 10%/cm?/s
Compute the flux at a distance of 3.5 m.

2. Compare the mean free paths of thermal neutrons in silicon and aluminum.
Assume the total cross sections for silicon and aluminum to be 2.35 and 1.81Db,
respectively.

3. The mean free path of N, ions in nitrogen gas at 273 K and 1.2 atm is approximately
107 cm. Compute the relative change in mean free path if the gas is brought to the stan-
dard conditions of 27°C and 1 atm.

4. A gas-filled detector is filled with 90% CO, and 10% CH, under atmospheric conditions
of temperature and pressure. Compute the radiation length of high-energy electrons pass-
ing through the detector.

5. Compute the maximum frequency of the photons emitted when an electron is accelerated
through a potential of 30 kV.
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10.
11.

12.

13.

14.

15.

16.
17.
18.
19.

20.
21.
22,

23.

. The cutoff Bremsstrahlung wavelength of an X-ray machine is found to be 35 fm.

Estimate the electric potential applied across its electrodes.

. Compute the threshold energy an a-particle must possess to emit Cherenkov radiation in

light water with n = 1.3. At what angle would the light be emitted at this energy? Is it
practical to build a Cherenkov detector for detecting a-particles?

. In a liquid-filled Cherenkov detector, the maximum angle of a Cherenkov cone ever

observed was 48°. Assuming that the particle emitting Cherenkov radiation traveled at a
velocity of 0.9¢, estimate the refractive index of the liquid.

. A fast-moving electron in light water produces about 300 photons per cm of its travel

path. Estimate the angle of the Cherenkov cone thus produced.
Compare the critical energies of electrons in lead and aluminum.
A photon beam of wavelength 80 nm ionizes hydrogen atoms. Compute the energy of
the emitted electrons.
Compare the cutoff wavelengths of cesium in metallic and free states for the photoelec-
tric effect to occur. The ionization energy and work function of cesium are 3.9 and
1.9 eV, respectively.
A metal is illuminated with light of wavelength 290 nm, which results in the emis-
sion of electrons with a kinetic energy of 3.1eV. Compute the work function of
the metal.
A photon having an energy of 200 keV scatters off of an atom at an angle of 35°.
Compute
+ the wavelength of the scattered photon,

the kinetic energy of the scattered electron, and

the angle of the scattered electron.
An incident photon having an initial energy of 1.2 MeV undergoes Compton scattering.
Estimate the energies of the scattered electrons if the photon scatters at 30°, 60°, and
90°.
A 190 keV photon strikes an electron at rest. As a result, the electron scatters off with
energy of 70 keV. Compute the energy and the angle of the scattered photon.
Determine the thickness of lead required to decrease the intensity of X-rays by a factor
of 10°.
Compute the mean free paths of 190 keV X-ray photons in lead.
In a Rutherford scattering experiment, 1.2 X 10* o-particles are detected per second at
an angle of 35° with respect to their initial direction of motion. How many a-particles
should one expect to observe at angles of 15° and 90°?
Compute the stopping power of 6.5 MeV a-particles in air.
Compare the range of 2.5 MeV protons and o-particles in air.
Calculate the mean free path of thermal neutrons in cadmium having a density of
8.6 X 10° kg/m>. The cross section of neutrons can be taken to be 2.4 X 10*b.
Estimate the thickness of cadmium needed to remove 99% of the neutrons from
the beam.
A gas-filled ionization chamber is constructed as shown in the following figure. The
chamber is divided into two regions 1 cm wide, filled with CO, under standard condi-
tions. The central electrode and the windows are made up of 10 pm mylar foil. The
windows are metalized only on their inner sides with aluminum 3 pm thick, while
the central electrode has 3 pm of aluminum deposited on both sides. Compute the
percentage of the number of 100 keV photons that pass through the chamber without
getting absorbed. Mylar can be assumed to be made up of carbon with a density of
1.4 g/cm?®,
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Gas-filled detectors 3

Radiation passing through a gas can ionize the gas molecules, provided the energy
it delivers is higher than the ionization potential of the gas. The charge pairs
thus produced can be made to move in opposite directions by the application of
an external electric field, resulting in a measureable electrical pulse. This process
has been used to construct the so-called gas-filled detectors. A typical gas-filled
detector consists of a gas enclosure and positive and negative electrodes. The elec-
trodes are kept at a high potential difference that can range from less than hundred
volts to a few thousand volts depending on the design and mode of operation
of the detector. The creation and movement of charge pairs due to the passage of
radiation in the gas perturbs the externally applied electric field, which results
in an electrical pulse at the electrodes. The resulting charge, current, or voltage
pulse at one of the electrodes can then be measured, which together with proper
calibration gives valuable information about the particle beam, such as its energy
and intensity.

It is apparent that such a system would work efficiently if a large number of
charge pairs are not only created but are also readily collected at the electrodes
before they can recombine to form neutral molecules. The choice of gas, the geom-
etry of the detector, and the applied potential give us some control over the produc-
tion of charge pairs and their kinematic behavior in the gas.

In this chapter we will look at the general design considerations of gas-filled
detectors and discuss their behavior under different conditions.

3.1 Production of electron—ion pairs

Whenever radiation passes through a gas, it interacts with the molecules of the gas
in different ways. In Chapter 2 we visited some of these interaction mechanisms
and found that their gross outcomes can be fairly accurately predicted through
statistical quantities, such as cross section. Another quantity that is extremely
important, at least for radiation detectors, is the average energy needed to create
an electron—ion pair in a gas. This energy is referred to as the W-value. One
may be tempted to assume that, since interaction mechanisms are energy-
and gas-dependent, the W-value should also depend on these parameters. In
reality, it has been found that the W-value depends only weakly on these para-
meters and lies within 25—45 eV per charge pair for most gases and types of
radiation (Table 3.1.1). An interesting point to note here is that the W-value is
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Table 3.1.1 Ionization potentials 1., W-values, stopping powers
(dE/dx), primary ionization yield n,, and total ionization yield
n, of different gases at standard atmospheric conditions for
minimum ionizing particles [37] (ip stands for the number of
electron—ion pairs)

Gas Z Density 1. w dE/dx n, ng
(X107*g/em® | (eV) | (eV/pair) | (keV/em) | (ip/em) | (ip/cm)
H, 2 |08 154 |37 0.34 5.2 9.2
He 2 1.6 246 |41 0.32 59 7.8
N, 14 | 11.7 155 |35 1.96 10 56
0, 16 |[133 1.2 31 2.26 22 73
Ne 10 |84 216 |36 1.41 12 39
Ar 18 |17.8 158 |26 2.44 29 94
Kr 36 |34.9 140 |24 4.60 22 192
Xe 54 |[549 121 |22 6.76 44 307
Cco, |22 |186 137 |33 3.01 34 91
CH, |10 |67 108 |28 1.48 46 53

significantly higher than the first ionization potential for gases, implying that not
all the energy goes into creating electron—ion pairs. Of course, this is under-
standable since we know that radiation is not only capable of ionizing the atoms
but can also excite them.

The charges created by the incident radiation are called primary charges to
distinguish them from the ones that are indirectly produced in the active volume.
The production mechanisms of these secondary charge pairs are similar to those of
primary charges except that they are produced by ionizations caused by primary
charge pairs and not the incident radiation. The W-value represents all such ioniza-
tions that occur in the active volume. For a particle that deposits energy AF inside
a detector, the W-value can be used to determine the total number of electron—ion
pairs produced; that is,

AE
=—. A1
N=% G.L1)

If the incident particle deposits all of its energy inside the detector gas, then
of course AE would simply be the energy E of the particle. However, in the
case of partial energy loss, we must use some other means to estimate AE. An
obvious parameter that can be used is the stopping power dE/dx, which we
discussed in Chapter 2. In terms of stopping power, the above relation can be
written as
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where Ax is the path covered by the particle. Sometimes it is more convenient, at
least for purposes of comparison, to calculate the number of electron—ion pairs pro-
duced per unit length of the particle track.

" Wi (3.1.3)

As we saw in Chapter 2, due to energy straggling, the stopping power fluctuates
around its mean value. Similarly, the W-values for gases as measured by different
experimenters suffer from significant uncertainties. Variations of as much as 30%
in the reported values have been observed. These factors must be taken into consid-
eration while estimating the total number of charges produced.

As mentioned above, the W-value represents all ionizations that occur inside the
active volume of the detector. Sometimes it is desirable to know the primary charge
pair yield as well. However, because of the almost inevitable secondary ionizations
that occur at nominally applied voltages, it is not always possible to determine this
number experimentally. Nevertheless, a number of experiments have been per-
formed, and primary as well as total ionization yields have been reported by several
authors (see Table 3.1.1).

To determine the number of total and primary charge pairs in a gas mixture, a
composition law of the form

dE /dx)i
o= Zx% (3.1.4)
and
n, = Zx,-np,,- (3.1.5)

can be used. Here the subscript i refers to the ith gas in the mixture and x; is the
fraction by volume of gas i.

Example:
Compute the total and primary number of charge pairs produced in a mixture
of 90% CO, and 10% CH,.

Solution:
The total number of charge pairs, according to Eq. (3.1.4), is given by

(dE/ dx)coz +(0.1) (dE/ dx)CH4

n. = (0.9
=09 CO, Wen,
3.01 X 10° 1.48 X 10°
=09)———— +(0.1)—————
0.9) 3 (0.1) o3

~ 87 charge - pairs/cm.
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Similarly, the number of primary ion pairs can be computed from
Eq. (3.1.5) as follows:

np = (0.9)(np,co,) + (0.1)(mp,cn,)
= (0.9)(34) + (0.1)(46)
~ 35 charge - pairs/cm.

3.2 Diffusion and drift of charges in gases

Both electrons and ions produced as a result of the passage of radiation quickly lose
their energies by multiple collisions with gas molecules. The way these charges move
in the gas depends largely on the type and strength of the net force they experience.

3.2.A Diffusion in the absence of electric field

In the absence of an externally applied electric field, the electrons and ions having
energy E can be characterized by the Maxwellian energy distribution [39],

2
N

where k is Boltzmann’s constant and T is the absolute temperature. The average
energy of charges, as deduced from this distribution, turns out to be

F(E) = ——(kT) 3/>*JE e E/T (3.2.1)

E= %kT. (3.2.2)

At room temperature this energy is equivalent to about 0.04 eV. Since there is
no externally applied electric field, there is no preferred direction of motion
for the charges in a homogeneous gas mixture, and therefore the diffusion is iso-
tropic. In any direction x, the diffusion can be described by the Gaussian
distribution,

N
dN = 4770;6#/41)[ dx, (3.2.3)

:

where N is the total number of charges and D is the diffusion coefficient. This rela-
tion simply represents the number of charges dN that can be found in an element dx
at a distance x from the center of the initial charge distribution after time 7. D is
generally reported in dimensions of cm?/s and is an important quantity since it can
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Table 3.2.1 Mean free path )\, diffusion coefficient D,
and mobility p of ions in their own gas under
standard conditions of temperature and pressure

Gas A (X107° cm) D (cm?/s)  (em?/s/V)
H, 1.8 0.34 13.0

He 2.8 0.26 10.2

Ar 1.0 0.04 1.7

0, 1.0 0.06 22

H,0 1.0 0.02 0.7

be used to determine the standard deviation of the linear as well as the volume
distribution of charges through the relations

o =~/2Dt (3.2.4)

and

o, = \6Dr. (3.2.5)

Electrons, owing to their very small mass, diffuse much faster. This can also
be deduced by comparing the thermal velocities of electrons and ions, which
usually differ by two to three orders of magnitude. Therefore, the diffusion
coefficient for electrons is much different from that of the ions in the same gas.
Since the diffusion coefficient has mass and charge dependence, it assumes
values for different ions that may differ significantly from each other. Further
complications arise due to its dependence on the gas in which the ion is moving.
Since in radiation detectors we are concerned with the movement of ions that are
produced by the incident radiation, we generally restrict ourselves to studying
diffusion of ions in their own gases. Addition of admixture gases in the filling
gas can also modify the diffusion properties, in which case the correct value of
the diffusion coefficient should be used, which corresponds to the types and con-
centrations of the gases. The values of diffusion coefficients for different gases
and gas mixtures have been experimentally determined and reported by several
authors (Table 3.2.1).

A.1 Diffusion in the presence of electric field

In the presence of electric field, diffusion is no longer isotropic and therefore can-
not be described by a scalar diffusion coefficient. The diffusion coefficient in this
case is a tensor with two non-zero components: a longitudinal component Dy and a
transverse component Dt. For many gases, the longitudinal diffusion coefficient Dy,
is smaller than the transverse diffusion coefficient Dy [39].
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3.2.B Drift of charges in electric field

In a gaseous detector, the Maxwellian shape of the energy distribution of charges
cannot be guaranteed. The reason is the applied bias voltage that creates electric
field inside the active volume. The electrons, owing to their small mass, experience
a strong electric force, and consequently their energy distribution deviates from the
pure Maxwellian shape. On the other hand, the distribution of ions is not signifi-
cantly affected if the applied electric field is not high enough to cause discharge in
the gas [39].

B.1 Drift of ions

In a gaseous detector the pulse shape and its amplitude depend not only on the
motion of electrons but also of ions. The ions are positively charged and much
heavier than electrons and therefore move around quite sluggishly. In most gaseous
detectors, especially ionization chambers, the output signal can be measured from
either the positive or the negative electrode. In both cases, what is measured is actu-
ally the change in the electric field inside the active volume. Hence the drift of
electrons and ions both contribute to the overall output pulse. This implies that the
drift of both positive and negative charges in a radiation detector are equally impor-
tant to understand.

In the presence of externally applied electric field, ions move toward the nega-
tive electrode with a drift velocity that is much lower than that of the electrons.
The distribution of these ions can be fairly accurately characterized by a Gaussian
distribution of the form

N >
AN = ———¢ 0 ma) /4Dt gy 3.2.6
anDt ( )

Here vq4 is the drift velocity of ions, which is actually the velocity of the cloud
of ions moving along the electric field lines. This velocity is much lower than
the instantaneous velocity of ions. ¢ is the ion drift time. Drift velocity is an impor-
tant parameter, since it tells us how quickly we should expect the ions to reach
the cathode and be collected. It has been found that as long as no breakdown occurs
in the gas, this velocity remains proportional to the ratio of electric field and
gas pressure.

E

Vd = py g (3.2.7)

Here E is the applied electric field, P is the pressure of the gas, and uy is the
mobility of ions in the gas. Mobility depends on the mean free path of the ion in
the gas, the energy it loses per impact, and the energy distribution. In a given gas
it remains constant for a particular ion. Table 3.2.1 gives the mobility, diffusion
coefficient, and mean free paths of several ions in their own gases.
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A useful relationship between mobility and diffusion coefficient given by

€

=—D 2.
/’(‘+ kT +>5 (3 8)

known as the Nernst—Einstein relation. Here & is Boltzmann’s constant and T is the
absolute temperature.

For a gas mixture, the effective mobility can be computed from the so-called
Blanc’s law

&g
— =9, (3.2.9)
He 53T By

where n is the number of gas types in the mixture, u’fr is the mobility of ion i in gas
J» and ¢; is the volume concentration of gas j in the mixture.

The drift velocity of ions is roughly two to three orders of magnitude lower than
that of electrons. The slow movement of ions causes problems of space charge
accumulation, which decreases the effective electric field experienced by the
charges. The resulting slower movement of ions has the potential of increasing the
space charge and decreasing the pulse height at the readout electrode. This and
other signal deterioration effects will be discussed later in the chapter.

B.2 Drift of electrons

If a constant electric field is applied between the electrodes, the electrons, owing to
their small mass, are rapidly accelerated between collisions and thus gain energy. The
energy that these electrons lose through collisions with gas molecules is much smaller
than the energy they gain. A direct consequence of this increase in mean energy is that
the energy distribution can no longer be described by a Maxwellian distribution.

Along the electric field lines, the electrons drift with velocity vq4, which is usu-
ally an order of magnitude smaller than the velocity of their thermal motion v..
However, the magnitude of drift velocity depends on the applied electric field and
finds its limits at the breakdown in the gas. The approximate dependence of drift
velocity on the electric field E is given by [33]

2€Elml

3meve

Vg = (3.2.10)

where [, is the mean momentum transfer path of electrons. Using the theory of
electron transport in gases, more precise expressions for drift velocity and other
related parameters have been obtained and reported by several authors [see [39] and
references therein].

In the early days of gaseous detector development, a number of experimental stud-
ies were carried out to determine the drift velocities of electrons in the gases that are
generally used in radiation detectors. At that time the availability of computing power
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was a bottleneck in numerically solving complex transport equations needed to deter-
mine the drift velocities, and therefore resort was made to experimental studies.
Although we now have the capability to perform such computations, the published
results of earlier experimental studies are still extensively used in modern detectors.

Figure 3.2.1 shows the variation of electron drift velocity in methane, ethane,
and ethylene with respect to the applied electric field. It is apparent that only in
the low field region does the drift velocity increase with energy. Beyond a certain
value of the electric field, which depends on the type of gas, the velocity either
decreases or stays constant. As is evident from Figures 3.2.2 and 3.2.3, this
behavior is typical of gases that are commonly used in radiation detectors.

Drift speed in methane and ethane
a E wagner 4
o Bortner 7
100 | @ Daum 8
A Christophorou 9
—e— This experiment
80 - CH,
60
40
- L
£
g 20 L L L L L
; Drift speed in ethylene « A Breskinetal 3
4 E. Wagneretal. 4
—-- 0.C. Cheng 5
+ JFParksetal. 6
o TE. Bortneretal. 7
o —— —e— This experiment I
.
50
40
30
/ 1 1 1 1 1 1 1 1
0. 1. 2. 3. 4.

E (Kv/cm)

Figure 3.2.1 Variation of drift velocity of electrons in methane, ethane, and ethylene [14].
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Figure 3.2.2 Variation of drift velocity of electrons in a mixture of argon, propane, and
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Figure 3.2.3 Variation of drift velocity of electrons in a mixture of xenon and C,Hg with
respect to electric field strength. The curves have been drawn for different values of
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externally applied magnetic fields. The variation of drift velocity with magnetic field is very

small and therefore, except for very high field strengths, it can be neglected for most

practical purposes [31].
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Figure 3.2.4 Variation of drift velocity of electrons in mixtures of (krypton + CO,) and
(krypton + CH,4) with respect to the ratio of the electric field strength and the gas pressure [10].

An important result that can be deduced from Figure 3.2.2 is the non-negligible
dependence of electron drift velocity on the pressure of the gas. This, of course, can
also be intuitively understood by noting that as the pressure of the gas increases,
the density of the target atoms also increases, thus forcing an electron to make
more collisions along its track. Due to this dependence, many authors prefer to tab-
ulate or plot the electron drift velocities with respect to the ratio of electric field
intensity and pressure, that is, E/P. Such a curve is shown in Figure 3.2.4.

3.2.C Effects of impurities on charge transport

In most applications, gaseous detectors are filled with a mixture of gases instead of
a single gas. The ratio of the gases in the mixture depends on the type of detector
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and the application. In addition, the detector also has pollutants or impurities, which
degrade its performance. Most of these pollutants are polyatomic gases, such as
oxygen and air. Since the molecules of these gases have several vibrational energy
levels, they are able to absorb electrons in a wide energy range. Such agents are
called electronegative, and their electron attachment coefficients are generally high
enough to be of concern. The main effect of these impurities is that they absorb
electrons and result in degradation of the signal.

There are two methods by which electron capture occurs in gaseous detectors:
resonance capture and dissociative capture. Resonance capture can be described
through the equation

e+X —> X7, (3.2.11)

where X represents the electronegative molecule in the gas and * denotes its excited
state. To de-excite, the molecule can either transfer the energy to another molecule,

X*+S— X +5% (3.2.12)
or emit an electron,
X* > X+e. (3.2.13)

Here S can be any molecule in the gas but is generally an added impurity called
quench gas. We will learn more about this later in the chapter. The process of elec-
tron emission is favorable for radiation detectors because the only effect it has is
the introduction of a very small time delay between capture and re-emission of the
electron. It does not have any deteriorating effect on the overall signal strength.

If a constant electric field is applied between two electrodes, the number of elec-
trons surviving the capture by electronegative impurities after traveling a distance x
is given by

N =Ny e #, (3.2.14)

where Ny is the number of electrons at x =0 and . is the electron capture coeffi-
cient, which represents the probability of capture of an electron. It is related to the
electron’s capture mean free path A\, by

1
He= 3o (3.2.15)

Using the above two equations, we can define \. as the distance traveled by
electrons such that about 63% of them are captured. The capture mean free path
depends on the electron attachment coefficient 1, which characterizes the probabil-
ity of electron capture in any one scattering event. If o is the total electron scatter-
ing cross section of the electronegative gas, then no represents the attachment cross
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section. If N, is the number density of the gas molecules (number of molecules per
unit volume) and f is the fraction of its electronegative component, then the capture
coefficient and the capture mean free path can be written as

te = fNmno (3.2.16)
1

A = fN 770' (3.2.17)
m

Now, since ). is the capture mean free path, we can simply divide it by the aver-
age electron velocity v to get its capture mean lifetime 7.

1

Tec

The exponential relation (3.2.14) can also be written with respect to time as
N=Nye "/, (3.2.19)

where Nj is the initial electron intensity and N is the intensity at time ¢.

The factors h, o, and v in the above relations depend on the electron energy,
while N, has dependence on temperature and pressure. It is therefore not possible
to find the values of these parameters in the literature for all possible energy and
working conditions. Further complications arise if there is more than one electro-
negative element in the gas. This is because the charge exchange reactions between
these elements can amount to significantly higher electron attachment coefficients
as compared to the ones obtained by simple weighted mean. In such cases, one
should resort to the experimentally determined values of A, or 7., which are avail-
able for some of the most commonly used gas mixtures.

Example:

Compute the percent loss of 6 eV electrons created at a distance of 5 mm from
the collecting electrode in a gaseous detector filled with argon at standard tem-
perature and pressure. Assume 1% contamination of air with n=10">. The

total scattering cross section of air for 6 eV electrons is 5 X 10~ '* cm?.

Solution:
The given parameters are

f=0.01,

n=107",

c=5X10""cm?,
and x=0.5cm.
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To estimate N;,, we note that the contamination level in argon is very low
(1%) and therefore we can safely use the argon number density in place of the
overall density of the gas. The number density of argon atoms can be calcu-
lated from

N,

where N4 is Avogadro’s number, p is the weight density, and A is the atomic
mass. Hence for argon we have

(6.022 X 10%)(1.78 X 1073)
N = 18

=5.97 X 10" atoms /cm®.

The percent loss of electrons n,s, according to Eq. (3.2.14), is then given
by

Nabs = No=N s 100 = [1 — e ™n77] X 100.
0
=[1 — exp{—(0.01)(5.97 X 10'°)(107)(5 X 10~ 4)(0.5)}] X 100
=13.8%

This example clearly shows how problematic small amounts of contami-
nants can be in a detector. For precision measurements, parasitic absorption of
about 14% of the electrons may be enough to deteriorate the signal to
unacceptable levels.

3.3 Regions of operation of gas-filled detectors

Figure 3.3.1 shows different regions of operation of a gas-filled detector. Based on the
applied bias voltage, a detector can be operated in a number of modes, which differ
from one another by the amount of charges produced and their movement inside the
detector volume. Choice of a particular mode depends on the application; generally,
detectors are optimized to work in the range of the applied voltage that is typical of
that particular mode only. These regions of operation are discussed here briefly.

3.3.A Recombination region

In the absence of electric field, the charges produced by the passage of radiation
quickly recombine to form neutral molecules. At the application of the bias voltage
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Figure 3.3.1 Variation of pulse height produced by different types of detectors with respect
to applied voltage. The two curves correspond to two different energies of incident radiation.

some of the charges begin to drift toward the opposite electrodes. As this voltage is
raised, the recombination rate decreases and the current flowing through the detec-
tor increases. The recombination region depicted in Figure 3.3.1 refers to the range
of applied voltage up to the value when the recombination is negligibly small.
Because of appreciable recombination in this region, the current measured at the
output of the detector does not accurately reflect the energy deposited by the
incoming radiation. Consequently, in terms of measuring the properties of radiation,
it is useless to operate the detector in this region.

3.3.B lon chamber region

The collection efficiency of electron—ion pairs in the recombination region
increases with applied voltage until all the charges that are being produced are col-
lected. This is the onset of the so-called ion chamber region. In this region further
increasing the high voltage does not affect the measured current since all the
charges being produced are collected efficiently by the electrodes. The current mea-
sured by the associated electronics in this region is called the saturation current and
is proportional to the energy deposited by the incident radiation. The detectors
designed to work in this region are called ionization chambers.

It is almost impossible to completely eliminate the possibility of charge pair
recombination in the ion-chamber region. However, with proper design, ionization
chambers having plateaus of negligibly small slopes can be built.
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3.3.C Proportional region

In the previous chapter, we studied the process of production of electron—ion pairs
by the passage of radiation. This type of ionization is referred to as primary ioniza-
tion. If the charges produced during primary ionization have enough energy, they
themselves can produce additional electron—ion pairs, a process called secondary
ionization. Further ionization from these charges is also possible provided they
have enough energy. Obviously, this process can occur only if a high enough elec-
tric potential exists between the electrodes so that the charges can attain very high
velocities. Although the energy gained by the ions also increases as the bias voltage
is increased, the electrons, owing to their very small mass, are the ones that cause
most of the subsequent ionizations.

This multiplication of charges at high fields is exploited in the proportional
detectors to increase the height of the output signal. In such a detector the multipli-
cation of charges occurs in such a way that the output pulse remains proportional to
the deposited energy. That is why these detectors are called proportional detectors.
From figures such as Figure 3.3.1 it is sometimes concluded that in proportional
counters the output pulse height is proportional to the applied bias. This is correct
only up to an approximation, though. The correct reason for calling these devices
proportional counters is that the total number of charges produced after multiplica-
tion is proportional to the initial number of charges. Let us now have a closer look
at the process of charge multiplication.

C.1 Avalanche multiplication

For a detector working in the proportional region, an electric field as high as several
kV/cm is not uncommon. This high electric field not only decreases the charge col-
lection time but also initiates a process called avalanche multiplication, which is a
rapid multiplication of charges by primary charges produced by the incident radia-
tion. This charge multiplication results in the increase in output pulse amplitude.
Up to a certain bias voltage, the output pulse amplitude remains proportional to the
bias voltage. A detector working in this region is therefore known as a proportional
counter.

Due to the high electric field between the electrodes, the charges quickly gain
energy between collisions. If the total energy of an electron or an ion becomes
higher than the ionization potential of the gas atoms, it can ionize an atom, thus cre-
ating another charge pair.

If all of the conditions, such as electric field, temperature, and pressure, remain
constant and the electric field is uniform, then the change in the number of charge
pairs per unit path length is simply proportional to the total number of charge pairs;
that is,

%N = aN. (3.3.1)



172 Physics and Engineering of Radiation Detection

Here N represents the total number of charge pairs and « is known as the first
Townsend coefficient. The first Townsend coefficient represents the number of col-
lisions leading to ionization per unit length of the particle track and is simply the
reciprocal of the mean free path for ionization:

(3.3.2)

>| =

o=

Here X\ = N0 is the mean free path for ionization, with N, being the number
of gas molecules per unit volume and o the total ionization cross section. a depends
on the energy that an electron gains in a mean free path and the ionization potential
of the gas. Solution of (3.3.1) as obtained by simple integration is

N = Np e™. (3.3.3)

If a >0, this equation guarantees exponential growth of number of charge pairs
with distance. The multiplication of charges can be quantitatively described by mul-
tiplication factor M as follows:

N

M=
No (3.3.4)

=e™,

The above equation is true only for a uniform electric field. In a non-uniform
field, the Townsend coefficient becomes a function of x. In that case, the multipli-
cation factor for an electron that drifts from point ry to r, can be calculated from

r2
M =exp U a(x)dx} . (3.3.5)
rl
Hence, if we want to compute the multiplication factor, we must know the spa-
tial profile of the first Townsend coefficient. Although it is quite challenging to
determine this profile analytically, it has been shown that the reduced Townsend
coefficient has a dependence on the reduced electric field intensity, given by

o E
i f(F)’ (3.3.6)

where E is the electric field intensity and P is the gas pressure. Although different
authors have reported different forms of the first Townsend coefficient, a commonly
used expression is the one originally proposed by Korff [19]. This is given by

BP

= Aexp (— f) s 3.3.7)

o

P
where the parameters A and B depend on the gas and the electric field intensity.
These parameters have been experimentally determined for a number of gases
(Table 3.3.1).
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Table 3.3.1 Experimentally determined values of parameters
appearing in Egs. (3.3.7) and (3.3.8) [37]

Gas A (cm/Torr) B (V/em/Torr) D, (X107 cm?/V)
He 3 34 0.11
Ne 4 100 0.14
Ar 14 180 1.81

I ——  Cathode

Tonizing
radiation

Anode

Figure 3.3.2 Typical droplet shape of avalanche in a gas-filled detector. The incident
radiation (shown by a solid line with an arrow) produces the charge pairs along its track. The
charges start moving in opposite directions under the influence of the applied electric field.
The electrons, being lighter than positively charged molecules, move faster and leave behind
a long tail of positive charges drifting slowly toward the cathode. Note that there is a time
lag between the initial creation of charge pairs and the formation of a droplet.

Another simple expression for « that has been reported in the literature is based
on the intuition that since « is inversely related to the mean free path of electrons
in a gas, it should therefore be directly related to the molecular density N, of the
gas and the energy ¢ of the electrons. This argument leads to the expression

o= DoNié, (3.3.8)

where the proportionality constant D, has been experimentally determined for sev-
eral gases (see Table 3.3.1).

An interesting aspect of avalanche is its geometric progression, which assumes
the shape of a liquid drop because of the large difference between the drift veloci-
ties of electrons and ions [see, for example, [37]]. The electrons move much faster
than ions and quickly reach the anode, leaving behind a wide tail of positive ions
drifting slowly toward the cathode (Figure 3.3.2).
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Example:

Calculate the first Townsend coefficient for a helium-filled chamber kept
under a pressure of 760 Torr when an electric field of 10* V cm is established
across the chamber electrodes. Also estimate the gas gain at a distance of
0.1 cm from the anode.

Solution:
The first Townsend coefficient can be calculated from Eq. (3.3.7) using the
values of A and B as given in Table 3.3.1.

BP
a=AP exp(—E>

= (3)(760)exp {— 4(34)(7460) }
10
=1721cm™ !

The multiplication factor at x =0.1 cm is then given by

M — eax
= o(172.)(0.1)

~ 3107,

3.3.D Region of limited proportionality

As the bias voltage is increased, more and more charges are produced inside the
active volume of the detector. Now, since heavy positive charges move much
slower than the electrons, they tend to form a cloud of positive charges between the
electrodes. This cloud acts as a shield to the electric field and reduces the effective
field experienced by the charges. As a consequence, the proportionality of the total
number of charges produced to the initial number of charges is not guaranteed any
more. This region is therefore termed as the region of limited proportionality (see
Figure 3.3.1). Since the loss of proportionality means loss of linearity, radiation
detectors are not operated in this region.

3.3.E Geiger—Mueller region

Increasing the voltage further may increase the local electric field to such high
values that an extremely severe avalanche occurs in the gas, producing a very large
number of charge pairs. Consequently, a large pulse of several volts is seen in the
readout electronics. This is the onset of the so-called Geiger—Mueller region. In
this region, it is possible to count individual incident particles since each particle
causes a breakdown and a pulse above the noise level. Since the output pulse is
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neither proportional to the deposited energy nor dependent on the type of radiation,
the detectors operated in this region are not appropriate for spectroscopy.

There is also a significant dead time associated with such detectors. Dead time is
the time during which the detector is essentially dead. This can happen due to the
processes happening in the detector or the speed with which the associated electron-
ics can process the signals. If there is a large accumulation of positive charges, it
can reduce the internal electric field to such a value that it can no longer favor ava-
lanche multiplication. If radiation produces charge pairs during this time, the
charges do not get multiplied and no pulse is generated. The detector starts working
again as soon as most of the positive charges have been collected by the respective
electrode. Dead time will be discussed in some detail later in the chapter.

The multiplication of charges in a GM detector is so intense that sometimes it is
termed a breakdown of the gas. We will discuss this phenomenon in the following
section.

E.1 Breakdown

The large number of ions, which are created during the avalanche, drift much more
slowly than the electrons and therefore take longer to reach the cathode. When these
heavy positive charges strike the cathode wall, they can release more ions from the
cathode material into the gas. The efficiency +y of this process is generally less than
10%. v is known as the second Townsend coefficient. At moderate voltages, 7y is not
high enough to cause significant increase in charge population. However, at higher
voltages the secondary ion emission probability increases, deteriorating the linearity
of the output pulse with applied voltage. Further voltage increase may start discharge
in the gas. At this point the current goes to very high values, limited only by the
external circuitry. That is, the height of the pulse becomes independent of the initial
number of electron—ion pairs. Geiger tubes, which we will visit later in the chapter,
are operated in this region.

To understand the breakdown quantitatively, let us write the equation for the
multiplication factor M under steady-state condition of discharge. It can be shown
that when the discharge becomes independent of the ionization in the gas,
Eq. (3.3.4) should be replaced by [27]

eOtX

M= — —
I =7(e = 1)

(3.3.9)

where « and -y are the first and second Townsend coefficients, respectively. The
singularity in the above equation represents the breakdown (the value at which the
current becomes infinite, at least theoretically), which occurs if the bias voltage is
increased to very high values. The mathematical condition to start and sustain
breakdown can therefore be written as

1= —=1)=0
1 (3.3.10)

ew —1°

=5 =
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Figure 3.3.3 Paschen curve for helium enclosed between two parallel plate electrodes
separated by distance d. The gas pressure is P and the second Townsend coefficient has
been arbitrarily chosen to be 0.1.

Here v is the critical value of the coefficient at which the breakdown starts.
Furthermore, as long as this condition remains fulfilled, the breakdown is sustained.
Note that this value depends not only on the first Townsend coefficient but also on
the position x. As stated earlier, in most radiation detectors under normal operating
conditions, the second Townsend coefficient remains below 0.1; that is, the proba-
bility that a breakdown will occur is less than 10%. Since the first Townsend coeffi-
cient in the above expression depends on the electric field intensity and gas
pressure, we will see if we can derive an expression for the breakdown voltage. For
this we first write the above relation as

1
axZIn(l + —).
Y

Substitution of Eq. (3.3.7) in this expression gives

(APx)exp(—E) =ln<1 + l)
E N

BP
In[APx/In(1 + 1/9)]

(3.3.11)
=F=
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Let us now suppose that we have a parallel plate geometry in which the electro-
des are separated by a distance x = d. To write the above equation in terms of volt-
age, we note that for such a geometry E = V/d. Hence the breakdown voltage Vi cax
is given by

BPd
In[APd/In(1 +1/9)]’

Vbreak = (33 1 2)

This useful relation tells us that for a given gas the voltage at which the break-
down occurs depends on the product of pressure and electrode separation (i.e., Pd).
It is generally known as Paschen’s law, and a curve drawn from this equation
between Pd and Vi is referred to as a Paschen curve. Figure 3.3.3 shows such a
curve for helium with arbitrarily chosen v =0.1. The point of minima in such a
curve is called the Paschen minimum, which is the voltage below which the break-
down is not possible.

An expression for the Paschen minimum can be derived by differentiating Vi cqx
with respect to Pd and equating the result to zero (see example below).

1n[1 + l} (3.3.13)

(Pd)min =
v

>| o

Here (Pd)uin is the value at which Vieax is minimum and e is the natural logarithm
number.

Example:
Derive Eq. (3.3.13) for Paschen minimum.

Solution:
We will start with Eq. (3.3.12) for the breakdown voltage.

BPd
In[APd /In(1 + 1/7)]

Vbreak =

To simplify the mathematical manipulations with respect to Pd, we first
write this equation as

BPd
In[A/In(1 + 1/7)] + In(Pd)

Bu
In(v) + In(u)

Voreak =

or Vireak =
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where
u = Pd, and
A
V=—"T"—"—.
In(1 +1/7)

The minimum in the Vigeax — u (i-€., Vireak — Pd) curve can be obtained by
differentiating both sides of the above equation with respect to u and equating
the result to zero:

d Vbrea.k
=0
du

d Bu
= ||—=E____
du |In(v) + In(u)

1 1
= T e+ n@P ) G

0 since B#0

=1In(v) + In(u) = 1

=In(uv) =1

=>uy =¢€
(S
== —
1%

This is the value of u at which V., is minimum. Hence we can substitute
u = (Pd)in and the actual expression for v in this expression to get the desired

result,
1
(Pd)pin = —In|1 + ; .

> o

3.3.F Continuous discharge

The breakdown process we studied in the previous section can further advance to
the process of continuous discharge if the high voltage is raised even further. This
continuous discharge starts as soon as a single ionization takes place and cannot be
controlled unless the voltage is lowered. In this region, electric arcs can be pro-
duced between the electrodes, which may eventually damage the detector. It is
apparent that radiation detectors cannot be operated under these conditions.
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Figure 3.4.1 Current—voltage characteristic curves of an ionization chamber at different
incident radiation intensities. The output signal as well as the onset of the plateau (indicated
on the plot with 1, 2, and 3) increase with increasing intensity or flux of radiation.

3.4 lonization chambers

Ionization chambers are one of the earliest types of radiation detectors. Because of
their simplicity of design and well-understood physical processes, they are still one
of the most widely used detectors.

3.4.A Current—voltage characteristics

Figure 3.4.1 shows the current—voltage characteristics of an ionization chamber at
different incident radiation intensities. Normally the chambers are operated in the
middle of the plateau region to avoid any large variation of current with small var-
iations in the power supply voltage. This ensures stability and softens the require-
ment of using very stable power supplies, which are normally quite expensive.

As we stated earlier, even though the plateau of any chamber always has some
slope, it is generally so small that it can be neglected for practical purposes.

As shown in Figure 3.4.1, the form of the current—voltage characteristic curve of
an ion chamber does not depend on the intensity of the incident radiation.
Quantitatively, two differences arise: the onset of the plateau region and the output
current amplitude. The underlying reason for both of these differences is the avail-
ability of larger numbers of electron—ion pairs at higher intensities. If the rate of
production of charge pairs increases, then a higher electric field intensity will be
needed to eliminate (or, more realistically, to minimize) their recombination. Hence
the plateau in such a case will start at a higher voltage. Also, as we will see later, the
output current is proportional to the number of charge pairs in the plateau region,
and therefore at higher intensities the plateau current amplitude is also larger.

3.4.B Mechanical design

The mechanical design of an ion chamber consists of essentially three components:
an anode, a cathode, and a gas enclosure. The particular geometries of these parts
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Figure 3.4.2 (A) Parallel plate ion chamber and a two-dimensional view of the electric field
inside its active volume. The curved electric field at the sides may induce nonlinearity in the
response. (B) Cylindrical ion chamber and a two-dimensional view of the radial electric field
in its active volume. The increased flux of electric lines of force near the positively charged
anode wire greatly enhances the electron collection efficiency.

are application-dependent. Figure 3.4.2 shows the two most common ion chamber
geometries and the electric fields inside their active volumes. Each of these designs
has its own pros and cons, which we can only understand if we look at the produc-
tion and behavior of electron—ion pairs.

B.1 Parallel plate geometry

This simple design consists of two parallel plates maintained at opposite electrical
potentials (Figure 3.4.3). Although, as we saw earlier, the curvature in the electric lines
of force at the edges of such a detector can potentially cause nonlinearities in the
response, with proper design this problem can be overcome. In fact, very high-precision
parallel plate ionization chambers have been developed [see, for example, [1]].

Let us see how the output voltage pulse from such a chamber looks. For this we
note that the voltage pulse is actually the result of the perturbation in the electric
potential caused by the movement of charge pairs toward opposite electrodes. This
is because the electrons and ions generated inside the chamber decrease the effec-
tive electric field. The strength of this effective field varies as the charges move
toward opposite electrodes, generating a voltage pulse at the output. The effective
voltage at any time ¢ inside the chamber can be written as

Verr(t) = Vo — Vnp(t) (3.4.1)
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Figure 3.4.3 Simple parallel plate ionization chamber. In this geometry the output voltage
Verr depends on the point where charge particles are generated. Electrons, owing to their
small mass, move faster than ions, and therefore the distribution of electrons is shown to
have moved a greater distance as compared to that of ions.

where Vj is the static applied potential and V,,(?) is the potential difference at time
t caused by the electrons and ions inside the chamber.

If we have N, ion pairs at any instant ¢, then the kinetic energy possessed by the
electrons having average velocity v, is given by

T.(f) = Ny e Evyt

Vo
= —N, nt,
d o€V

where we have assumed that the electric field intensity E, under the influence of
which the electrons move, is uniform throughout the active volume and can be writ-
ten as E = Vy/d, d being the distance between the electrodes. Similarly, the kinetic
energy of ions having average velocity v, can be written as

To(1) = Ny e Evpt

_ W

4 Noe Vpl.

The potential energy contained in the chamber volume having capacitance C can
be written as

— 1 2
Ush = 5 CVp,
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while the total energy delivered by the applied potential Vj, is
Uit = ~CV2
total ) 0

In the short-circuit condition, this total energy should be equal to the total of
kinetic and potential energy inside the chamber volume; that is,

Utotal = Uch + Tp + Tn

1 !
= 3 CVi = 5 CVy, + No e Evat + No ¢ Evyt. (3.4.2)

The above equation can be rearranged to give an expression for the effective
potential Vg = Vo — V) as follows:

2Ny Ve
(VO - Vnp)(VO + Vnp) = %(Vp + Vn)t

(3.4.3)
N
= Veff ~ Ciode (Vp + Vn)[.

Here we have used the approximation
Vo + Vnp ~ 2V,.

Since the electrons move much faster than ions (v, > v,), the initial pulse shape
is almost exclusively due to the movement of electrons. If we assume that the
charge pairs are produced at a distance x from the anode (see Figure 3.4.3), then the
electrons will take #, = x/v, to reach the anode. This will inhibit a sharp increase in
pulse height, with the maximum value attained when all the electrons have been
collected by the anode. The ions, owing to their heavier mass, will keep on moving
slowly toward the cathode until time t, = (d — x)/v, increasing the pulse height fur-
ther, though at a much lower rate. The maximum voltage is reached when all the
charges have been collected. Based on these arguments, we can rewrite the expres-
sion for the output pulse time profile for three distinct time periods as follows:

N()e
d (vp + vt ; 0=t=1
N()e
Vet >~ a(\/p +)C)l D LhSt=1 (344)
N
ie - = t

C >
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Figure 3.4.4 Pulse shape of an ideal parallel plate ion chamber. V;, and V), are the voltage
profiles, due mainly to collection of electrons and ions, respectively.

The above equation is graphically depicted in Figure 3.4.4. However an actual
pulse measured through the electronic circuitry differs from the curve shown here,
for the following reasons:

* An actual voltage readout circuit has a finite time constant.
» The charge pairs are not produced in highly localized areas.

In the above derivation leading to the pulse profile of Figure 3.4.4, we have not
considered the effect of the inherent time constant of the detector and associated
electronics on the pulse shape. Time constant is simply the product of resistance
and capacitance of the circuit (7 = RC). Every detector has some intrinsic capaci-
tance as well as the cable capacitance. These capacitances together with the
installed capacitor (if any) and load resistance of the output make up the effective
time constant of the circuit. The difference between this time constant and the
charge collection time characterizes the shape of the output pulse (Figure 3.4.5).
It is apparent that the quicker the pulse decays, the easier it will be to distinguish it
from the subsequent pulse. On the other hand, a very small time constant may lead
to loss of information and even nonlinearity. Therefore, considerable effort is war-
ranted to tune the effective time constant according to the requirements. We will
learn more about this in the chapter on signal processing.

B.2 Cylindrical geometry

Cylindrical ionization chambers offer a number of advantages over their parallel
plate counterparts. Most notably, their charge collection efficiency is much superior
due to the presence of non-uniform electric field strength inside their active
volumes. Such a chamber generally consists of a metallic cylinder and an anode
wire stretched along the axis of the cylinder. The cylinder acts as the gas container
as well as the cathode, with the obvious advantage of a large ion collection area
and consequent high ion collection efficiency. As the anode is generally very thin,
the electric lines of force around it are highly dense and concentrated (see
Figure 3.4.2). The electrons, therefore, travel toward the anode at much faster
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Figure 3.4.5 Realistic pulse shapes of an ion chamber with different time constants. The
difference between the effective time constant of the detector and its charge collection time
determines the shape of the pulse.
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Figure 3.4.6 Sketch of a typical cylindrical ionization chamber.

speeds than the ions moving toward the cathode. This increases the electron
drift speed and improves the electron collection efficiency over the parallel plate
geometry. Figure 3.4.6 shows a typical cylindrical ionization chamber.

Whenever an ionization interaction takes place inside the chamber, the charge
pairs start moving toward the respective electrodes under the influence of the
applied voltage. This produces a change in the potential energy inside the chamber
and causes a voltage pulse at the output electrode (generally the anode), which can
then be measured. We will now try to analytically study the time evolution of this
signal. For this we first note that the change in the potential energy caused by the
movement in the chamber of a charge Q a small distance dr at r can be written as

do(r)
dr

dUu =0 dr. (3.4.5)

For a cylindrical chamber the potential ®(r) can be represented by

O(r)= — %m m (3.4.6)
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Here ¢ is the permeability of the gas, C; is the capacitance per unit length of the
chamber, V|, is the voltage applied across the electrodes, r is the radial distance
from the center of the cylinder, and a is the radius of the cylinder.

The reader should note that, due to the axial symmetry of the cylinder, the poten-
tial varies only in the radial direction. This is certainly not true for the potential at
the two edges, since there the electric lines of force are not uniform along the axial
direction. However, the majority of practical ionization chambers have a great
enough length to make this effect negligible. Differentiating the above equation
with respect to r gives us the required potential gradient,

dq)(}’) _ C1V()l

. 3.4.7
dr 2ne r ( )
Substituting this in Eq. (3.4.5) gives
1
dU:—Qq%fW. (3.4.8)
2me r

The potential energy U in the above equation is just the electrostatic energy con-
tained inside the chamber. For a cylindrical chamber of length [, this can also be
written as

1
U=?Q%. (3.4.9)

Differentiating both sides of this equation gives
dU =1V, dVv. (3.4.10)
Equations (3.4.8) and (3.4.10) can be equated to give

I
av=-21g4 (3.4.11)
2mel r

Let us now suppose that the charge pairs are produced at a radial distance r
(Figure 3.4.7). The electrons and ions thus produced move in opposite directions
under the influence of the electric potential. The change in potential due to the
movement of electrons having total charge — Q can be computed by integrating the
above equation from a + r( to a. Hence we have

a
1
Vo= —Q J —dr
2mel ) gyry ¥

(3.4.12)

Q a-—+ 140
———1In .
2mel a
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Figure 3.4.7 Production of an electron—ion pair in a cylindrical ionization chamber at a
distance of ry from the center of the anode wire.

Similarly, since the ions having the total charge Q move from a + ry to b, the
change in potential caused by their movement can be calculated from

V+=£J ldr

2mel iy, 7

0 b
=——"In .
2wel  |a+ry

To determine the total change in potential we must add V™ and V" together:

(3.4.13)

V=v +Vv*
+
:_anaro+_an b .
2mel a 2rel  |a+r (3.4.14)
__ 2 .
27rsln al

Since the capacitance per unit length C; for a cylindrical chamber is given by

2me

= —— 3.4.15
= e (3:4.15)
the total potential change V in Eq. (3.4.13) can also be written as
0
V=-—=. 3.4.16
Ic, ( )

This result clearly shows that for a cylindrical chamber the pulse height is inde-
pendent of the point of charge generation, which proves its advantage over the
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parallel plate geometry. However, since the parallel plate chambers are easier to
build compared to the cylindrical chambers, they are still widely used. The true
advantage of the cylindrical geometry lies in its ability to produce radially non-
uniform electric field and high field intensity near the anode wire, thus greatly
enhancing the probability of gas multiplication. The process of gas multiplication is
exploited in proportional and GM counters, which we will visit later in the chapter.

3.4.C Choice of gas

Since the average energy needed to produce an ion pair in a gas (W-value) depends
very weakly on the type of gas, any gas can, in principle, be used in an ionization
chamber. Ion chambers filled with air are also fairly common. However, when it
comes to precision detectors, the W-value is not the only factor that has to be con-
sidered, since the precision of a detector depends heavily on the efficiency of
charge collection. Charge collection efficiency depends not only on the detector’s
geometry and the bias voltage, but also on the drift and diffusion properties of the
electrons and ions in the gas. Furthermore, small amounts of contaminants in the
filling gas can severely deteriorate the performance of the chamber. The most trou-
blesome of these contaminants are the so-called electronegative gases, which para-
sitically absorb electrons and produce nonlinearity in a detector’s response. Since
this effect is extremely important for the operation of a gas-filled detector, we will
revisit it in some detail later when we discuss the sources of errors in gaseous
detectors.

The reader should again be pointed to the fact that the choice of gas is highly
application-dependent. For low-resolution detectors where we are not concerned
with fluctuations of a few percent in signal height, we can use any available gas. In
fact, it is possible to operate an ionization chamber in ambient air. Such detectors
are widely used in laboratories for educational purposes and generally consist of a
cylindrical chamber with one end open.

3.4.D Special types of ion chambers

Ionization chambers are perhaps the most widely used radiation detectors. Because
of their heavy usage and applicability in diverse applications, we will now visit
some of the most commonly used variants of the standard ionization chamber
geometry.

D.1 Parallel plate Frisch grid chamber

The simple parallel plate geometry we discussed earlier has a major flaw: The pulse
amplitude depends on the position of charge pair production (see Eq. (3.4.4)).
A cylindrical chamber, on the other hand, does not have such dependence. This
problem can be solved in parallel plate geometry as well by using the so-called
Frisch grid between the two electrodes. Figure 3.4.8 shows such a chamber. The
grid (shown as a dashed line) is simply another electrode kept at a potential with a
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Figure 3.4.8 Parallel plate ionization chamber with a Frisch grid. The incident radiation is
directed with the help of a shield to interact only within the volume bounded by the grid and
the cathode. In such a chamber the pulse shape does not depend on the position of charge
pair production.

value that is between those of the anode and the cathode. Mechanically the grid is
made porous so that electrons can pass through it easily on their way to the anode.
The chamber is designed in such a way that the incident radiation interacts only
within the region enclosed by the grid and the cathode.

The output voltage in a parallel plate Frisch grid chamber is measured across a
resistor between the anode and the cathode and is exclusively due to the motion of
electrons. This implies that for as long as there are no electrons moving between
the grid and the anode, the output voltage remains constant. The point of interac-
tion, therefore, does not have any effect on the shape of the signal. Using arguments
similar to those in the case of a simple parallel plate ion chamber, we can deduce
the expression for the output voltage. In this case, since the signal starts developing
as soon as electrons pass through the grid, it can be considered a simple ionization
chamber in which the charge pairs are always produced near the cathode, which in
this case is actually the grid. Hence we can simply modify Eq. (3.4.4) to get

0 ; 0=t=1,
Noe
Vomzc—odvnt Db =t=t1p
, (3.4.17)
N()e
A 5 tZth
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Figure 3.4.9 Output pulse shape of a Frisch grid ionization chamber. The signal is
exclusively due to the motion of electrons between the grid and the anode.

where time 7,,; and 7, refer to the times the electrons take to reach the grid and the
anode, respectively. The shape of the pulse is shown in Figure 3.4.9.

D.2 Boron-lined ion chamber

Standard ionization chambers are almost insensitive to neutron flux due to low neu-
tron interaction cross sections in the usual filling gases. The neutrons, having no
electrical charge, can hardly ionize atoms and almost exclusively interact with the
nuclei. Therefore, to detect neutrons one must use a material with which the neu-
trons can interact and produce a different ionizing particle. Boron-10 is one such
material; it absorbs a thermal neutron and emits an a-particle according to

n+B - Li} + a. (3.4.18)

The emitted a-particle can ionize the gas, and thus a measurable signal can be
produced. The boron-10 can be used either in gaseous form as BF; gas or in solid
form. BF;-filled chambers are commonly used for neutron detection and have the
same characteristics as the standard chambers. However, the difficulty in purifica-
tion of the BF; gas and its degradation with time are a major problem with these
chambers. BF; counters are generally operated in the proportional region to obtain
a better signal-to-noise ratio. The other possibility is to use boron in solid form,
which is relatively easier to purify and maintain. Such detectors, often called
boron-lined chambers, are actually preferred over BF; chambers for this reason. In
such a detector, boron is coated on the inside of the cylindrical chamber, which is
filled with a conventional gas. In commercially available chambers the boron is
enriched to about 20% by weight in boron-10, while in custom-made chambers
much higher concentrations of boron-10 are used. The thickness of the boron coat-
ing is kept smaller than the mean range of a-particles. This ensures that most of the
a-particles enter the chamber volume and get detected. The detection mechanism
of slow neutrons in a cylindrical boron-lined chamber is shown in Figure 3.4.10.
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Figure 3.4.10 Principle of detection of a slow neutron from a boron-lined cylindrical
chamber.

The boron-lined chamber is also mostly used as a proportional counter, but in high-
radiation environments it can be operated in the ionization chamber region.

D.3 Compensated ion chamber

Determination of slow neutron dose in a nuclear reactor is difficult due to the pres-
ence of the accompanying high ~-ray flux. A simple boron-lined ion chamber
would not work in such a situation, since it cannot differentiate between the two
types of particles. The flux measured from such a detector is the sum of the neutron
and the y-ray responses, and the elimination of the vy-ray background from the mea-
surement is impossible. The trick that is often employed in such a situation is to
simultaneously measure the total flux and just the y-ray flux and then subtract the
latter from the former. Such a system, consisting essentially of two separate or seg-
mented ionization chambers, is referred to as a compensated ion chamber.

There are several possible designs for such a system, including two separate
detection systems for both fluxes. However, the most commonly used design con-
sists of a single but segmented ionization chamber for both measurements. One seg-
ment of this detector is boron-lined, sensitive to both neutrons and ~-rays; the other
is an ordinary ion chamber capable of measuring only the ~-ray flux (Figure 3.4.11).
The current measured at the central electrode in this design is the current produced
in the boron-lined segment minus the y-ray—induced current, which is proportional
to the flux of neutrons.

3.4.E Applications of ion chambers

Ionization chambers are extensively used in a variety of applications due to their
simplicity in design and manufacturing, durability, radiation hardness, and low cost.
Some of their common applications include diagnostic X-ray measurements,
portable dose monitoring, radiation intensity monitoring, and use in smoke
detectors.
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Figure 3.4.11 Working principle of the compensated ionization chamber. Here i; represents
the current due to neutrons and v-rays, while 7, is due to y-rays only.

3.4.F Advantages and disadvantages of ion chambers

It should be noted that there is no such thing as a universal detector that can be
used in any application. Though some detectors, such as ionization chambers, can
be used in a variety of applications, most are designed and built according to partic-
ular applications and requirements. Therefore, talking about advantages and disad-
vantages of detectors is somewhat relative. Still, due to the versatility of ionization
chambers, we will have a general look at their advantages and disadvantages. Let
us first discuss some of their advantages.

Insensitivity to applied voltage: Since the ionization current is essentially independent of
the applied voltage in the ion chamber region, small inevitable fluctuations and drifts in
high-voltage power supplies do not deteriorate the system resolution. This also implies
that less expensive power supplies can be safely used to bias the detector.
Proportionality: The saturation current is directly proportional to the energy deposited
by the incident radiation.

Less vulnerability to gas deterioration: There is no gas multiplication in ionization cham-
bers, and therefore small changes in the gas quality, such as an increase in the concentration
of electronegative contaminants, does not severely affect their performance. This is true for
at least the low-resolution systems working in moderate to high-radiation fields.

Though the ionization chambers are perhaps the most widely used detectors, still

they have their own limitations, the most important of which are listed below.

Low current: The current flowing through an ionization chamber is usually very small
for typical radiation environments. For low radiation fields the current may not be
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measurable at all. This, of course, translates into low sensitivity of the system and makes
it unsuitable for low radiation environments. The small ionization current also warrants
the use of low-noise electronic circuitry to obtain a good signal-to-noise ratio.

* Vulnerability to atmospheric conditions: The response of ionization chambers may
change with changes in atmospheric conditions, such as temperature and pressure.
However the effect is usually small and is only of concern for high-resolution systems.

3.5 Proportional counters

We saw earlier that the maximum pulse amplitude that can be achieved in a parallel
plate ionization chamber is directly proportional to the number of charge pairs cre-
ated by the incident radiation (see Eq. (3.4.4)). This implies that for situations
where the incident particle energy is not very large or the flux is small, the pulse
amplitude may not be large enough to achieve acceptable signal-to-noise ratio.

Any increase in pulse amplitude is therefore tied to an increase in the number of
electron—ion pairs. The easiest way to achieve a large number of charge pairs is to
allow the primary charges produced by the incident radiation to create additional
charges. We have seen this phenomenon in the section on avalanche multiplication.
There we discussed that the primary charges are capable of producing secondary
ionizations in the gas provided they achieve very high velocities between collisions.
The process eventually leads to avalanche multiplication and consequently a large
pulse at the output.

The basic requirement for the avalanche to occur is therefore application of very
high electric potential between the two electrodes. Parallel plate geometry is very inef-
ficient for this purpose because the electric lines of force near the anode and cathode
have the same density. Even if we manage to operate a parallel plate chamber at the
breakdown voltage, it is still not possible to attain acceptable proportionality between
the applied voltage and the output pulse amplitude. The reason is, of course, the
dependence of the pulse amplitude on the point of interaction of radiation. Cylindrical
geometry solves both of these problems. Typically, a cylindrical proportional counter
is similar to a cylindrical ionization chamber, though with mechanics that can with-
stand higher electric potentials.

A typical proportional counter is shown in Figure 3.5.1(a). The anode in this
chamber is in the form of a thin wire stretched across the center of the chamber,
while the wall of the cylinder acts as the cathode. This geometry ensures higher
electric field intensity near the anode wire as compared to the cathode. This non-
uniformity in the electric field ensures, among other things, better electron collec-
tion efficiency compared to parallel plate geometry. The electric field intensity at
any radial distance r in such a cylinder of radius b having center wire of radius a is
given by

1V

E(r) = /e (3.5.1)
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Figure 3.5.1 (A) Schematic of a cylindrical proportional counter. (B) Cross-sectional view
of a cylindrical proportional counter. The thin central wire acts as the anode, while the outer
wall acts as the cathode. (C) Radial electric field intensity profile inside a cylindrical
chamber.

Here V| is the applied voltage. @ and b are the radii of the anode wire and the
cylinder, respectively. This implies that the electric field intensity in the radial
direction has a 1/r behavior [see Figure 3.5.1(b and ¢)].

As stated earlier, the high electric field intensity in the vicinity of the anode
ensures better electron collection efficiency. There is, however, another more pro-
found effect of this: The high field enables the electrons to initiate the process of
avalanche multiplication, which we discussed earlier in the chapter. For every
counter geometry there is a unique range of applied voltages within which the num-
ber of charges produced in the avalanche is proportional to the number of primary
charges produced by the incident radiation; that is,

N = MN,.

Here M is the multiplication factor, which for typical chambers lies between 10°
and 10, Since the output signal is proportional to the total number of charges, it is
evident that such a chamber can amplify the signal considerably.

A detrimental effect of increasing the high voltage in proportional counters is
the build-up of space charge around the anode wire due to the slower motion of
heavy positive ions. This results in the screening of the electrodes and a consequent
decrease in the effective electric field intensity inside the active volume. When this
happens, the proportionality between the deposited energy and the pulse height can
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no longer be guaranteed. The proportional counters are therefore always operated
below the onset of this region of limited proportionality.

3.5.A Multiplication factor

Determination of the multiplication factor is central to the design and operation of a
proportional counter. We saw earlier in this chapter that for a uniform field the mul-
tiplication factor can be obtained from the relation (3.3.4),

M =e™,

where « is the first Townsend coefficient. In a non-uniform field in which the
Townsend coefficient has a spatial dependence, the relation (3.3.5), that is,

M =exp U a(x)dx} ,

should be used instead. To evaluate this integral we need the spatial profile (more
specifically, the radial profile for a cylindrical geometry) of o. We start with the
simple relation 3.3.8 between « and the average energy gained by the electron
between collisions &:

a =Dy Npé.

Since the electron is drifting under the influence of the electric field intensity E,
the energy it gains while traversing the mean free path A = 1/« can be written as

E=EX
_E (3.5.2)
o
Substituting this in the above expression for a gives
a = (DuNnE)'". (3.5.3)

Now we are ready to evaluate the multiplication factor using relation (3.3.5).
But before we do that we should first decide on the limits to the integral in that
relation. We know that the initiation of the avalanche depends on the electric field
strength. Therefore, there must be a critical value of the field below which the ava-
lanche will not occur. Let us represent this critical electric field intensity by E. and
the radial distance from the center of the cylinder at which the field has this
strength by r.. What we have done here is essentially to define a volume around the
anode wire inside which the avalanche will take place (Figure 3.5.2). Avalanche
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Figure 3.5.2 Depiction of the avalanche region around the anode wire at the critical radial
distance r. and the critical electric field intensity E. in a cylindrical proportional counter. In
reality, the avalanche region is very close to the anode wire.

will not occur outside this volume. The integral in relation (3.3.5) can then be eval-
uated from the surface of the anode wire a to r.. Hence we have

re 1/2
_ DoNpV.
M= epr {r s /ao)} dr

(3.5.4)

1/2 -
_ Dy N Voa c_
= exp 2( m(b/u‘)’ > ” 1

The ratio r/a in the above expression can also be expressed in terms of the
applied voltage V|, and the threshold voltage V,. The threshold voltage is defined as
the voltage applied at the anode below which there will not be any avalanche.
Hence it can be evaluated by substituting r = a and E = E in Eq. (3.5.1).

Vi =aE. In <b> (3.5.5)

a
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Also, if we substitute » = r. in Eq. (3.5.1), we will get an expression for the criti-
cal field intensity E.:

_ W
Ec - m. (3.5.6)

By combining the above two relations we get
<= (3.5.7)

The good thing about this expression is that the fraction on the right-hand side
can be determined easily since V, is simply the voltage at which the avalanche mul-
tiplication begins. In other words, V, corresponds to the onset of the proportional
region. Substituting this ratio in Eq. (3.5.4) gives

D, N Voa\'? [ [V,
()] oss

This expression has been shown to be in good agreement with experimental
results up to moderate values of M (on the order of 10%). At very high electric
fields, the initial approximation for a we used in this derivation breaks down and
therefore cannot be used. However, general proportional counters are operated such
that the multiplication factor falls within the applicability range of this expression.

The above expression can also be written in terms of capacitance per unit length:

M =exp

_ 27760
In(b/a)’

Hence it can be shown that

DaNmCV()a 1/2 V()
2l —— ——1]|. 359
< 271'60 ) Vt ( )

Either Eqgs. (3.5.8) or (3.5.9) can be used to determine the multiplication factor
for a cylindrical chamber at a certain voltage. As stated earlier, the values obtained
from these expressions are good up to the usual range of applied voltages for pro-
portional counters [37].

M =exp
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Example:

Plot the dependence of the multiplication factor for a cylindrical proportional
counter filled with argon under standard temperature and pressure on the
applied voltage of up to 1000 V. The active volume of the counter has a diam-
eter of 6 cm and the anode wire has a radius of 10 pm. Take the threshold
voltage to be 500 V. The weight density of argon under standard conditions is
1.784 kg/m°.

Solution:
The given parameters are

a=10"3cm, b=3cm, and V,=500V.

For argon, D, =1.81 X 1077 cm?/vV (see Table 3.3.1) and its molecular
number density can be calculated from

N, = NP
A

where N, is Avogadro’s number, p is the weight density, and A is the atomic
mass. Hence for argon we have

_(6.022 X 10%)(1.784 X 10~%)
me 18

=5.97 X 10" atoms /cm®.

Substituting all these values in Eq. (3.5.8), we get

1/2
M=exp |2 (1.81 X 10717)(5.97 X 10")(V)(10~3) Vo _,
In(3/107%) 500

v
=exp |0.73+/Vo /ﬁ — 1
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The required plot of this equation is shown in Figure 3.5.3.
10*
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Figure 3.5.3 Variation of the multiplication factor with applied voltage for an argon-
filled proportional counter.

3.5.B Choice of gas

As with ionization chambers, virtually any gas can be used in proportional counters
as well. This follows from the fact that all gases and their mixtures allow the pro-
cess of gas multiplication, which is the basic requirement for a detector to work as
a proportional counter. However, there are other factors that must be taken into
account when deciding on a filling gas, some of which are discussed below.

B.1 Threshold for avalanche multiplication

During the discussion on the multiplication factor, we noted that every gas at a cer-
tain pressure has a threshold electric potential below which the avalanche does not
take place. This threshold depends on the type of gas as well as its pressure. In
Figure 3.5.4 we have plotted the first Townsend coefficient for three different types
of gas mixtures. It is evident from this figure that the threshold and voltage profile
for Townsend avalanche are different for each gas mixture. The reader should be
warned that the published values of first Townsend coefficients vary significantly
from one source to another due to the difficulty in the associated measurements.
Care should therefore be exercised when using the values available in the literature.

Since the threshold for gas multiplication in noble gases is much lower than in
polyatomic gases, in general, the standard practice is to use a noble gas as the main
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Figure 3.5.4 Dependence of the first Townsend coefficient on electric field intensity for
three gas mixtures: 80% Ne + 20% CO, (solid line), 90% Ar + 10% CH, (dashed line), and
70% Ar + 30% CO, (dotted line).

component of the filling gas mixture. Perhaps the most commonly used noble gas
in proportional counters is argon, mainly because of its lower cost compared to
other inert gases.

B.2 Quenching

The avalanche multiplication in a proportional counter is a highly localized process.
However, an avalanche can cause additional localized avalanches through its by-
product, the photon. This photon has a wavelength in and around the ultraviolet
region of the spectrum and is produced during the avalanche process. The exact
mechanism of the emission of these ultraviolet photons is the de-excitation of the
gas molecules. For example, in argon we see the following processes:

v+ Ar— e+ Ar"  (ionization) (3.5.10)

Ar" - Art + 4, (de-excitation) (3.5.11)

Here ~ in the first reaction above symbolically represents any ionizing radiation,
and -y, in the de-excitation process represents the ultraviolet photon emitted by argon.
The minimum energy of these ultraviolet photons in argon is 11.6 eV. This energy is
unfortunately higher than the ionization potential of the metals commonly used in pro-
portional counters. Hence, when an ultraviolet photon strikes the cathode wall it may
knock off an electron from the metal. If this electron enters the gas, it gets accelerated
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Figure 3.5.5 Positive effects of adding a quenching agent in a proportional counter.

between collisions with the gas molecules due to the high electric field inside the
chamber. Eventually, it may approach the anode and cause another avalanche. This
process of secondary avalanche is graphically depicted in Figure 3.5.5. An obvious
way to solve this problem is to add an agent in the gas that has a high absorption coef-
ficient for the photons in the ultraviolet region. Polyatomic gases (such as CHy) fulfill
this criterion, since they have a number of closely spaced vibrational and rotational
energy levels. Also, after absorption of the photon a polyatomic molecule generally
dissociates, which can be regarded as a radiationless process. The process of decreas-
ing the probability of secondary discharges is called quenching, and an agent used for
this purpose is called a quencher. The advantage of using a quencher in a proportional
counter is evident from Figure 3.5.5.

Another effect that introduces nonlinearity in the response of a proportional
counter is the emission of an electron during the process of ion—electron recombi-
nation near the cathode. We saw earlier that due to the slow movement of ions, a
space charge of positive ions gets accumulated near the cathode. These ions attract
free electrons from the surface of the metallic cathode and recombine with them to
form neutral atoms. Although the atoms are neutralized, they are left in excited
states due to the excess energy available to the ions and the electrons. The transition
of such an atom to the ground state is generally accomplished through the emission
of a photon, which may also induce secondary electron emission from the cathode.
Furthermore, since there is a sheath of ions attracting electrons from the cathode,
more electrons can be freed than are required for neutralization. All such electrons
are potential avalanche initiators. This process, if not controlled, may lead to sec-
ondary avalanches in proportional counters. This problem can also be solved by
adding a polyatomic quenching gas to the main filling gas. The quencher molecules,
having a large number of rotational and vibrational energy levels, neutralize the
ions through charge transfers. However, since their own de-excitation processes are
mostly non-radiative, they considerably decrease the probability of secondary
avalanches.

Although the polyatomic quenchers have the advantages we just discussed, their
use is not free from negative effects on the chamber. There are two main problems
associated with the polyatomic quenchers: the buildup of polymers on anode and
cathode surfaces and a decrease in the lifetime of the chamber. Both problems have
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the same cause, namely the dissociation or polymerization of quenching molecules
during the process of de-excitation. The degradation of the electrodes over time is a
serious problem because it may change the properties of the chamber. The decrease
in lifetime of the chamber is a serious problem for sealed detectors. This can be cir-
cumvented by allowing the gas to continuously flow through the chamber.

B.3 Gas gain

An important consideration in choosing a filling gas for a proportional chamber is
the maximum attainable gain or multiplication factor. We noted earlier that most
proportional counters are operated with a multiplication factor on the order of 10%.
However, sometimes it is desirable to achieve higher gain before the Geiger break-
down, that is, before the onset of multiple avalanches caused by a single primary
avalanche. The quenching mechanism just discussed serves this purpose to some
extent. However, if the voltage is raised to very high values, the free electrons can
acquire enough energy to cause multiple avalanches. Therefore, one must ensure
that the active volume is continuously depleted of these low-energy free electrons.
The best method to achieve this is by adding an electronegative impurity in the
main filling gas. Freon is one such polyatomic gas. The good thing is that such
gases act as both electronegative impurities and quenchers. The bad thing about
them is their capability to parasitically capture the good electrons as well, thus sup-
pressing even the primary avalanche processes. Certainly, such an effect should be
minimized as it can lead to an appreciable decrease in detection efficiency.

3.5.C Special types of proportional counters
C.1 BF3 proportional counter

The BF;-filled proportional counter is one of the most widely used neutron detec-
tors. When a slow neutron interacts with boron-10, it produces an a-particle with
two possible energies (2.31 and 2.79 MeV):

n+B — Li} + a.

The a-particle thus produced has a very short range and therefore quickly inter-
acts with gas molecules to produce electron—ion pairs. The electrons then, under
the influence of a high electric field, initiate the avalanche. This gas multiplication
process is typical of proportional counters and ensures a large pulse at the readout
electrode. BF; counters have a very good neutron discrimination capability due to
good deposition of energy by the neutrons.

Figure 3.5.6 shows the energy spectra obtained from a very large and a typical
BF; proportional counter. In a large counter, the electrons produced by the
a-particles deposit their full energy in the active volume of the detector, and thus
only two well-defined peaks corresponding to the two « energies are obtained.
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A typical counter, however, has smaller dimensions. In fact, the diameter of a pro-
portional counter is generally smaller than the range of energetic electrons.

A BF; counter cannot be directly used to detect fast neutrons because of the low
interaction cross section of boron-10 for fast neutrons. Therefore, in order to detect
fast neutrons, some kind of moderator, such as paraffin, is used to first thermalize
the neutrons. Thermalization or moderation is the process through which the neu-
trons quickly transfer their energy to the medium.

C.2 Helium proportional counters

A proportional counter filled with helium gas can be used to detect thermal neu-
trons. When an incoming neutron interacts with the helium nucleus, a proton is
emitted. This proton creates secondary ionizations in the counter volume, which

(A

Noise + background

Events per energy bin

231MeV  2.79MeV
Energy bins

(B)

Noise + background

Wall effect

Events per energy bin

2.79MeV

2.31MeV
Energy bins

Figure 3.5.6 (A) Energy spectrum obtained from a very large volume BF; counter. (B)
Response of a BF;3 counter having typical dimensions.
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form the output pulse. The primary neutron interaction with a helium-3 nucleus can
be written as

n+He3 — Hj +p. (3.5.12)

C.3 Multi-wire proportional counters

A multi-wire proportional counter (MWPC) consists of an array of closely spaced
wires in a gas-filled container. The wires are typically 1 mm apart and act as anodes
of individual proportional counters. Since each wire is read out through a separate
electronic channel, the counter is used as a position sensitive detector. We will
therefore defer the discussion on such detectors to the chapter on radiation imaging.

3.6 Geiger—Mueller counters

We mentioned earlier that, if the voltage is increased to very high values, the pro-
cess of avalanche multiplication can spread throughout the detector to produce the
so-called breakdown in the gas. The spread is mainly caused by the ultraviolet
photons emitted during the localized avalanches (Figure 3.6.1). These photons have
high enough energy to produce secondary electrons in the gas as well as in the elec-
trodes and windows of the detector. The electrons thus produced drift toward the
anode under the influence of the effective field inside the chamber. Since this field
is very high, the electrons attain high enough energy between the collisions to pro-
duce secondary avalanches. The secondary avalanche may produce more ultraviolet
photons, which may produce more avalanches, and so on. This spread of avalanches
throughout the detector volume is generally known as Geiger breakdown, and the
detector that behaves in this way is called a Geiger—Mueller or GM counter. In
such a counter, whenever a single ionization takes place, it initiates an avalanche
process, which spreads very quickly and causes breakdown. The current flowing
through the detector in this situation is fairly high and is limited only by the exter-
nal circuitry. The voltage pulse is also quite high, generally on the order of several

X Cathode
Localized avalanche

Anode I HV
Signal

Incident
radiation

Cathode

Figure 3.6.1 Spread of Geiger avalanche due to the ultraviolet photons in a GM counter.
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Pulse height
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Figure 3.6.2 Pulse height variation with respect to applied voltage in and around the
Geiger—Mueller region of a gas-filled detector.

volts. This is a big advantage since it eliminates the need for amplification, some-
thing that is required in almost all the other types of detectors.

It is evident that the GM tubes cannot provide any information about particle
energy since every particle causing ionization in the gas produces the same pulse
amplitude irrespective of its energy. Hence these tubes are absolutely useless for
spectroscopic purposes or for making any measurement to reveal properties of the
incident radiation. This implies that the GM detectors can be used for particle-
counting purposes only.

3.6.A Current—voltage characteristics

Let us go back to Figure 3.3.1 and have a closer look at the Geiger—Mueller region. A
zoomed-in view of this region is shown in Figure 3.6.2. It is evident that the pulse
height at a certain bias voltage is independent of the energy delivered by the incident
radiation. However, the pulse height is not really independent of the applied voltage,
and a small positive slope is clearly visible. This occurs because at higher voltages it
takes more time for the space charge to build up and decrease the effective electric
field below the threshold for avalanche.

This slope, however, is of no significance as far as the operation of GM tubes is
concerned. The reason is that these detectors are generally connected with a dis-
criminator circuitry that increments an internal counter as soon as the pulse crosses
its preset threshold, which is chosen according to the operational voltage.

3.6.B Dead time

The physical process of a Geiger breakdown takes some time to subside in a GM
counter. The output pulse, therefore, is not only large but also fairly long. The prob-
lem is that from the initiation of the breakdown until it has died and the pulse has
been recorded, the counter remains dead for subsequent ionization events. This time
is called the dead time of the GM counter. Since it is not possible to eliminate dead
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time, one must make corrections in the recorded count rate to account for the
missed events. If N, and N, are the recorded and true count rates then, for a GM
counter, they are related by

Ne =nN,, (3.6.1)

where 1 can be thought to represent the efficiency of the counter. Efficiency depends
on many factors, such as dead time due to the discharge process, dead time due to elec-
tronics, efficiency in discriminating the good events from noise, etc. Let us now see if
we can derive a simple relation for efficiency using intuitive arguments. Suppose there
is an average dead time 7 during which the detector becomes unable to record any
new ionizing event. We can assume this since under constant operating conditions the
time it will take the avalanche to spread throughout the detector, cause breakdown,
and then subside should not vary from pulse to pulse. Now, if C is the total number of
counts recorded by the detector in a time 7, then the recorded count rate will be

N = (3.6.2)

~1a

Since 7 is the dead time of the detector, the rate N,y at which the true events
are not recorded is given by

Nlost = 7—]vc]Vta (363)

where N, is the true count rate, or the rate at which the detector would record pulses
if it had no dead time. It is simply the sum of the recorded count rate and the lost
count rate:

Nt :Nc +Nlost~ (364)
Using the above two equations, we can write

Nt = NC + TNCNt

Ne (3.6.5)

:>Nt: P E——
1—7N,

Hence the efficiency of a GM tube can be written as
n=1—7N.. (3.6.6)

Typical GM tubes have a dead time of the order of 100 us. It is obvious from
the above relation that such a detector will have an efficiency of 50% if operated in
a radiation field of 10 kHz. In other words, on average, it will detect one particle
out of two incident particles.
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Example:

A GM detector having an efficiency of 67% is placed in a radiation field. On
average, it reads a count rate of 1.53 X 10* per second. Find the true rate of
incident radiation and the dead time of the detector.

Solution:
The rate of incident radiation is the true count rate of Eq. (3.6.5). Hence we have

N,
Ny= —
i)

_ 153 x10*

=283 % 10*s .
067 2.83 X 10" s

For the dead time we use Eq. (3.6.6) as follows:

n=1-—7N;
1—n
=T =
N,
_1-067
1.53 % 10*

=2.15X1073 s =21.5 ps.

Dead time for GM tubes is generally determined experimentally in laborato-
ries by using the so-called two-source method. This involves recording the
count rates from two sources independently and then combining them
together. According to Eq. (3.6.5), the true count rates N,i, Ny,», and Ny,1, of
the two sources independently and combined are given by

N,
Ny = _ el
1-— TNCJ
N,
Nn,z e
1-— TNCJZ
Nei2
Nt,12 = 07,3
1-— TNC,12

where N,,, with x =1, 2, 12 represent the recorded count rates in the three
respective configurations. Now, since the atoms in the two sources decay inde-
pendently of each other, their true rates should add up; that is,

Ni12 =Nyi + N (3.6.7)
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Substituting the true count rate expressions in this equation gives
Newp . Nex | Nep
1 _TNC,lz 1 _TNc,l l_TNc,z

Nt T Nep — Ne o
2Nc,1Nc,2

(3.6.8)

=T

Note that, in order to determine the dead time using this method, one does
not require knowledge of the true count rates of either of the two sources.
Hence any source with arbitrary strength can be chosen for the purpose.
However, one must make certain that the decay rate is neither very low nor
very high to ensure that the efficiency of the detector does not fall too low.

Example:

In an attempt to find the dead time of a GM counter, three measurements are
taken. The first two with separate radiation sources give average count rates
of 124 and 78 s~ '. With both the sources in front of the detector, the count
rate is found to be 197 s~ ! Estimate the dead time of the counter.

Solution:
We can use Eq. (3.6.8) to estimate the dead time as follows:

N1+ Nep — Nepo
2Nc,1Nc,2

124 +78—197
2(124)(78)

=26X10"*s.

3.6.C Choice of gas

As with proportional counters, the basic design criterion for GM counters is that the
filling gas should have a low avalanche multiplication threshold. All inert gases
fulfill this requirement and therefore can be used in GM counters. There is,
however, an additional condition for the detector to operate in GM region: It should
allow the process of avalanche multiplication to cause breakdown in the gas.
We discussed the process of breakdown earlier and noted that the condition for
breakdown is governed by the so-called Paschen’s law, Eq. (3.3.12),

BPd
In[APd/In(1 +1/9)]”

Vireak =
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where A and B are experimentally determined constants, P is the gas pressure, and
d is the separation of electrodes. Using this equation we arrived at the expression
for the value of Pd at which the minimum V., Was possible:

e 1
Pd) .. = —In|l+ —|.
( )mm A n{ ,y}

This is a very useful relation as it can be used to determine the threshold value
of the product of gas pressure and electrode gap for Geiger breakdown. Generally,
the physical dimensions of the detector are fixed by engineering considerations.
This means that the type of gas and its appropriate pressure can be determined from
the above relation.

Apart from the above condition, another thing to note is that sometimes, due to
safety considerations, it is desired that the operating voltage be kept as low as pos-
sible. However, since at lower voltages avalanche multiplication cannot be achieved
unless the pressure is also lowered, in such situations the gas pressure is lowered
to less than atmospheric pressure. The drawback to this approach, as compared to
tubes that operate at atmospheric pressure, is that they require specially designed
containers and walls to be able to withstand the pressure gradients. In any case, it
must be ensured that the Paschen conditions remain satisfied.

We saw earlier that even a small amount of electronegative contaminant in the
filling gas can drastically decrease the electron population due to parasitic absorp-
tion. In proportional counters this results in a decrease in output signal strength. For
GM counters the problem is not of signal strength, but rather the spread and sustain-
ment of the avalanche. With too much absorption of the electrons, this process may
die out too soon and the resulting pulse may not be high enough to pass the dis-
criminator threshold. Therefore, a necessary condition for proper operation of a GM
counter is that its filling gas should be as free from electronegative impurities as
possible.

3.6.D Quenching

The positive ions moving toward the cathode attract electrons from the cathode
wall. As these electrons impact the ions, more electrons may be emitted. These new
electrons can initiate more breakdowns. The result is a pulsating response of the
detector after the main signal pulse has died. The two most commonly used quench-
ing methods to reduce the dead time of a GM counter can be classified as internal
and external quenching methods.

D.1 Internal quenching

In this type of quenching a small amount of a polyatomic gas is added to the main
fill gas in a concentration of around 5—10%. The main idea is to transfer the posi-
tive charge of an ion produced in the avalanche process to a molecule that, unlike
the original ion, does not subsequently emit an electron. This decreases the
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probability of another avalanche. There are two conditions that must be met by the
added gas:

1. It should have low enough ionization potential to ensure that the charge is efficiently
transferred.
2. It should not de-excite by emitting an electron.

These two conditions are fulfilled by many polyatomic molecules. They have
low ionization potentials and a number of closely spaced vibrational energy levels.
Furthermore, they generally de-excite by dissociating into simpler molecules.

D.2 External quenching

The externally applied electric field helps the detector in multiple pulsing and is
therefore the main cause of dead time. An obvious method to solve this problem is
then to decrease the high voltage rapidly so that subsequent avalanches do not occur.

A good example of an external quenching circuit is one that rapidly drops the
anode voltage right after the beginning of a discharge. This is essentially equivalent to
delivering a large-amplitude negative pulse to the detector, thus rapidly removing the
space charge. The rise time of such a pulse is kept very small (on the order of several
tens of nanoseconds) to ensure high efficiency in decreasing the dead time [8].

3.6.E Advantages and disadvantages of GM counters
The advantages of GM counters are:

» Simplicity in design: GM counters are perhaps the easiest to build and operate in terms
of readout electronics.

* Invulnerability to environmental changes: Since the magnitude of the output pulse in GM
detectors is very high, they work almost independent of changes in temperature and pressure.

Following are some of the disadvantages of GM counters:

» Energy/particle discrimination: The pulse height of GM counters is not proportional to
the energy deposited by the radiation, and therefore they cannot be used to measure dose
or discriminate between types of radiations or their energies.

* Low dynamic range: The dead time losses in GM counters increase with radiation strength.
The effect can be reduced by decreasing the size of the chamber, though at the expense of
reduced sensitivity. Because to this, the dynamic range of GM counters is very limited.

3.7 Sources of error in gaseous detectors

3.7.A Recombination losses

Ideally, the measured ionization current in an ionization chamber should consist of
all the electron—ion pairs generated in the active volume. However, due to different
losses, the electrons and ions are not fully collected. For precision measurements,
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these losses must be taken into account. The recombination of electrons and ions is
one of the major sources of uncertainty in measurements, especially at high incident
photon fluxes. Intuitively, one can think that the recombination rate should depend
directly on the concentration of charges. This suggests that the rate of change in the
number of positive and negative charges should be proportional to the number of
charges themselves; that is,

d +
% =S—an"n” 3.7.1)
an-
% =S—an"n". (3.7.2)

Here « is called the recombination coefficient and S represents the source of
charges. The above two equations can be combined to give

dn~—n") _ 0
dr (3.7.3)
=n =n"+(C,
where C; is the constant of integration and depends on the initial difference

between the number of positive and negative charges. Substituting Eq. (3.7.3) into
Eq. (3.7.2) gives

dn_
% =S—a(n )P +aCn . (3.7.4)

This is a first-order linear differential equation with a solution

1 = raCaexp(y/CF + 15 ]ar)

I . (3.7.5)

1= Coexp( /€T +75]ar)

Here r; and r, are the roots of the quadratic equation on the right side of
Eq. (3.7.4), given by

1
=g {C. +,/C+ 4S/a} . (3.7.6)

Similarly, the solution for positive charges can be obtained from Eq. (3.7.1). The
roots in this case are given by

1 /
rl,r2:§|:_cli C12+4S/Oé:| (377)
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The constants C; and C, can be determined by using the boundary conditions:
n=ngat t=0 and n=n at t=t. Instead of solving this equation for a particular
case, we note that these solutions represent complex transcendental behavior, which
eventually reaches the steady-state value of r,, that is,

N —> 1, as t— o0.

For the special case when the initial concentrations of positive and negative
charges are equal, the constant C; assumes the value of zero and consequently the
steady-state charge concentration becomes

Ny = E (3.7.8)
a

This shows that the equilibrium or steady-state charge concentration is
completely determined by the source producing electron—ion pairs and the recom-
bination coefficient.

Example:

Estimate the steady-state density of ions in a 0.5 atm helium-filled ionization
chamber if the ionization rate is 1.5 X 10''/cm?/s. The recombination coeffi-
cient for helium at 0.5 atm is approximately 1.7 X 10~ "/cm?/s".

Solution:
Assuming that the initial concentrations of electrons and ions are equal, we
can estimate the required quantity using Eq. (3.7.8):

1.5 X 10"
1.7 X 1077

9.4 %108 cm 3.

3.7.B Effects of contaminants

The gases used in radiation detectors are generally not free from contaminants. The
most problematic of these contaminants are electronegative molecules, which para-
sitically absorb electrons and form stable or metastable negative ions. Some of
these impurity atoms are listed in Table 3.7.1. The contaminants most commonly
found in gaseous detectors are oxygen and water vapor. It is almost impossible to
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Table 3.7.1 Electron affinities of different molecules and ions [18]

Molecule Electron Affinity (eV) Negative Ion Electron Affinity (eV)
0, 0.44 (O 1.47
C, 3.54 Cc 1.27
Cl, 2.38 Cl™ 3.61
OH 1.83 H™ 0.75

Table 3.7.2 Mean capture time 7., collision frequency v., and
probability of electron capture in a single collision p for some
common contaminants and filling gases for radiation detectors
[37]. All the values correspond to electrons at thermal energies
and gases under standard atmospheric conditions

Gas Te (S) Ve (s™h P

0, 7.1%x107% 22x 10" 6.4x107°
CO, 1.9x1077 2.1x10" 25%107°
H,0 14 %1077 2.8 X 10" 25%107°
Cl, 47%107° 45%x 10" 47x107*

purify a filling gas completely of oxygen. In fact, a few parts per million of oxygen
is generally present in any gaseous detector. This concentration increases with time
due to degassing of the chamber and, if the detector windows are very thin, due to
diffusion from outside.

The capture of electrons by these contaminants is a problem not only for propor-
tional counters but also for high-precision ionization chambers. On the other hand,
for general-purpose ionization chambers, capture of a few electrons by the contami-
nants is not of much concern, as the nonlinearity caused by this generally falls
within the tolerable uncertainty in detector response.

Often one is interested in comparing the probability of electron attachment for
different gases. We can define this quantity with the help of two factors that have
been measured for different gases: the mean lifetime 7. for the electrons and their
collision frequency v,. In terms of 7. and v,, the probability of capture in a single
collision can be written as [37]

1

TeVe

p= (3.7.9)

The values of these parameters for some common gases are shown in
Table 3.7.2. It is apparent that the extremely small capture lifetimes of these gases
can be a serious problem, at least for high-precision systems. Even small quantities
of contaminants such as oxygen and water can produce undesirable nonlinearity in
detector response.

Let us now have a look at different mechanisms by which the contaminants
capture electrons.
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B.1 Radiative capture

Here, the capture of an electron leaves the molecule in an excited state that leads to
the emission of a photon. Radiative capture can be symbolically represented as

et+tX—- X *

_ _ (3.7.10)
X7* > X ++,

where (*) represents the excited state of molecule X. Radiative capture occurs in mole-
cules that have positive electron affinity. Fortunately enough, for the contaminants
generally found in filling gases of radiation detectors, the cross section for this reac-
tion is not significantly high [39].

B.2 Dissociative capture

In this process the molecule that has captured an electron dissociates into simpler
molecules. The dissociation can simply be the emission of an electron with energy
smaller than the energy of the original electron:

e+ (XY.VZ) - (XY..VZ)™* G711
(XY.VZ)™ — (XY..VZ)* +¢' with Ex <E, o

Here (XY..VZ) represents a polyatomic molecule. In a proportional counter, the
energy and the point of generation of the second electron may or may not be
suitable to cause an avalanche. This uncertainty can therefore become a significant
source of nonlinearity in the detector’s response if the concentration of such molec-
ular contaminants in the filling gas is not insignificant.

Not all polyatomic molecules emit secondary electrons during the process of de-
excitation. Some molecules dissociate into smaller molecules such that each of the
fragments is stable. Such a reaction can be written as

e+ (XY.VZ) — (XY.VZ)~*

(XY..VZ)™ — (XY)* + (VZ) ™ (stable) or (3.7.12)

(XY..VZ)™ — (XY..V)* + Z (stable). (3.7.13)
It is also possible for a fragmented part of the molecule to go into a
metastable state and then decay to ground state by emitting an electron or by further

dissociating according to

e+ (XY..VZ) — (XY.vZ)™™
(XY.VZ)™* — (XY)* + (VZ)* (3.7.14)
(XYY" + (VZ) ™ — (XY)* +(VZ)* +e or

XY) +(VZ) ™ —> (XYY +V*+Z . (3.7.15)
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Figure 3.7.1 Schematic showing the drift of positive charge cloud toward the cathode in a
parallel plate chamber.

B.3 Capture without dissociation

In this process the polyatomic molecule captures an electron and, instead of dissoci-
ating into simpler molecules, transfers its excess energy to another molecule. This
reaction can be written as

e+ (XY)—> (XY)™*
(XY) ™ +Z — (XY) +2Z* (3.7.16)
7" —>Z+n.

3.7.C Effects of space charge buildup

We noted earlier that the slow mobility of the positive charges toward the cathode
produces a sheath of positive charge cloud between the electrodes. This sheath
moves slowly toward the cathode under the influence of the applied electric field.
The most important effect of this charge cloud is that it decreases the effective elec-
tric field intensity and thereby affects the drift of electrons. To quantitatively under-
stand this effect, let us suppose that we have a parallel plate chamber in which a
cloud of positive ions is moving toward the cathode (Figure 3.7.1).

Assuming that the positive charge density p, is constant throughout the sheath
of charges having a width of dx, the equation of motion of this cloud of charges can
be written as

V.E = % (3.7.17)
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J.=p+v, (3.7.18)
V-7, =0 (3.7.19)
Vv.=u+E. (3.7.20)

Here 7+ represents the current density of the charge flow,;:r is the drift velocity
of the charges, and p is their mobility. These equations can be shown to yield

V-[E(V-E)]=0. (3.7.21)

For our case of parallel plate geometry, this equation can be written in one
dimension as

d dE
5 Te(2)] o e

This is justified if we assume that the distance between the electrodes is far less
than the length and width of the electrodes. The correct way to say this is that we have
assumed the electrodes to be infinitely long and wide, thus eliminating any need to
consider the non-uniformity of electric field intensity at the ends of the chamber. In
real detectors, electrodes are not that big but with proper design (e.g., using end rings)
can ensure that the edge effects are minimal. The solution to the above equation is

E =[2(Cix+Cy)]'/?, (3.7.23)

where C; and C, are constants of integration. To determine these constants we use
the following initial conditions:

Vo

E=———E at x=0 (3.7.24)

Vi
E= ?0 —E, at x=d. (3.7.25)
Here Vj is the applied electric potential and E is the electric field intensity due

to the sheath of positive charges. Using these conditions in Eq. (3.7.23), the integra-
tion constants can be found to be

and (3.7.26)

2
C,= % {— +E+] . (3.7.27)
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Figure 3.7.2 Dependence of space-charge-induced electric field £ inside a 2 cm long parallel
plate chamber on the effective electric field intensity at three distances from the anode: 2.5 cm
(dotted line), 3.5 cm (dashed line), 4.99 cm (solid line). Applied voltage is 500 V.

Hence Eq. (3.7.23) becomes

VoE+ Vo 2
_4 d2 .X+ (d+E+>

1/2
E=

(3.7.28)

The dependence of the space-charge-induced electric field strength £, on the
effective electric field intensity E for a parallel plate chamber of d=2cm at
2.5 cm, 3.5 cm, and 4.99 cm from the cathode has been plotted in Figure 3.7.2. The
applied potential is 500 V. It is apparent that even a space-charge-induced electric
field equal to 10% of the applied electric field can decrease the effective field inten-
sity to unacceptable levels. Of course, the value of E, depends on the number of
positive charges in the space charge sheath and the effect will therefore depend on
the number of charge pairs being created by the incident radiation. Now, since we
know that the number of charge pairs created depends on the energy deposited by
the radiation, we can intuitively conclude that the effect of space charge will
become more and more prominent as the energy and/or the intensity of the incident
radiation increase. Since, due to very slow mobility of the positive ions, it is practi-
cally impossible to completely eliminate this effect, one concentrates on how much
space charge can be tolerated. This depends on the application and the type of
detector. In ionization chambers, where we have a plateau over a large range of
applied potentials, a small space charge effect is not of much significance. On the
other hand, in a proportional chamber one must be careful to keep the space charge
at a minimum since it could lead to a decrease in the electric field intensity to lower
than the avalanche threshold.

Since the effect of space-charge-induced electric field intensity is not negligible,
we will now try to derive a relation for a simple case of mono-energetic photons
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incident uniformly over the whole detector. From the uniformity of the flux we see
that the incident flux can be factorized into two parts ¢o(y, z, ) and ¢(x, f), such
that only the second factor varies as the photons get absorbed in the detector. Let us
now suppose that we want to find the number of photons absorbed in an element of
thickness 6x at a distance x (cf. Figure 3.7.1). If x" is a distance in this element,
then according to the exponential law of photon absorption in matter, the number of
photons being absorbed per unit time in x’ from x is given by

(rbabs = ¢O(ya < t)¢(x’ t)

) (3.7.29)
= ¢o(y,z, e (1 —e ).
Here 1 and p are the mass absorption coefficient and density of the filling gas.
The first exponential term in the above equation represents the number of photons
surviving the absorption after traveling a distance x. ¢ is simply the incident pho-
ton flux. The term in parentheses represents the number of photons being absorbed
per unit time in a thickness x’ from x.

Let us now suppose that the photon flux is constant in time. In this case the rate
of creation of charge pairs will also be constant. The charge pairs thus created will
move in opposite directions and constitute a current. The current can be integrated
over time to determine the total charge. A good approximation of the total charge
Q produced by the movement of charges by a distance Ax is

0="Aax, (3.7.30)
v

where N represents the number of charges each having a unit charge e and moving
with a drift velocity v. Using this relation, we can estimate the amount of space
charge in the volume element dx to be

¢E h b x+0x
0= 50 gnex J J do(v, 2, 1)dy dzj (1—e "P)dy. (3.7.31)
X

Wy, y=0Jz=0 x'=

Here

e is the electronic charge,

E, is the photon energy,

W is the energy needed to create an electron—ion pair,
v is the drift velocity of the ions,

h is the height of the space charge sheath, and

b is the width of the space charge sheath.

After integration, the above equation yields

eEYNy _ e mx
= PO a—nex | 5y —

1 — e my| 3.7.32
Wos 0 ( ) ( )

Q
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where

h b
No = J J 900y 2, 1)dy dz.
=0 Jz=0

y=

To simplify this relation we make the very valid assumption that the mean free
path of the photons is much larger than the elemental length éx; that is,

1

Ay = — > 0x.
wp

In this case the above relation for the space charge becomes

eEWN()

Q: WV+

e M Ex(1 — e PP, (3.7.33)

Now that we know the amount of charge in the sheath of space charge, we can
compute the electric field intensity due to the whole space charge by using Gauss’s
law. This law states that the net electric field intensity from a closed surface is
derivable from the amount of charge Q enclosed by that surface; that is,

%ﬁ- 7as= 2. (3.7.34)

where ¢ is the permeability of the medium. From the beginning we have assumed
that the number of charges varies only in the x direction. We can now extend this
assumption to include the components of the electric field intensity in the y and z
directions. Hence application of Gauss’s law in our case with Q given by
Eq. (3.7.33) yields

h b E-N,
Es {2] J dy dz} = ;}W—Oe*ﬂﬂx(sx(l —eh), (3.7.35)
19

y=0Jz=0 v+
The factor 2 on the left-hand side of this equation has been introduced to account
for the fact that we have to integrate over both the left and right surfaces out of
which the electric lines of force are passing. Hence the electric field intensity due
to a sheath of charges is given by

eE7,,N 0

E X — ee——
& OWevyhb

e hpx 6x(1 _ efllﬂx). (3736)
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Now, to obtain the space-charge-induced electric field at the edges of the volume
enclosed by the electrodes, we integrate the above relation over all x.

E.Ny [* .
x=0
(3.7.37)
= 76E\NO [1 e 267””‘!]
4Wev uphb

Equations (3.7.37) and (3.7.28) can be used to determine the effective electric
field inside a gaseous detector illuminated by a photon beam. The factors i and b
in Eq. (3.7.37) can be determined from the cross-sectional area of the photon beam,
the diffusion coefficient D of the filling gas for positive ions, and the charge inte-
gration time 7 of the readout circuitry through the relations

h=h*+2v6Dr and (3.7.38)
b=b* +2/6Dr, (3.7.39)

where h*and b* are the height and width of the incident photon beam.

3.8 Detector efficiency

Now that we know about the different sources of error and their impact on detector
performance, we can appreciate the fact that it is not practically possible to build a
detector that is 100% efficient. If we could, such a detector would detect and mea-
sure the radiation as it is and not as it sees it. We can intuitively think that the
detection efficiency of a gas-filled detector would depend on many factors, such as
detector geometry, type of filling gas, gas pressure and temperature, type of inci-
dent radiation, type of electronic circuitry, etc. The intuition is correct and leads to
the problem that with so many parameters, it is fairly difficult, if not impossible, to
analytically calculate the absolute efficiency of the system. However, if we are
really hard pressed to do that, the easier way to proceed would be to decompose the
overall efficiency into components related to different parameters or sets of para-
meters. The individual efficiencies would then be easier to handle analytically. To
make this strategy clearer, let us follow the path of a radiation beam through a par-
allel plate ionization chamber. As the beam passes through the entrance window of
the chamber, a part of it gets parasitically absorbed in the window material. This
implies that we can assign an efficiency to the system that tells us how effective the
window is in not absorbing the radiation. Let us call it 7. The beam of particles
then passes through the filling gas of the chamber and deposits some of its energy.
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Now, a number of factors affect this absorption of energy by the gas molecules. Let
us lump them together in an absorption efficiency and represent it by 7,. The
absorbed energy can produce electron—ion pairs through processes that we know
are not 100% efficient (see Chapter 2). Let us represent this efficiency by 7,. The
electrons and ions thus produced drift toward opposite electrodes under the influ-
ence of the applied electric potential. If the signal is measured at the anode, then
we are mainly concerned with the drift of electrons (which, of course, also depends
on the distortion of the field due to the slow movement of heavy ions). We will call
the efficiency of these electrons in reaching the anode without being parasitically
absorbed or escaping from the active volume by 7,. Finally, we will lump together
the efficiencies of the electronic circuitry into a single parameter, .. The total effi-
ciency will then be given by

1= gy Mae- (3.8.1)

The efficiency associated with absorption in the window can be easily calculated
for photons by recalling that a photon beam in matter follows exponential attenua-
tion; that is,

I=1ye M, (3.8.2)
where Iy and [ are the incident and transmitted photon intensities, (i, is the attenua-

tion coefficient of photons for the material of the window, and x,, is the thickness
of the window. The efficiency is then given by

U

S

(3.8.3)

=g Hwtw,

To calculate the absorption efficiency 7,, we again use the exponential attenua-
tion term, but since this time it is the absorption we are interested in, the efficiency
is given by

Ip—1
ng -
Iy (3.8.4)

— X,
=1—etee,

where (i, is the attenuation coefficient of the filling gas and x, is the thickness of
the active volume of the detector. The value is also referred to as the quantum effi-
ciency of the detector. It depends on the attenuation coefficient, which is a function
of the energy of the incident radiation and the type of the material. Therefore, quan-
tum efficiency has implicit energy and material dependence.

Let us now move on to the next efficiency factor, which is the efficiency of cre-
ating electron—ion pairs by absorbed radiation. This process, though not 100%
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efficient, can still be considered so for the gases typically used in radiation detec-
tors. The reason is that in these gases the possibility of loss of energy in the form of
phonons (heat-carrying particles) is fairly small. Also, the low levels of contami-
nants in these gases ensure that energy does not get parasitically absorbed. Hence
for most practical purposes we can safely assume that

m, ~ 1. (3.8.5)

The efficiency of the electronic circuitry depends heavily on its design and con-
struction and therefore can vary significantly, from values very close to unity for
well-designed systems to very low for poorly designed systems. Therefore, there is
no general function or value that can be assigned to every type of electronic signal
analysis and data acquisition chain. It should be mentioned that by electronic effi-
ciency of pulse-counting systems, we essentially mean that the system does not
miss any real pulse and does not count any false pulse. This is a very stringent
requirement and is rarely met even by the most sophisticated systems. One can,
however, safely say that a well-designed modern system has an efficiency that
approaches unity. If we assume that the efficiency of the electronic system is 1, the
total efficiency of the system is given by

1= Mgy e
= (e7M™)(1 —e ) (1)(1) (3.8.6)

= e (] — e TVeR),

It should be stressed here that this is a somewhat simplified picture of the actual
situation. We assigned perfect efficiencies to two factors. This might not be the
case in a real system. But then the question is: How accurately do we actually want
to know the overall efficiency? There is no general answer to this question, since it
is the application that dictates the answer.

The efficiency factor related to absorption in the detector window can also, for
most practical purposes, be assumed to be very close to unity. The reason is that
the windows are generally made of very thin materials having low absorption cross
sections in the energy range of interest. In such a case, the overall efficiency is sim-
ply given by the quantum efficiency of the system; that is,

n=0E=n, (3.8.7)
=1—e He'e,

That is why most experimenters generally concern themselves with the quantum
efficiency of the system. Quantum efficiency actually sets a physical limit on
the efficiency of the system. A system’s efficiency cannot be better than its
quantum efficiency no matter how well the system has been designed.

Quantum efficiency, though very useful, does not tell us how efficiently the
detector detects the incident particles. The reason is that it is only concerned
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with the efficiency of absorption of particles in the detection medium. A much
more useful quantity is the so-called detective quantum efficiency or DQE,
which actually tells us how well the system works in terms of detecting and
measuring radiation. Earlier in the chapter we looked at two types of gas-filled
detectors—integrating and quantum—though we did not assign them these
names. An ionization chamber is an integrating detector since it integrates the
charges on an external capacitor for a predefined period of time, and the result-
ing voltage is then measured by the readout circuitry. The voltage measured is
proportional to the charge accumulated on the capacitor, which in turn is pro-
portional to the energy deposited by the incident radiation. A quantum detector,
such as a GM tube, on the other hand, counts individual pulses created by inci-
dent particles. Due to the difference in their modes of operation, these two types
of detectors have different detective quantum efficiency profiles. For an inte-
grating system, DQFE is given by [43]

OF

DQEiy = 1+ (0% /(QE)(Niw))’

(3.8.8)

where Ny, is the number of incident photons and o2, represents the standard devia-
tion of measurements. Note that this is not the standard deviation of the number of
incident particles, which is given by oy, = /Niy.

For a quantum detector, where the charges are not integrated and individual
pulses are counted, this equation is not valid. For such detectors, the detective quan-
tum efficiency is given by [43]

2
B %} exp(_w) (3.8.9)

DQEquant =QF |:1 At

where, as before, N;, is the number of incident photons, 7 is detector’s dead time,
and At is the measurement time.

Looking at Egs. (3.8.8) and (3.8.9), it becomes apparent that the two types of
detectors have fairly different behaviors. The detective quantum efficiency of an
integrating detector increases with incident photon intensity, while a quantum
detector shows a completely different behavior (Figure 3.8.1). This can also be
understood by an intuitive argument: As the photon intensity increases, more and
more photon pulses arrive within the dead time of a quantum detector, thus
decreasing its detection efficiency. On the contrary, an integrating detector sees
more pulses within the integration (measurement) time, and hence its DQE
increases.

The reader should again be reminded that quantum efficiency sets the physical
limit of any detector. That is why the maximum DQEFE possible for integrating and
quantum detectors, according to Eqgs. (3.8.8) and (3.8.9), is actually given by QF
(cf. Figure 3.8.1).
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Figure 3.8.1 Variation of detective quantum efficiencies with respect to incident number of
photons for integrating and quantum detectors.

Example:

A parallel plate ionization chamber is used to measure the intensity of a 5 keV
photon beam. The detector, having an active length of 5 cm, is filled with dry
air under standard conditions of temperature and pressure. For an input number
of photons of 10°, arriving at the detector within a specific integration time, the
standard deviation of the measurements turns out to be 150 photons. Assuming
that the absorption in the entrance window can be safely ignored, compute the
quantum efficiency and detective quantum efficiency of the detector.

Solution:

The quantum efficiency of the detector can be calculated from Eq. (3.8.7).
However, to use that equation, we need the value of the attenuation coefficient
pg for dry air. For that we turn to the physical reference data made available
by the National Institute of Standards and Technology [12]. We find

[ i = 40.27 cm® g~
and p;, = 1.205 X 107 g cm 3,

where pp, .i; 1S the mass attenuation coefficient of dry air for 10 keV photons
and p,;. is the density of dry air under standard conditions. The attenuation
coefficient is then given by

Hair = ll’m,airpair
= (40.27)(1.205 X 107?)
=4.85X10"%cm™".
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We now substitute this and the length of the chamber into Eq. (3.8.7) to get
the quantum efficiency:

QE =1- e_uairxﬂil’.
=1 —exp[—(4.85 X 107 3)(5)].
=0.21.

To compute the detective quantum efficiency, we make use of Eq. (3.8.8):
QF
1+ (03,)/((QE)(Nin))
0.21
1+ (150)%/((0.21)(10%))

=0.10.

DQEim =

This shows that the detective quantum efficiency of the detector is only 10%,
which may not be acceptable for most applications. However, at higher incident pho-
ton fluxes, the DQE will be higher and will eventually reach the quantum efficiency.

The detector in the previous example did not have good quantum efficiency.
But the good thing is that there are ways to increase efficiency. One can custom-
ize a detector according to the application to yield the maximum possible detec-
tive quantum efficiency. Perhaps the best way to increase the DQE is to increase
the quantum efficiency. This can be done in many ways, such as by increasing
the density of the gas, using a different gas, or increasing the size of the detector.

Example:

A GM detector having a quantum efficiency of 0.34 and dead time of 50 ps is
used in a low-radiation environment. If within a measurement time of 1 s,
1000 photons enter the detector’s active volume, compute its detective quan-
tum efficiency. What will be the DQE if the number of photons increases to
10° within the same measurement time?

Solution:

Since a GM detector is a quantum detector, we can use Eq. (3.8.9) to compute
the DOE.

(QE)(T)(Nin )Tex (_ (QE)T)(Nin) )
: p

DQEquam =QF |:1 A At

— 2 _
—034 [1 _(0.34)(50 ><110 6)(1000)} s (_ (0.34)(50 ><l1o 6)(1000))

=0.32.
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Next we have to determine the detective quantum efficiency for the case
when the same detector is used in a much more hostile radiation environment.
Since all other parameters remain the same, we substitute N, = 10° in the
above equation to get

EQEquan = 0.2.

3.8.A Signal-to-noise ratio

Signal-to-noise ratio, generally represented by SNR or S/R, is one of the most
widely used parameters for characterization of detector response and is given by

SNR= 5. (3.8.10)
N

where S and N represent signal and noise, respectively. There are generally two
types of SNRs that are associated with detectors: input SNR and output SNR. The
input SNR tells us what we should expect to see from the detector, while the output
SNR represents the actual situation. Let us take the example of a photon detector. If
we know the flux of photons incident on the detector window, we can calculate the
number of photons expected inside the detector. This will be our input signal Sj;,.
The noise of this signal is given by the statistical fluctuations in the number of
photons, which can be calculated from

Niw = /S (3.8.11)

The signal-to-noise ratio will then be given by

S.

=

SNR;, =

(3.8.12)

1% Q
:? =

Example:
A detector is exposed to a photon fluence of 10° cm™2. If the detector’s
window has a radius of 3 cm, calculate the input signal-to-noise ratio.

Solution:
The number of photons seen by the detector can be calculated from

Sin = (P)(77?)
= (10°)(w3?)
=2.83 X 10° photons.
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The expected noise from this signal is given by

Nin = \/Sim
=1/2.83 x 108

=1.68 X 10°.

Hence the input signal-to-noise ratio is

SNRin = %
~ 2.83x10°
1.68 X 10°

= 1683.

The output signal-to-noise ratio is defined in a similar fashion, but now the
signal represents the actual particles seen by the detector and the noise
includes all the sources of noise in the detector. If the detector’s quantum effi-
ciency is QF, the output signal is given by

Sout = (QE)(Sin). (3.8.13)

The output noise includes statistical noise in S,, as well as the readout
noise of the system; that is,

Nout = [JZtat-i-O—fout s (3 8.14
= [Sou+ 07ou " Y

rout

= [(QE)(Sin) + 02, 1'% (3.8.15)

Note that here readout noise includes all the noise sources in the detector
and not just the electronics noise.
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Example:
If the detector of the previous example has a readout noise of 200 photons and
a quantum efficiency of 0.54, compute its output signal-to-noise ratio.

Solution:
The output signal is given by

Sout = (QE)(Sm)
=(0.54)(2.83 X 10%)
= 1.53 X 10° photons.

The output noise can be computed from Eq. (3.8.15):

]1/2

rout
= [(1.53 X 10°)+(200)*]'/*
=1.25x%x10%

— 2
Nowt = [Sout to

The output signal-to-noise ratio is then given by

Sout

SNRoyt = —
out Nout

~ 1.53x10° (3.8.16)
C1.25%10°

= 1224.

In the previous section we learned about detective quantum efficiency. The
DQE can be calculated from the square of the ratio of the output to input
signal-to-noise ratios; that is,

(3.8.17)

SNRM}2

DQE =
0~




228 Physics and Engineering of Radiation Detection

Example:
Compute the detective quantum efficiency of the detector described in the pre-
vious two examples.

Solution:
We use Eq. (3.8.17) to compute the detective quantum efficiency:

SNRou|*
DQE =
Q [SNRiJ
12247 (3.8.18)
1683
=0.53.
Problems

1. Compute the total and primary charge pairs created per cm in a mixture of 90% argon
and 10% carbon dioxide.

2. If the concentrations of argon and carbon dioxide as given in the previous problem are
reversed, how many charge pairs will be created per cm?

3. A gaseous detector is filled with 99% helium and 1% air (contaminant) at standard tem-
perature and pressure. Assume that incident radiation produces 6 eV electrons at a dis-
tance of 10 mm from the collecting electrode. Compute the percent loss of these
electrons at the electrode if their total scattering cross section is 5 X 10~ cm>.

4. Determine the breakdown voltage of an argon-filled chamber having electrode separation
of 0.3 cm and a first Townsend coefficient of 100 cm™! at standard pressure. What will
be the breakdown voltage if the filling gas is replaced by helium?

5. The first Townsend coefficient for an argon-filled chamber is desired to be around
300 cm ™! at a distance of 0.5 mm from the anode. If the gas must be kept at a pressure
of 826 Torr, estimate the electric field.

6. Determine the first Townsend coefficient for a gas at 0.01 cm from the electrode to
achieve a multiplication factor in excess of 10°. Also determine the second Townsend
coefficient at the same location.

. Derive the expression for Paschen minimum as a function of the Townsend coefficient.
8. Compare the Paschen minimum for a helium-filled chamber with that of an argon-filled

chamber at 0.02 cm from the positive electrode. Assume that the gases in both chambers
are kept at 1.6 atm and the electric field intensity is 3 X 10* V/cm.

9. A collimated source of 6.5 MeV [-particles is placed in a vacuumed enclosure in front
of an argon-filled ionization chamber having a depth of 1.7 cm. The window of the
detector is made of 12 pm thick Mylar sheet. If the filling gas pressure is 1.5 atm, calcu-
late the energy deposited by (-particles in the detector.

10. A helium-filled cylindrical chamber is operated under standard conditions of temperature

and pressure. The radii of the chamber and its anode wire are 3.5cm and 12 pm,

3
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11.

12.

13.

14.

15.

16.

17.

18.

19.

respectively. At what applied voltage you would expect this chamber to work as a pro-
portional counter having a multiplication factor of at least 100?

A GM detector having a dead time of 85 pis measures count rates of 225 and 133 s~
from two separate sources. If both the sources are placed in front of the detector at the
same time, what count rate you would expect the GM counter to measure?

A GM counter records counts at a rate of 2 X 10° per second when placed in a radiation
field. Compute the efficiency of the detector if its dead time is 90 ps. Also compute the
GM count rate you would expect if the detector was 100% efficient.

A gas-filled ionization chamber is bombarded with a steady beam of photons having
intensity of 10'%cm?/s. The photons produce electron—ion pairs in the active volume of
the detector. If the number density of electrons (or ions) is found to be in a steady state
with a value of approximately 10%cm?, estimate the recombination coefficient of the
filling gas.

Estimate the decrease in quantum efficiency of a photon detector if the entrance window
absorbs 10% of incident photons instead of 1%. Assume that the absorption in the active
volume remains 60% of the available photons in both cases.

An ionization chamber having an active depth of 5 cm is exposed to a photon flux of
1.5 X 10%/cm?/s'. The entrance window of the detector has an area of 6 cm® and the
detector is filled with CO, under standard conditions of temperature and pressure.
Compute the quantum efficiency of the detector. You can assume that the absorption in
the window material is negligible.

For the detector in the previous problem, calculate the detective quantum efficiency if
the standard deviation of the measurements turns out to be 400 photons within the inte-
gration time of 1s. What should be the standard deviation of the measurement if the
detective quantum efficiency is to increase by 10%?

Derive an expression for the detective quantum efficiency of an integrating detector
(Eq. (3.8.9)).

A quantum detector is exposed to a photon beam delivering 10* photons per second.
Assume that the quantum efficiency of the detector is 0.6 and its dead time is 100 ps.
Compute the detective quantum efficiency for a measurement time of 1s. What will be
the detective quantum efficiency if the measurement time is decreased by half?

A detector having a quantum efficiency of 0.4 sees a photon flux of 10°s~". The detec-
tor’s window has an area of 5 cm® Assuming that the readout noise for the integration
time of 100 ms is 350, compute the detective quantum efficiency of the system.
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Liquid-filled detectors

There is no reason why a liquid cannot be used as an ionizing medium for detection
of radiation. When radiation passes through a liquid, it produces charge pairs, which
can be directed toward electrodes for generation of a pulse. If the liquid offers good
proportionality between the deposited energy and the number of charge pairs gener-
ated, it can be used as an active medium for radiation measurements. As it turns
out, there are a number of liquids that have fairly good proportionality and therefore
can be used as detection media. Now, one would expect the charge recombination
probability in a liquid to be much higher than in a typical gas. This is certainly
true, but we should also remember that the higher density ensures production of
larger numbers of charge pairs as well. We will discuss these two competing factors
later in the chapter.

Apart from a section on bubble chambers, in this chapter we will concentrate on
different types of electronic detectors that use liquids as detection media. The bub-
ble chambers, as we will see later, do not work like conventional electronic detec-
tors, in which the voltage or current is measured at the readout electrode. Instead,
the particles passing though liquid detectors produce bubbles that are photographed
and then visually inspected. There is also a class of detectors, called liquid scintilla-
tion detectors, in which the liquids produce light when their molecules are excited
by incident radiation. Such devices will be discussed in the chapter on scintillation
detectors.

The reason for devoting a whole chapter to this topic is that the use of liquids as
active detection media is now gaining momentum in different fields, including med-
ical imaging and high-energy physics, which have traditionally relied on gas-filled
and solid-state detectors.

4.1 Properties of liquids

Before we go on to specific types of detectors, let us first discuss some properties
of liquids that are important with respect to their use in detectors.

4.1.A Charge pair generation and recombination

The principal mechanism of a liquid-filled detector is the same as for a gas-filled
detector: A charge pair is created by the incident radiation and the resulting change
in current or voltage across the electrodes is measured. Therefore, the first thing to
investigate is whether the generations of charge pairs in liquids and gases are
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Table 4.1.1 W- and G-values of several liquids used in radiation
detectors [9,25]

Liquid W (eV) G

Liquid argon 23.7 4.2
Liquid krypton 20.5 4.9
Liquid xenon 16.4 6.1
Tetramethylsilane (TMS) 333 3.0
Tetramethylgermanium (TMG) 333 3.0
Tetramethyltin (TMT) 25.6 3.9
Hexamethyldisilane (HMDS) 50 2.0

analogous or not. Unfortunately, unlike gases, in liquids the energy needed to create
a charge pair depends on the type of liquid. In the chapter on gaseous detectors we
introduced the term W-value to signify the energy needed to create an electron—ion
pair. The same terminology is used for liquids as well, though the values in the lig-
uid state are quite different from the ones in the gaseous state. For liquids, another
term that is extensively used is the G-value, which is defined as the yield of elec-
trons for 100 eV of deposited energy, that is, the number of electrons (or charge
pairs) generated when the incident radiation deposits energy of 100 eV. The reader
should note that this is simply a conventional terminology and has nothing to do
with the physics of pair generation in liquids. Certainly, the W- and the G-values
can be derived from one another through the relation

w= - 4.1.1)

where W will be in eV.

Table 4.1.1 gives the W- and G-values for various liquids that have been found
to be suitable for use in radiation detectors. The reader will readily note that the
energy needed to produce a charge pair in the liquefied noble gases is lower than
the usual 30 eV for gases. This is encouraging for their use in radiation detectors,
since it would imply that more charge pairs are produced in liquids as compared to
gases with the deposition of the same amount of energy. Another positive factor for
liquids is their higher molecular density, because of which the total deposited
energy per unit path length traversed by the radiation is also higher. On the other
hand, the higher density in liquids implies spatial proximity of molecules, which
increases the recombination probability of charges. This is a negative effect as far
as radiation detectors are concerned, since it introduces some uncertainty in the pro-
portionality of measured pulse height with the deposited energy.

Liquefied argon is the most commonly used detection medium in large area
detectors, such as liquid calorimeters for high-energy physics experiments. Liquid
xenon is generally used as a scintillation medium, which produces light when its
molecules are excited by the incident radiation. Liquid xenon—filled detectors will
be discussed in the chapter on scintillators.
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Figure 4.1.1 Comparison of energy levels in a gas and a liquid. Here / represents the
ionization potential.

The basic principle of creation of a charge pair in a liquid is the same as in a
gas. However, since the energy states in the liquid phase are quite different from
those in the gaseous phase, the process is a bit more complicated for the case of
liquids. To understand this, the reader is referred to Figure 4.1.1, which shows ide-
alized energy level sketches of an element in gaseous and liquid states. The first
point to note here is that the energy levels in a gas are discrete, while in a liquid
they are so closely spaced that they are said to form valence and conduction bands.
In a liquid, the difference between the bottom of the conduction band and the top
of the valence band is the band gap, which determines the energy required by an
electron in the valence band to jump to the conduction band and become free to
move around. In a gas this gap is much larger, and therefore more energy is needed
to force an electron in one of the valence energy levels to become free.

Up until now we have deliberately avoided using the term electron—ion pairs
for liquids. The reason can be inferred from the energy level structure of liquids
as shown in Figure 4.1.1. In a gaseous state, at least to a good approximation,
each molecule can be regarded as an individual entity with its own discrete energy
levels. In liquids the situation is not that simple, since the spatial proximity of
molecules makes them susceptible to each other’s electromagnetic fields. The exis-
tence of energy bands is actually the result of this physical nearness. Hence, to
understand the creation of a charge pair in a liquid, we must consider the whole
liquid as an entity and not its individual molecules. Now, let us suppose that we
supply the liquid enough energy that it elevates one of its electrons from the
valence band to the conduction band (Figure 4.1.2). This process creates a vacancy
in the valence band, which effectively produces a positive charge. This effective
charge is generally referred to as a hole to signify the fact that it represents a
vacancy in the valence band. Quantum mechanical treatment of this hole has
shown that it can be regarded as a particle having an effective mass and unit posi-
tive charge. It is also able to move from one site to another as a result of a recip-
rocal movement of an electron.

The concept of the hole is mostly used when treating movement of charges in
solids, in which case the molecules share the electrons through bonding with
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Figure 4.1.2 Creation of an electron—hole pair. The hole represents a vacancy created in the
valence band by migration of an electron to the conduction band. It has an effective positive
charge.
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Figure 4.1.3 Creation of an electron—hole pair and its subsequent recombination.

neighboring molecules. The importance of such a treatment will become clear when
we discuss the semiconductor detectors later in this book. The case of liquids in a
radiation detector is a bit complicated compared to gases and solids, since we must
consider holes as well as ions. The reason is that, apart from the main liquid mole-
cules, there are other molecules as well, with their own energy level structures.
These molecules, having lower density, can in fact be ionized. Let us suppose there
is another molecule X in the filling liquid composed of molecules M. As the inci-
dent radiation passes through the liquid, it creates electron—hole pairs as described
earlier. These pairs can become involved in the following reactions:

* Recombination: The electron can fall back into the valence band and recombine with the
hole, either at the site of origination or at a spatially separated site. This would neutralize
the molecule M but would leave it in an excited state. The excess energy contained by M*
will be equal to at least the difference of energy between the conduction band’s lower
edge and the valence band’s upper edge. M* will eventually de-excite by emitting a pho-
ton, which can either escape from the detector or create another electron—ion pair at
another site. This process is graphically depicted in Figure 4.1.3.

+ Charge transfer: As stated earlier, the hole produced by the incoming radiation can also
transfer its charge to a free molecule (Figure 4.1.4).

+  Recombination of X*: The ion X* can also recombine with an electron to form a neutral
molecule (Figure 4.1.5). A photon may be emitted during the process as well.
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Figure 4.1.4 Creation of an electron—hole pair in a molecule M with a subsequent transfer
of positive charge to another molecule X.
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Figure 4.1.5 Recombination of X" with a free electron. During the process a photon may or
may not be emitted depending on the type of molecule X. A multi-atomic molecule having
many vibrational and rotational energy states can also dissociate through a radiationless
transition.

The recombination rate of electron—hole pairs in a liquid is generally higher
than the electron—ion recombination rate in gases, due mainly to the spatial prox-
imity of molecules. Also, as we saw earlier, the number of charge pairs created in
liquids is lower than in gases for the same amount of deposited energy. Hence, one
should expect that the number of charges available in a liquid to create a measur-
able output pulse is lower than in gases. This makes the use of liquefied gases to
detect and measure very low-level fluxes somewhat impractical. Therefore, apart
from the liquid scintillators, liquid-filled detectors are generally used in moderate to
high radiation fields.

Let us now turn our attention to the liquids that can be used as active detection
media in detectors at room temperature. In Table 4.1.1 we mentioned four such
compounds: tetramethylsilane, tetramethylgermanium, tetramethyltin, and hexam-
ethyldisilane. One thing that can be readily observed is that the number of charge
pairs created in these liquids is less than the liquefied noble gases. This implies that



238 Physics and Engineering of Radiation Detection

the signal obtained by such detectors will be weaker compared to conventional
liquid-filled detectors used in the same radiation field. Another problem that may
be of concern is the creation of charge pairs through thermal agitation. However,
since the difference between the valence and the conduction bands of liquids is
higher than the thermal energy of molecules at room temperature, this effect can be
safely ignored. In solid-state detectors, such as silicon-based detectors, the band gap
is shorter and therefore creation of thermally agitated electron—hole pairs cannot be
ignored. We will discuss this in detail in the chapter on solid-state detectors.

4.1.B Drift of charges
B.1 Drift of electrons

When discussing the drift of charges in gases, we noted that the drift velocity of
electrons, to a very good approximation, is proportional to the applied electric field.
In liquids the situation is not that simple, as can be deduced from Figure 4.1.6,
which shows the variation of drift velocity with respect to the electric field strength
for liquefied noble gases as well as their mixtures with nitrogen. It has been
observed that at low electric field strengths the drift velocity can be fairly accu-
rately described by the relation

va = pE, 4.1.2)

where . is the mobility of electrons. However, at higher field strengths, the elec-
tron drift velocity becomes less and less proportional to the field strength, and at
very high fields it becomes essentially independent of the field strength. The drift
velocity of electrons at this stage is generally referred to as the saturation velocity.
This nonlinear behavior of drift velocity is mainly due to the underlying nonlinear-
ity in the energy gained by electrons through multiple collisions with increasing
electric field strength.

100

Electron drift velocity (cms)

103
i r Ar 4 Kr+N,
B oAr+N, ]
1 11l 1 11l 1 11l 1 111
10 10 103 10* 103

Field strength (V cm)

Figure 4.1.6 Variation of electron drift velocity with electric field strength for liquefied
noble gases (in pure state and with addition of nitrogen). Liquid temperatures for argon,
krypton, and xenon are 87, 12, and 165 K, respectively [32].
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An important thing that can be observed in Figure 4.1.6 is that drift velocity is
independent of small amounts of nitrogen in the main liquid at low to moderate
electric field strengths. The effect in high fields is an increase in the saturation
velocity. However, this behavior is not typical of all impurities or contaminants. In
fact, some impurities have been seen to change the drift velocity even at very low
electric field strengths (cf. Figure 4.1.7). In most cases, the impurities change the
drift properties of electrons significantly, since their molecules act as scattering cen-
ters for the electrons. The electrons lose their energy through inelastic collisions,
and consequently their velocity distribution gets modified. In most cases, this effect
is more pronounced at high field strengths when the energy gained by an electron
becomes equal to or greater than the excitation energy of the impurity molecule.

Let us now turn our attention to the mobility of electrons in liquefied gases.
Table 4.1.2 shows the mobilities and saturation velocities of commonly used lique-
fied noble gases at different temperatures. The values shown clearly demonstrate
the sensitivity of electron transport on the temperature of the liquid. The drift veloc-
ity plots we saw earlier correspond to values obtained at specific temperatures.
Small fluctuations in temperature change the mobility, which changes the drift

10°

10°

Electron drift velocity (cms)

10 10 10° 10* 10°
Field strength (V cm)

Figure 4.1.7 Variation of electron drift velocity with electric field strength for liquefied
argon (7 = 87 K) with addition of ethane in concentrations of 5.5 X 10" cm ™3 (circles),
8.7 X 10" cm (filled squares), and 5 X 10?° cm > (empty squares). Solid line represents
pure argon [32].

Table 4.1.2 Electron mobilities g, and saturation velocities v
of the three liquefied noble gases that are commonly used in
radiation detectors at different absolute temperatures [32]

Liquid T (K) Lte (cm?/V/s) vs (cm/s)
Liquid argon 87 400 * 50 6.4 X 10°
85 475 7.5%10°
Liquid krypton 120 1200 = 150 45x%10°
117 1800 3.8 % 10°
Liquid xenon 165 2000 = 200 2.6 X 10°
163 1900 29X 10°
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properties of electrons. This is a serious drawback of using liquefied noble gases in
radiation detectors, as it requires very careful monitoring and control of the temper-
ature. Keeping the liquid at such low temperatures is generally accomplished by a
liquid nitrogen flow system, which is costly as well as maintenance intensive. Even
with these difficulties, the liquefied noble gases are still the choice for most radia-
tion detector developers. A number of room-temperature liquids are now gaining
exposure, and although they have not yet been very successful it looks like a matter
of time for them to succeed their low-temperature counterparts.

B.2 Drift of ions

Unfortunately, the transport of ions in liquids commonly used in radiation detectors
has not been studied as rigorously as the transport of electrons. Since such studies
are mostly need-related, we might be tempted to assume that the behavior of ions in
liquids is not as important as in gases. This, however, is not true because the output
signal of a detector depends on the movement of both negative and positive
charges. The reader may recall our argument in the chapter on gaseous detectors
that the output pulse is actually generated due to the change in the effective poten-
tial inside the chamber, which depends on how the positive and negative charges
move under the influence of the applied electric field. The situation is no different
for the liquid-filled detectors, even though here the output is almost always mea-
sured from the anode.

As in the case of gases, in liquids too the drift velocity is proportional to the
applied electric field; that is,

Vd = MionE: (413)

where o, represents the mobility of ions. Figure 4.1.8 shows an experimental
curve of drift velocity of ions in liquid argon versus applied electric field intensity.
It is apparent that the above equation holds up to a good approximation. The mobil-
ity in this case will be almost constant, which can be seen in Figure 4.1.9.

4.2 Liquid ionization chamber

Among the liquid-filled detectors, ionization chambers are the most widely used.
Most of these detectors are filled with liquid noble gases such as liquid argon, but
other liquids are also now being investigated and used. Liquid-filled ionization
chambers have some very favorable characteristics that make them suitable for use
in a variety of applications, some of which are listed below:

+ Stability: Ionization chambers are stable over a longer period of time compared to, for
example, liquid proportional counters. The main reason for this is their lower vulnerability
to small degradations of the liquid over time.
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Figure 4.1.8 Variation of drift velocity of ions in liquid argon with respect to applied
electric field. The parameters F' and G are related to the experiment and are irrelevant to our
discussion [15].
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Figure 4.1.9 Variation of mobility of ions in liquid argon with respect to applied electric
field. The parameters F' and G are related to the experiment and are irrelevant to our
discussion [15].

+ Proportionality: In the chapter on gas-filled detectors we saw that one of the strongest
points of ionization chambers is their excellent proportionality to the deposited energy.
This is also true for liquid-filled ion chambers.

+ Dynamic range: Liquid-filled ionization chambers are not very well suited for low radia-
tion fields due to reasons that will become clear later in this section. However, from mod-
erate to high fluxes, they do cover a wide dynamic range.

The basic principle of operation of a liquid-filled ionization chamber is the same
as for a gas-filled ionization chamber. In its simplest form, a sealed container hav-
ing two electrodes is filled with a suitable liquid. The incident radiation produces
charge pairs, which move in opposite directions under the influence of the applied
electric field between the electrodes. The resulting current or voltage pulse is mea-
sured at the anode.
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4.2.A Applications of liquid-filled ion chambers

Dosimetry is one application where liquid-filled ionization chambers are now
beginning to be used. In particle accelerators used for radiation therapy, where the
flux of particles is quite high, such detectors have been successfully used. Liquid-
filled detectors have two characteristics that make them suitable for such applica-
tions: higher radiation tolerance than semiconductor detectors and smaller size than
gas-filled detectors. For high radiation fields they offer good precision and can
even be designed to provide a good degree of spatial resolution [29].

4.3 Liquid proportional counters

Let us now see if it is possible to develop a liquid-filled proportional counter. We
know from our discussions in the chapter on gas-filled detectors that charge multi-
plication is a prerequisite for a detector to operate in the proportional region. This
process can be achieved fairly easily in gases, but in liquids it is neither easy to
initiate nor to maintain, for reasons that will become clear shortly. Nevertheless,
several researchers have shown that such detectors can in fact be built.

4.3.A Charge multiplication

As we saw earlier, in a liquid-filled detector, the number of charge pairs produced
is generally higher than in a typical gas-filled detector. The main reason is the higher
density of molecules and, in the case of liquefied noble gases, the lower W-value.
Though the large number of charges produced and lower diffusion of electrons
are desirable factors, especially for position-sensitive detectors, in certain situations
it is desirable that the charge pair population is increased even further. This can
be accomplished by allowing the process of charge multiplication, in much the
same way as in the gas-filled proportional counters. That is, a very high potential
is applied in a chamber having suitable geometry such that the electrons gain
enough energy between collisions to create additional charge pairs. The most
suitable geometry, as in the case of gaseous proportional counters, is of course a
cylinder with an anode wire stretched across its axis. Such a structure establishes
very high electric field intensity near the anode wire for charge multiplication as
well as facilitation of efficient charge collection.

The basic underlying processes of charge multiplication in a liquid are the same
as in the case of a gas. These processes were discussed at length in the chapter on
gas-filled detectors and therefore will not be repeated here. However, we will make
reference to the equations derived there and modify those accordingly.

The three most important parameters related to charge multiplication are its
threshold voltage (or the electric field intensity), the first Townsend coefficient, and
the gain. We referred to these quantities in the chapter on gas-filled detectors with
the terms V;, a, and M, respectively. In gases, a gain of 10* can easily be achieved,
but in liquids it has been found that going beyond a gain of a few hundred is
extremely difficult even with single-wire chambers having very thin anodes.
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This, at first sight, may seem counterintuitive since one would expect the higher
density of molecules in a liquid to favor charge multiplication. However, we should
keep in mind that at each interaction not only electrons but also positive charges
are produced. The ions thus produced move much more slowly than the electrons
and create a sheath of charges between the anode and the cathode. This cloud of
charges decreases the effective electric field experienced by the electrons, thus sup-
pressing the charge multiplication process.

It should be noted that even though the charge multiplication in liquids is not as
large as in gases, since the initial number of charge pairs in liquids is much larger,
the net effect is to increase the output signal height considerably.

Since the threshold for avalanche in liquids is higher than in gases, cylindrical
chambers are generally used to build liquid-filled proportional counters. The first
Townsend coefficient, in such a case, is a function of the position because the elec-
tric field intensity has a radial dependence inside the chamber. The growth of the
electron population is still exponential; that is,

N = Nyexp U a(r)dr} , (4.3.1)

where N, is the number of electrons initiating the avalanche and «(r) is the
position-dependent (or more specifically, electric field—dependent) avalanche con-
stant or, as it is generally known, the first Townsend coefficient. The reader can
compare this equation with Eq. (3.3.3), which represents the avalanche multiplica-
tion in a uniform electric field environment. Here we have deliberately avoided the
use of N to represent the initial number of electrons, which we used in the case of
gases. The reason lies in the fact that in liquids the recombination and parasitic
absorption of electrons are non-negligible. We will therefore represent the initial
number of electrons produced by the incident radiation by Ny and the number of
electrons that have survived the recombination by N;. N, can be computed approxi-
mately from [see, for example, [6]]

Ny

M= Tk B

(4.3.2)

where K is the recombination coefficient and E(r) is the radial electric field inten-
sity. We will discuss the process of recombination in the next section.

Now, the electrons that survive local recombination encounter impurity mole-
cules as they move toward the anode. This could result in parasitic capture of these
electrons by the impurities. If p is the capture coefficient of the liquid, then after
moving a distance r, the number of electrons that survive the capture is given by

N2 :Nl e . (433)
This, however, is an oversimplification of the actual situation, since in reality the

capture coefficient is itself a function of the electron energy, which in turn is a func-
tion of the electric field intensity. The above equation should then be replaced by
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N, = Nj exp (— Jr uc(r)dr) , 4.3.4)

a

where a is the anode wire radius. Note that we have written the capture coefficient
as a function of position since it depends on the electric field intensity, which is a
function of position. It has been found that the capture coefficient varies approxi-
mately inversely with the electric field and can be written in a general form as [6]

B
e =A+ £’ (4.3.5)
where the constants A and B depend on the characteristics of the liquid and are
determined experimentally.

The expression for the electric field intensity in the above equations depends on the
geometry of the chamber. For parallel plate geometry the field is uniform throughout
the active volume except at the edges. But such a geometry is not suitable for operation
in proportional region (see also the chapter on gas-filled detectors). The reason is that
the high field intensity needed to initiate the avalanche in a parallel plate chamber
requires application of extremely high potentials at the electrodes. In liquid-filled
detectors the situation is even more demanding due to higher probabilities of electron
recombination and capture as compared to gases. Therefore, to ensure avalanche multi-
plication, cylindrical geometry is preferred. For a cylindrical chamber having radius b
and anode wire radius a, the electric field intensity is given by

Vv

E(r) = m, (4.3.6)

where V is the applied potential. Hence for a cylindrical proportional counter the
capture coefficient can be written as

B
e =A+ Vr In (é> (4.3.7)

a

Substitution of this expression into Eq. (4.3.4) yields

4 B b
N, = N, exp —J A+ —rin| - dr
Vv a

Q

(r+a)B b

=Niexp|—(r—a){ A+ oV In - (4.3.8)

rB b
~Nyexp|—r A+ﬁln P ,
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where we have used the approximation r — a & r + a & r since r> a. Substitution of
N; from Eq. (4.3.2) into the above equation gives

_ M _ B (b

As a reminder, N, represents the number of electrons that have survived the
recombination and parasitic capture after traveling a distance r in the chamber.
These electrons can cause avalanche multiplication provided they have gained
enough energy between collisions. The number of electrons produced in the ava-
lanche can be estimated by substituting N, in Eq. (4.3.1):

r b 4
N = %;E(r)exp[—r{A + %m(;)} + L oz(r)dr}. (4.3.10)

The multiplication factor M, which represents the ratio of the number of elec-
trons produced in the avalanche to the initial number of electrons, is then given by

M:ﬁ
No
4.3.11)
1 rB b "
= exp|-r{A+—In[=]| b+ dr/.
1+ K/E P |7 v ' La(r)r

The first and second terms in the brackets on the right-hand side of the above equa-
tion represent the decay and growth of electron population, respectively. The decay is
due to the absorption of electrons by impurities and has a significant effect on the over-
all amplification. Therefore, in order to predict the multiplication constant correctly,
one needs to evaluate this whole expression. However, this requires the hard-to-find
constants A, B, and K for the particular case under study. Although a number of experi-
mental studies have been performed to determine these parameters, the values obtained
can only be used for cases that closely resemble the experimental setup. For example,
the constant B, which is sometimes referred to as the field-dependent capture coeffi-
cient, is so sensitive to the amount of impurity in the gas that it can range from almost
zero for very low impurity levels up to several thousand V/cm? for impurity level of a
few parts per million in liquefied noble gases. In gases, the variation is not that dra-
matic and therefore small changes in impurity levels can be tolerated.

4.4 Commonly used liquid detection media

For liquid-filled ionizing detectors, liquid argon is perhaps the most widely used
detection medium. However, this does not mean that other liquefied gases do not
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Table 4.4.1 Properties of liquefied noble gases

Property Argon Krypton Xenon
Z 18 36 58

A 40 84 131
Radiation length (cm) 14.2 4.7 2.8
Critical energy (MeV) 41.7 21.5 14.5
Fano factor 0.107 0.057 0.041
Normal boiling point (K) 87.27 119.8 164.9
Liquid density at boiling point (g/cm?) 1.4 24 3.0
Dielectric constant 1.51 1.66 1.95
Scintillation light wavelength (nm) 130 150 175

possess favorable properties. In fact, there are a number of liquefied gases that have
been successfully used to build ionizing and scintillating detectors. When it comes
to scintillation detectors, liquid xenon is generally the choice due to its favorable
scintillation light wavelength, refractive index, and Fano factor. In Table 4.4.1 we
list some useful properties of the liquefied noble gases. It is interesting to note that
all three gases listed in the table can act as scintillators; that is, they emit light after
absorbing energy. Hence, in principle, all of them can be used to build scintillation
detectors. However, as mentioned above, liquid xenon is generally used in scintilla-
tion detectors, while liquid argon is used in ionizing detectors.

The reader might be wondering why one does not use regular liquids instead of
the liquefied gases. There are several reasons why liquefied noble gases are pre-
ferred over regular liquids. For example, the liquefied noble gases are dielectrics,
which makes them suitable for free charge transport. Also, the large drift lengths of
electrons make these liquids suitable for building large area detectors. As we will
shortly see, the larger drift length is a consequence of lower recombination proba-
bility in liquefied noble gases as compared to molecular liquids.

Looking at Table 4.4.1, it becomes clear that xenon is the best choice for scintil-
lating and ionizing detectors. Its stopping power is higher than those of argon and
krypton due to its higher density. Higher stopping power allows quicker and higher
deposition of energy, which means better timing and energy resolutions. Although
liquid xenon is mostly used as a scintillating medium, it can, in principle, be used
to build ionizing detectors as well. The biggest disadvantage of liquid xenon is its
cost, which is much greater than those of liquid argon and krypton.

4.5 Sources of error in liquid-filled ionizing detectors

4.5.A Recombination

Recombination of electrons with the positive ions (or holes) degrades the initial
electron population and therefore has the detrimental effect of weakening the signal.
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Table 4.5.1 Electron thermalization times in liquefied
noble gases [3,24,26]

Liquid Temperature (K) Thermalization time (ns)
Helium-4 42 0.4x1073

Argon 85 0.9*0.2

Krypton 117 44+0.2

Xenon 163 6.5+0.5

This can also introduce nonlinearity in the detector’s response with respect to vary-
ing radiation levels. However, with the introduction of high electric field across the
electrodes, the recombination probability can be significantly decreased.

Most of the recombination occurs near the radiation track in the detector, where
the charge pairs are produced. The electrons in a liquid quickly thermalize near their
production point and in the absence of an electric field fall back to the valence band.
This type of recombination is generally known as geminate recombination and is the
major source of error in liquid-filled detectors. The high rate of thermalization is due
to the inelastic scattering of electrons near their point of generation. In the absence of
an external electric field, thermalization time can be as short as a fraction of a pico-
second for molecular liquids at room temperature. This is a serious problem since it
can lead to loss of information and has the potential of introducing nonlinearity in the
detector’s response. Liquids having such short recombination times are therefore not
suitable for use as detection media. Fortunately, liquefied noble gases have recombi-
nation times on the order of a few hundred picoseconds, which make them
suitable for use in radiation detectors. Table 4.5.1 lists the electron thermalization
times for some liquefied gases commonly used in radiation detectors.

The geminate recombination just described is not the only type of recombination
that occurs in liquids. Apart from this localized recombination, there is also a vol-
ume recombination effect that can happen anywhere in the liquid volume.
Fortunately, the probability of volume recombination is much lower than the gemi-
nate recombination simply because of the low concentration of ions away from the
particle track. Also, under the influence of the applied electric field, the electrons
move toward the anode and the ions move toward the cathode, which does not
leave many ions or recombination centers for electrons to recombine with.

It was mentioned earlier that the number of electrons that survive the recombina-
tion can be calculated from (see Eq. (4.3.2))

No
N=—"7/"—-—,
1+ K/E()

where N is the number of electrons produced by the incident radiation, E(x) is the
electric field intensity at position x in the detector, and K is a constant known as the
recombination coefficient. Certainly, for parallel plate geometry, the electric field
intensity is constant at each point and therefore independent of x. For cylindrical
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geometry it generally suffices to use the radial component of the electric field inten-
sity in the above relation.

The recombination coefficient in the above equation is determined experimen-
tally. Unfortunately, not much data on recombination coefficient are available for
liquids that could potentially be used in radiation detectors. Also, one finds differ-
ences in reported values. Nevertheless, one can get an approximate idea of the
recombination by using the reported values in the above equation (see example
below).

Example:

A parallel plate liquid xenon—filled ionization chamber is exposed to a flux of
~-rays, which is producing 5 X 10* charge pairs per second midway between
the two electrodes. Compute the number of electrons that survive the recombi-
nation if the applied electric field is 1 kV/cm. Assume the recombination coef-
ficient to be 100 V/cm.

Solution:

Since it is a parallel plate chamber, we can assume that the electric field inten-
sity is constant throughout its active volume. We can then simply substitute
the given values in Eq. (4.3.2) to get the desired result:

No

N =TTk /ED

5% 10°
1+ 100/1000

=4.5 X 10° charge pairs.

4.5.B Parasitic electron capture and trapping

One of the major problems associated with using a liquid as the ionizing medium is
the capture of electrons by the impurity molecules. It is important to note that the
capture process is separate from the recombination effect we just studied. The
recombination process involves the fall of an electron back into the conduction
band of the liquid, while in the capture process the electron is captured by an impu-
rity molecule. Another difference is that the recombination process generally occurs
near the site of the charge pair production, whereas the capture process occurs
throughout the detector’s active volume.

The impurity in a liquid-filled detector can be of two types. One is the parasitic
capture and trapping impurity and the other is the so-called reversible attachment
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impurity. Most of the signal-deteriorating effects in a detector are caused by impuri-
ties of the first kind, in which once the electron gets captured, it does not get re-
emitted and hence is said to have been trapped. The process of electron attachment
to a trapping impurity molecule (XY) can be written as

e+ (XY) — (XY) . 4.5.1)

The (*) sign above represents the excited state of the molecule. The de-
excitation could be by emission of a photon or, in case of multi-atomic complex
molecules, by molecular dissociation into smaller fragments. The latter is a radia-
tionless process. A good example of such an impurity is the oxygen molecule,
which is very commonly found even in highly purified liquids.

There are also some molecular species that emit the electron after capturing it.
Such a reaction is written as

e+ (XY)=(XY)". 452)

where the (<) sign represents the fact that the process of electron capture is
reversible. A common example of such an impurity is the carbon dioxide molecule.

To understand the deteriorating effect of electron capture by an impurity molecule
on the detector response, we first note that the capture introduces an effective nega-
tive charge on the molecule. The reader should recall that the output signal of an ioni-
zation chamber has two edges: a fast rising edge and a slow falling edge. The fast
rising edge is almost exclusively described by the movement of negative charges
toward the anode. The introduction of heavy and slow-moving negative ions in the
electron population produces a larger slope in the rising edge and can even reduce the
signal height (the signal height depends on the movement of both positive and nega-
tive charges). Hence for liquids, having higher molecular density, the electron capture
process can be a source of nonlinearity in the detector response.

Let us now see how we can numerically describe this parasitic capture process.
The reader may recall that earlier in the chapter we described the survival of elec-
trons in a liquid by an exponential function of the form (cf. Eq. (4.3.4))

N =Ny e Fe, (4.5.3)

where N, represents the initial number of electrons, N is the number of electrons
that have survived after traversing a distance x, and p. is the capture coefficient for
electrons in the liquid. The capture coefficient depends not only on the type of
medium but also on the energy of the electrons. In most situations the electrons are
in thermal equilibrium with the liquid molecules, and therefore we can use the cap-
ture coefficient at the mean thermal energy for the liquid under consideration.
Using Eq. (4.5.3), we can define the probability of capture P, and probability of
survival Pg through the relations
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po=No=N
Ny (4.5.4)
=1—e
p=N
No (4.5.5)
= HeX,

Since u. in the above relations has units of inverse distance, we can define a
term capture mean free path \. through the relation

A= —. (4.5.6)

Substitution of A\, =x in Eqs. (4.5.4) and (4.5.5) gives us the definition of the
capture mean free path as

P.=1—-¢ ' ~0.63
P=¢ ' ~037.

These represent the distance at which the electron capture and survival probabili-
ties are about 63% and 37%, respectively. In other words, if a population of elec-
trons travels a distance )., only about 37% of the electrons will survive being
captured by molecules.

Up until now we have looked at the spatial variation of the electron flux due to
the capture process. We can also describe the change in electron concentration with
respect to time. For this, we argue that the rate of electron capture should be pro-
portional not only to the impurity concentration but also to the electron concentra-
tion in the liquid. In fact, this has been observed by various experimenters. We can
therefore write the rate equation as

dC.

= —kC.Cimp, (4.5.7)

where C stands for concentration (generally described in number of particles per
mole of liquid), with subscripts e and imp representing electrons and impurity mole-
cules, respectively, and k is the constant of proportionality, which depends on the
type of impurity. This so-called reaction rate constant can generally be found in
the literature in units of per mole per second (M~ ' s~ '). The negative sign in the
above expression describes the decrease in the electron population over time.

If we now assume that the concentration of impurity in the liquid does not
change with time, then Eq. (4.5.7) can be solved to give
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Ce = Cep & FCim" (4.5.8)

where we have used the initial condition C, = C, at t = 0. It should be noted that
the constancy of Ciy, over time is not a strictly valid assumption, especially for
trapping impurities, since the loss of electrons also means loss of impurity mole-
cules. The reason is that most molecular ions thus formed lose their ability to cap-
ture more electrons. However, since in liquid-filled detectors that use high-purity
liquids, the capture rate is generally quite low, we can safely ignore the time depen-
dence of impurity concentration. For the reversible attachment impurity molecules,
this assumption holds up to a good approximation. Such impurities release the cap-
tured electron after a small time delay, which at most results in longer transit time
for the electrons and increases the slope of the rising edge of the output pulse by a
small amount. The signal height, however, is not affected.
Using Eq. (4.5.8), we can define the mean electron lifetime T as

1
kCimp -

T=

(4.5.9)

Here 7 represents the time it takes an electron population to decrease by about
63% (see example below).

Example:
Define the mean electron lifetime 7 in terms of capture rate of electrons.

Solution:

We just saw that the electron concentration at any time ¢ can be computed
from Eq. (4.5.8), provided the impurity concentration does not change with
time. Let us substitute =7 from Eq. (4.5.9) into this equation to determine
the electron concentration after passage of one lifetime. This gives

Ce = Ceo e_]
Ce

= ~ 0.37
CeO

This implies that after time 7 the surviving electron population is about
37% of the initial population. In other words, 7 is the time taken by the impu-
rity molecules to capture about 63% of electrons.

The reaction rate constant k is an important and widely used parameter to
assess the effect of impurities in detectors. It tells us how quickly or violently
an impurity captures the free electrons in the liquid and therefore gives us a
measure to determine which impurities can be tolerated in a certain environ-
ment. Another advantage of using k is that it can be used to determine the life-
time of electrons.
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The reaction rate constant can be determined from the following relation:

kmﬁfa@y@ym, (4.5.10)

where o(E) is the energy-dependent attachment cross section for electrons in
the liquid and f(E) is the distribution of electrons in the liquid. For most prac-
tical purposes, we can safely assume that the electrons in a liquid can be
described by a Maxwellian distribution, even in the presence of high electric
field. This is in contrast to the case of gases, where, as we saw in the previous
chapter, the electrons do not retain their Maxwellian distribution in the
presence of high electric field. As a reminder, the Maxwellian distribution is
given by

2 E ‘/ze_g/kgr @5.11)
ﬁkBT kgT ’ o

where kg is the familiar Boltzmann’s constant and 7 is the absolute tempera-
ture. The distribution assumes that the particles are in thermal equilibrium
with the surroundings. The average energy of the electrons in such a case is
given by

3
<E> = ko 4.5.12)

This energy can be increased by the application of an electric field
across the electrodes, something that is always done in liquid ionization
and proportional chambers. As stated earlier, this increase in the average
energy does not significantly affect the distribution of electrons, and there-
fore the Maxwellian distribution can still be used to determine the reaction
rate constant.

The reaction rate constants have also been determined for different impuri-
ties by several researchers. The values vary considerably from one impurity to
the next. For example, for oxygen the value has been found to be
6x10"M™! s~ !, while for sulfur hexafluoride and carbon tetrachloride the
constant assumes a value about three orders of magnitude higher than that for
oxygen [see, for example, [9]].

Because of the inverse relationship between the electron lifetime and the
rate constant, a low value of the rate constant is advantageous for a detector,
since it would imply survival and availability of more electrons to produce
output signal.




Liquid-filled detectors 253

Example:
Determine the lifetime of electrons in a liquid argon—filled detector having
2 ppm of oxygen as impurity.

Solution:
2 parts per million (ppm) of oxygen is equivalent to a molar concentration of

Cory =2 X 107° M. (4.5.13)

According to Eq. (4.5.9), the mean lifetime of electrons is then given by

1
;=
kCoxy
3 1
(6 X102 x107%)
~ 0.8 ps.

Such a short lifetime can be detrimental to the performance of the detector,
especially in low radiation environments.

4.6 Cherenkov detectors

In Chapter 2 we discussed the process of production of Cherenkov radiation in
transparent media. Detectors based on exploitation of this phenomenon to detect
particles are called Cherenkov detectors. Before we go on to the discussion of such
detectors, let us first summarize the basic points related to the emission process of
Cherenkov radiation.

Whenever a charged particle in a medium moves faster than the speed of light in that
medium, it emits Cherenkov radiation.

Cherenkov radiation is composed of photons with wavelengths mostly in the visible
region of the electromagnetic spectrum.

The radiation is emitted in the shape of a cone with the path of the particle as its axis.
The angle 6. of the cone is related to the velocity v of the particle and the refractive index
n of the medium through the relation

c
cos . = —
vn

4.6.1)

1
Bn’

where = v/c is the ratio of the velocity of the particle in the medium to the velocity
of light in vacuum.
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+ The threshold velocity of the particle to produce Cherenkov light as obtained from the
above relation is

S0

Vi = —. (4.6.2)

+ The angle of the cone is proportional to the energy of the particle producing the radiation.

The last three points above are very important in terms of building a detector
based on Cherenkov emission. The unique conic geometry of the emitted radiation
can be used not only to tag events (i.e., to differentiate them from the background)
but also to estimate the energy of the particle producing the radiation.

A liquid-filled Cherenkov detector uses a liquid to produce Cherenkov light,
either directly by the particle itself or by a secondary particle. The light thus pro-
duced is detected by detectors surrounding the liquid. Though any type of detector
can be used to detect light photons, the general practice is to use photomultiplier
tubes due to their high photon detection efficiency. We will learn more about these
tubes in the chapter on photo detectors.

Example:

Calculate the critical angle of Cherenkov cone produced by the passage of
electrons through light water. Assume the average velocity of the electrons to
be 0.92¢, where c is the velocity of light in vacuum.

Solution:
Substituting 8 = 0.92 and n = 1.33 (for light water) in Eq. (4.6.1), we get

1
cos 0. = %
= ; =0.817
(0.92)(1.33) ’
=0, = 35.2°.

Figure 4.6.1 shows a Cherenkov detector consisting of a spherical ball contain-
ing a liquid and photomultiplier tubes surrounding it. Such a detector has been
built for detecting neutrinos at the Sudbury Neutrino Observatory (SNO) in
Canada. The neutrinos, as we saw in Chapter 1, have extremely low interaction
cross sections and therefore detecting them is quite a challenging task. The SNO
detector used heavy water to detect these elusive particles. There are three modes
of interaction of neutrinos that are exploited at this facility. Let us look at one of
those modes to understand the concept of indirect detection through Cherenkov
light. This process is based on the fact that a neutrino can elastically scatter off an
orbital electron in heavy water and set it free. Since the neutrinos coming from
the sun have high enough energy, they provide the electrons with so much energy
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Figure 4.6.1 Sketch of the working principle of a neutrino detector. The neutrino is
shown to scatter off an electron from the medium. If the scattered electron moves with a
velocity greater than the velocity of light in that medium, it produces Cherenkov light in
the form of a cone. The light photons thus produced are detected by an array of
photomultiplier tubes installed around the spherical container of the detection medium.
Such a detector has been built at the Sudbury Neutrino Observatory in Canada.

that their velocity crosses the threshold of Eq. (4.6.2). As a result, the electron
produces Cherenkov light. The cone of light spreads and is ultimately detected by
the photomultiplier tubes (see Figure 4.6.1).

4.7 Bubble chamber

The bubble chamber is one of the earliest and extremely successful imaging detec-
tors. It was built for tracking particles in high-energy particle collisions.

A conventional bubble chamber consists of a sealed container filled with a liquefied
gas. The chamber is designed such that pressure inside can be quickly changed. The
idea is to momentarily superheat the fluid when the particles are expected to pass
through it. This is accomplished by suddenly lowering the pressure, which decreases
the boiling point of the liquefied gas, thus converting it into a superheated liquid. When
particles pass through this fluid they produce dense tracks of localized electron—ion
pairs. The energy delivered to the liquid during this process produces tiny bubbles
along the particle’s track. The whole chamber is then illuminated and photographed by
a high-definition camera. The photograph is then analyzed offline for particle identifi-
cation and measurements. Bubble chambers were very popular during the early days of
high-energy physics research where application of an external magnetic field allowed
measurements of particle momenta and thus facilitated particle identification.
Figure 4.7.1 shows a typical photograph obtained from a bubble chamber.

The obvious disadvantage of a bubble chamber is that it is extremely difficult to use
for online analysis and triggering. Bubble chambers have now been replaced by other
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Figure 4.7.1 Typical particle tracks seen from a bubble chamber (left) and their
interpretations (right). Courtesy of CERN.

types of electronic trackers, most of which are based on silicon multistrip detectors.
However, some experimenters have recently proposed that specially designed bubble
chambers can still be useful in detecting low-energy and weakly interacting particles [2].

4.8 Liquid scintillator detectors

Liquid scintillators are another class of detectors that are now being extensively
used in a variety of applications. They operate on the principle of light emission by
scintillation media when exposed to radiation. Since a whole chapter of this book is
devoted to scintillators, we will not discuss such detectors here.

Problems

1. Loss of electrons through recombination is a serious problem in detectors that use liquids
as ionizing media. One way to reduce the probability of recombination is to increase the
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electric field intensity. Derive the expression for the change in recombination rate with
respect to the change in electric field intensity.

2. Determine the electric field intensity needed to keep the recombination rate of electrons
below 1% in a parallel plate liquid xenon—filled ionization chamber.

3. Compare the lifetimes of electrons in liquid argon and liquid xenon if these liquids con-
tain 5 ppm of oxygen as impurity.

4. Calculate the threshold velocity of electrons to produce Cherenkov light in heavy water.

5. Compare the threshold energy of an electron to that of a proton for producing Cherenkov
light in light water.
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Solid-state detectors

Although gas-filled detectors have proven to be extremely useful in many applications,
their usage is somewhat limited due to a number of factors. For example, the small
number of electron—ion pairs that can be generated in a gas is a serious problem for
high-resolution systems in low radiation environments. One reason for this ineffi-
ciency lies in the number of target atoms per unit volume in the gas that the incident
radiation encounters. This implies that if we use liquids or solids instead of gases, the
probability of production of charge pairs would increase. However, as it turns out, the
mechanism of charge pair production depends on many factors besides the density.
Nevertheless, there is one type of solid that has been found to have far superior charge
pair production capabilities compared to gases. These so-called semiconductors have
electrical conduction properties between those of conductors and insulators. Diamond
is another solid that has been found to have very good charge pair production capabili-
ties. All of the detectors that use solids as active detection media are collectively
called solid-state detectors, a term that is sometimes exclusively used for semiconduc-
tor detectors. In this chapter, we will discuss the mechanism of radiation detection and
measurement using solids as active detection media. We will also survey some of the
most widely used solid-state detectors.

5.1 Semiconductor detectors

Semiconductors are basically crystalline solids in which atoms are held together by
covalent bonds. They are called semiconductors because their electrical conduction
properties lie between those of insulators and conductors. Germanium (Ge) and sili-
con (Si) are two of the most commonly used semiconductor materials. Up to now
the majority of semiconductor detectors have been made with silicon, a trend that
may change in future as the search for more radiation-tolerant semiconductors con-
tinues. GaAs is one material that has shown to be very promising as detection
media. In the following sections, we will discuss the important characteristics of
semiconductors and look at how they are employed as active media for detection of
ionizing radiation.

5.1.A Structure of semiconductors

We know from quantum physics that electrons in an atom can occupy only discrete
energy levels. In fact, this discreteness, or quantization, is not in any way limited to
isolated atoms. For example, the covalent bonding between atoms in semiconductors
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Figure 5.1.1 Simplified energy band structure diagrams for insulators, semiconductors, and
conductors.

creates discrete energy levels. However, these energy levels are lumped together in
the so-called bands: valence band and conduction band. The valence band represents
a large number of very closely spaced energy levels at lower energies, in contrast to
the conduction band, which contains levels at higher energies. Ideally, these two
bands are separated by a forbidden gap: a region in the energy level diagram con-
taining no energy levels. This essentially means that electrons cannot assume any
energy that lies in this band gap. We’ll see later that this holds only for ideal semi-
conductors with no impurities, and almost all semiconductors have at least one
energy level within the band gap.

The electrons in the valence band are tightly bound to the atoms and need energy
equal to or greater than the band gap to move to the conduction band. Conduction
band electrons, on the other hand, are very loosely bound and are almost free to
move around. These electrons take part in the electrical conduction process. In an
ideal pure semiconductor in the ground state, all of the electrons would populate
the valence band, while the conduction band would be empty.

Actually, this band structure is not typical of just semiconductors. Insulators and
conductors also have similar structures. The distinguishing feature between them is
the band gap, since it represents the energy barrier that must be overcome by bound
electrons to become free and take part in the electrical conduction process.
Figure 5.1.1 compares the three types of solids in terms of energy level diagrams. The
band gaps in insulators and conductors are exactly opposite to each other, being very
large for insulators and nonexistent for conductors. Semiconductors, on the other
hand, have a small band gap, so small that even a small thermal excitation can provide
enough energy to electrons in the valence band to jump up to the conduction band.

When an electron from the valence band jumps to the conduction band, it leaves
a net positive charge behind. This effective positive charge, called a hole, behaves
like a real particle and takes part in the electrical conduction process. However, it
should be noted that by movement of a hole we mean the shift of a net positive
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charge from one site to another due to the movement of an electron. A hole should
not be considered a localized positive charge having defined mass.

5.1.B Charge carrier distribution

The free charges in the bulk of a semiconductor crystal can occupy different energy
levels such that they can be described by the so-called Boltzmann distribution:

f(E):W’ (5.1.1)

where E is the energy of the electron, kg is the familiar Boltzmann constant, T is
the absolute temperature, and Ef is the Fermi level.

The Fermi function f(E) actually gives the probability at which an available
energy state E can be occupied by an electron. For intrinsic semiconductors, which
have equal numbers of positive and negative charge carriers, the Fermi level lies
exactly in the middle of the band gap. This is the level at which the probability of
electron occupancy is exactly 1/2; in other words, half of the states are filled by
electrons (see example below).

As can be inferred from the relation 5.1.1, the occupancy of charge carriers is a
function of the absolute temperature. Of course, the reason for this can be traced
back to the small band gaps of semiconductors, which are comparable to the energy
of thermal agitations at room temperature. The temperature dependence is so strong
that even small fluctuations in temperature can produce significant changes in the
number of free charge carriers. We will see later that this effect is a serious problem
in semiconductor detectors since it may cause nonlinear changes in the response of
the detector.

Example:
Compute the probability for an electron to occupy the Fermi level in an intrin-
sic semiconductor.

Solution:
The required probability can be computed from the Fermi function 5.1.1:

f(E) =[1+eEE)/kT~L,

Since we have to find the probability at the Fermi level, we substitute
E = Eg in the above equation to get

F(E) = [1+eE- B/ aT]

1
5"
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5.1.C Intrinsic, compensated, and extrinsic semiconductors

The energy band structure shown in Figure 5.1.1 represents an ideal semiconductor. A
crystal in which the impurities are either nonexistent or do not affect its conduction
properties significantly is said to be ideal or intrinsic. The electrons and holes in such
a material are in equilibrium with each other. This state of equilibrium is actually a
consequence of the similar temperature dependences of the density of states of con-
duction and valence bands. It has been found that the density of states of conduction
band N, and valence band N, varies with absolute temperature according to

N xT3/? (5.1.2)
and
NyocT3/2, (5.1.3)

The intrinsic charge concentration, however, has a much stronger temperature
dependence. The intrinsic charge concentration is given by

m:mMW%mLE$A, (5.1.4)
where n. and n, represent the charge concentrations in conduction and valence
bands, respectively. This expression shows that the intrinsic charge concentration
asymptotically reaches a saturation value that is characterized by the density of
states of conduction and valence bands only.

As stated above, an intrinsic material is called an ideal semiconductor, which
essentially means that it simply does not exist in nature. This is a true statement
since, in reality, due to crystal defects and impurities, there are also other energy
states within the forbidden gap that significantly change the electrical conduction
properties of the material. These crystal imperfections lower the energy threshold
needed for transitions, and consequently the electron and hole densities deviate sig-
nificantly from an ideal semiconductor that has equal numbers of free electro-
n—hole pairs. Hence a naturally found or grown semiconductor does not possess
intrinsic properties. However, through the process of impurity addition, one can
turn any semiconductor into an intrinsic or compensated material.

Whenever impurity is added to a semiconductor, its electrical conduction proper-
ties change. The material is then referred to as an extrinsic semiconductor. The
impurity addition, called doping, is an extremely useful process that dramatically
improves the performance of semiconductors.

5.1.D Doping

The electrical conduction properties of semiconductors can be drastically changed
by adding very small amounts of impurities. In this doping process, another
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element, with a different number of electrons in its outer atomic shell than the semi-
conductor atom, is added in very small quantities to the bulk of the material. The
net effect of this process is the creation of additional energy levels between the
valence and conduction bands of the crystal. The locations of these levels in
the energy band diagram depend on the type of impurity added. An impurity that
creates an abundance of positive charges in the material is known as an acceptor
impurity; it creates energy levels near the valence band. The resulting material is
known as a p-type semiconductor. On the other hand, a donor impurity makes the
material abundant in negative charges and creates additional energy levels near the
conduction band. Such a material is referred to as an n-type semiconductor.

To use semiconductors as radiation detectors, very small quantities of impurities
are generally added to the bulk of material. For example, the typical ratio of the den-
sity of impurity atoms to that of the semiconductor atoms is on the order of
107'9 cm ™. This means that for each impurity atom there are around 10'® semicon-
ductor atoms. Although most semiconductor detectors are made with small impurity
additions, there is also a special class of detectors that are made with heavily doped
semiconductors. Typical impurity atomic concentration in such materials is
10%° cm ™ in the bulk semiconductor with a density on the order of 10** cm ™.

An interesting aspect of doping agents is that their ionization energies depend on
where their energy levels lie within the energy band structure of the semiconductor
material. This implies, for example, that the ionization energy of boron impurity in
silicon will be different from that in germanium. Typical ionization energies for the
doping agents used in semiconductor detector materials range between 0.01 and
0.1 eV. If we compare this with the typical ionization energies of several electron
volts for the semiconductors, we can conclude that the doping agents should ionize
very quickly after their introduction into the material. If the material did not have
significant impurities beforehand, then it can be said that the free charge carrier
density in the bulk of the material is, to a large extent, characterized by the acceptor
and donor impurity concentrations. If n, and nq4 are the acceptor and donor impurity
concentrations, then the acceptor and donor charge concentrations can be written as

No— Ay (5.1.5)
Nd,+ ~ nqg, (516)

where the (—) and (+) signs represent the ionization states of the impurity atoms.
Note that N does not represent the free charge density, but rather the number of ion-
ized atoms. A donor gives off its electron and becomes positively ionized, while an
acceptor becomes negatively charged after accepting an electron.

Since there are always donor and acceptor impurities present in a material, the
characterization of a material as n- or p-type depends on the difference of charges,
which, as we just saw, depends on the difference of number density of ionized
atoms. Hence we can say that a material is of type n if

ny = Nd,+ - Na,_ >ni, (517)
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where n, is the charge carrier density of the n-type material and n; represents the
charge carrier density of the pure material. This is the carrier density of the material
before being doped. Similarly, a p-type material is defined as one that satisfies the
condition

np = Na’f _Nd,+ > n;. (518)

Here n,, is the charge carrier density of p-type material.

It should be noted that, since the amount of impurity needed to modify the semi-
conductor into n- or p-type is very small, all semiconductor crystals are naturally of
either n- or p-type; an absolutely pure semiconductor material does not exist.
However, it is possible to dope the material such that its positive and negative
charge carrier densities become nearly equal, i.e.,

Ny & 1p. (5.1.9)

Such compensated materials show bulk properties similar to an ideally pure
semiconductor. To develop semiconductor detectors, shallow doping is generally
done. That is, the whole intrinsic material is not doped; rather, the doping is done
only up to a certain depth. The rest of the material remains intrinsic. We will learn
more about this technique and its advantages later in the chapter. Let us first have a
closer look at the physical process involved in acceptor and donor doping.

D.1 Doping with acceptor impurity

If the element added has an electron less than the one in the semiconductor, it can
either form one less bond than the semiconductor atoms or it can capture an electron
from the semiconductor lattice to fit into the structure. In either case, a net positive
vacancy or hole is created. If a large number of such impurity atoms are added, the
created holes outnumber the free electrons in the valence band. Interestingly enough,
if an external electric field is now applied to the material, these holes start drifting
and constitute an electric current. Such a semiconductor material with an acceptor
impurity is called a p-type semiconductor.

The net effect of acceptor impurity addition is the shifting of Fermi level toward
the valence band, which essentially means that the occupancy of free positive
charges in the bulk of the material is larger than that of the negative charges.

Boron is a common example of an acceptor impurity that can turn silicon into a
p-type semiconductor. Figure 5.1.2 depicts the effect of this doping on a regular sil-
icon lattice. A silicon atom in the semiconductor lattice has four electrons making
covalent bonds with four other neighboring silicon atoms. If a boron atom having
three outer-shell electrons is added to this lattice, it tries to fit into the structure, but
since it has one electron less, it can form only three covalent bonds with silicon
atoms. The fourth location can then be thought to have a positive hole since it has
strong affinity to attract a free electron. In fact, if this hole is filled by a free elec-
tron in the lattice, it would essentially move the hole to the original site of that
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Figure 5.1.2 (a) Addition of boron in silicon lattice. Boron has three available electrons for
bonding, which leaves a hole that can be filled by a free electron in the lattice. (b) Addition
of an acceptor impurity in a semiconductor shifts the Fermi level toward the valence band.

electron. Since in an intrinsic silicon lattice there are very few free electrons, even
a small number of boron atoms in the bulk of the lattice can make it abundant in
positive charges and turn the material into a p-type semiconductor.

The distribution function of acceptors in a semiconductor is given by

1

1+ 4 oEn—En)/kaT (5.1.10)

Fa(Ex) =
where E, represents the acceptor energy level. Note that this distribution is some-
what different from the Boltzmann distribution we saw earlier for free charge car-
riers (cf. Eq. (5.1.1)).

D.2 Doping with donor impurity

If the impurity has more electrons than the semiconductor atoms in the outermost
shell, the excess electrons are not able to make covalent bonds with the lattice atoms
and are thus free to move around. Such an impurity is called donor impurity since it
donates free charge carriers to the bulk of the material. In the energy band structure
the net effect is a lowering of the conduction band (Figure 5.1.3). Since the energy
gap is reduced with more free electrons in the conduction band, the electrical con-
duction properties of the semiconductor are greatly enhanced. Such a material is
known as an n-type semiconductor due to the abundance of free negative charges.

As with acceptors, the distribution function of donors also differs from the
Boltzmann distribution given in Eq. (5.1.1). In this case it is given by

1
1+ 0.5 eEoE/ksT

fa(Ep) = (5.1.11)

where Ep represents the donor energy level.
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Figure 5.1.3 (a) Addition of phosphorus to the silicon lattice. Phosphorus has five available
electrons for bonding, which leaves an extra electron that can move freely in the lattice. (b)
Addition of a donor impurity in a semiconductor creates new energy levels near the
conduction band, which effectively extends the valence band to lower energy. As a result,
the band gap is decreased with electrons as major charge carriers.

5.1.E Mechanism and statistics of electron—hole pair production

Radiation passing through a semiconductor material is capable of causing the fol-
lowing three distinct phenomena to occur in the bulk of the material.

+ Lattice excitation: This occurs when the incident radiation deposits energy to the lattice,
increasing lattice vibrations.

» Ionization: In semiconductors, ionization means production of an electron—hole pair.

+ Atomic displacement: This nonionizing phenomenon is the major contributor to the bulk
of the damage caused by radiation. We’ll discuss this in detail later in the chapter.

Although in semiconductor detectors we are mainly interested in the ionization
process, the process of lattice excitation also has a significant impact on the statis-
tics of electron—hole pair production. Before we look at the statistics of charge
pair production, let us first have a closer look at the ionization mechanism in
semiconductors.

In a perfect semiconductor material at a temperature below the band gap energy,
all electrons are in the valence band and the conduction band is completely empty.
The outer-shell electrons, taking part in the covalent bonding between lattice atoms,
are not free to move around in the material. However, as the temperature is raised,
some of the electrons may get enough thermal excitation to leave the valence band
and jump to the conduction band. This creates an electron deficiency, or a net posi-
tive charge in the valence band. This process can also occur, albeit at a much higher
rate, when radiation passes through the material. Any radiation capable of deliver-
ing energy above a material-specific threshold is capable of creating electron—hole
pairs along its track in the material. This threshold is higher than the band gap
energy of the material, as some of the energy also goes into crystal excitations.
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Table 5.1.1 Densities and average ionization energies of common
semiconductor materials

Material Density (g/cm?) Ionization Energy (eV)
Silicon 2.328 3.62
Germanium 5.33 2.8
Silicon dioxide 2.27 18
Gallium arsenide 5.32 4.8
E

Conduction band

Q) @

Incident
radiation

Eimp s - E

Valence band

O Electron . Hole

Figure 5.1.4 Production mechanisms of electron—hole pairs by incident radiation in a
semiconductor.

For silicon, the threshold is very low (3.62 eV), which makes it highly desirable for
use in radiation detectors (see Table 5.1.1).

The underlying physical processes involved in the creation of electron—hole pairs
in semiconductors are the same as in other solids, which we have already discussed in
Chapter 2 and therefore will not repeat here. It has been observed that the average
energy needed to create an electron—hole pair is independent of the type of radiation
and depends on the semiconductor material and its temperature. The process is similar
to the ionization process in gases except that the energy needed in semiconductors is
approximately 4 to 8 times less than in gases. This implies that the number of charge
carriers produced by radiation in a semiconductor is much higher than in gases.
Although one would expect that the noise equivalent charge in semiconductors would
also be higher by approximately the same amount, as we will see later, this is not nec-
essarily the case. Because of this property, semiconductor detectors are considered to
be far superior to gaseous detectors in terms of resolution and sensitivity.

Figure 5.1.4 shows the mechanism of production of charge pairs by incident
photons and thermal agitation. Note that the energy levels in the forbidden gap pro-
duced by crystal imperfections and impurities enhance the production of charge
pairs. This is certainly not a very desirable channel, since it can produce nonlinearity
in the detector response through an effect called charge trapping. What happens is
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that an electron jumping to an impurity level may get trapped there for some time.
This electron can then do two things: jump up to the conduction band and complete
the process of electron—hole pair generation or fall back into the valence band and
recombine with the hole. The former introduces a time delay in the charge pair pro-
duction, while in the latter no charge pair is produced. The excess energy in this
case is not enough to create an electron—hole pair (since it will be equal to Ejy,, and
not E,,) and is absorbed by the lattice.

To understand the statistics of electron—hole pair production, let us assume that
the energy deposited by the incident radiation goes into causing lattice excitations
and ionization. If ; and e represent the average energies needed to produce ioniza-
tion and excitation, respectively, then the total deposited energy can be written as

Egep = €in; + xnix, (5.1.12)

where n; and n, represent the total number of ionizations and excitations produced
by the radiation. If we now assume that these processes follow Gaussian statistics,
it would mean that the variance in the number of ionization and excitations can be
written as

o; = 4/ni and
Ox = /M.

These two variances are normally not equal because of differences in the thresh-
olds for excitation and ionization processes. However, if we weigh them with their
corresponding thresholds, they should be equal for a large number of collisions, i.e.,

Ei0j = ExOx Or

Ei/Ni = Ex/Nx.

Combining this with Eq. (5.1.12) gives

1/2

Ui:il:@_ini} (5113)
€i Ex €x

Let us now denote the average energy needed to create an electron—hole pair by

w;. Note that this energy includes the contribution from all other nonionizing pro-

cesses as well. This means that it can be obtained simply by dividing the total depos-

ited energy by the number of electron—hole pairs detected or n,. Hence we can write

_ Euaep
w; = — or
ng

_ Euaep
Wi '

S
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If we have a perfect detection system that is able to count all the charge pairs
generated, then we can safely substitute ng for n;. In this case, the above expression
for o; yields

. 1/2
S

This can also be written as

gi = VFn57 (5115)

where

an(m_l)
Ei \ &i

is called the Fano factor. It is interesting to note here that even though we assumed
that the individual processes of ionization and excitations are Gaussian in nature,
the spread in the output signal can be described by the Poisson process only if it is
multiplied by the Fano factor. The reason, of course, is that these processes are not
uncorrelated, as required by a strictly Gaussian process. The Fano factor was first
introduced to explain the anomaly between the observed and expected variance in
the signal [14]. It should be noted that the expression for the Fano factor derived
above is only an approximation. For detailed calculations, the interested reader is
referred to [2] or [43]. The value of the Fano factor lies between 0 and 1: O for no
fluctuations and 1 for perfect Poisson process. It has been found that for germanium
and silicon F = 0.1 gives satisfactory results.

Example:
Determine the relative statistical fluctuations in the number of charge pairs pro-
duced in silicon if 2.5 MeV of energy is deposited by the incident radiation.

Solution:

For silicon we have w; = 3.62 eV/charge pair and F' = 0.1. The absolute statis-
tical fluctuations can be computed by substituting these values and the depos-
ited energy in Eq. (5.1.15). Hence we get

E
o= Fn, = JrmtE
\[ wi

2.5 % 10672
= (0.1)—5 0
3.62

= 262.8 charge pairs
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If N= Eq.p/w; represents the mean number of charge pairs produced, the
corresponding relative fluctuations are

Jj OWj
—= X 100
N Edep
262.8)(3.62
=L—lﬁ¥xmo
2.5 X 10
~ 0.04%.

The amount of relative statistical fluctuation as computed above is a mea-
sure of the physical limit of the system resolution. Of course, in a semiconduc-
tor detector there are a number of other sources of error that contribute to the
measurement error, and therefore the actual uncertainty is much larger.

E.1 Intrinsic energy resolution

Equation (5.1.15) gives the observed spread in the number of electron—hole pairs
produced by the incident radiation. Since the number of charges produced is related
to the energy delivered, this equation can also be used to determine the intrinsic
spread in the energy deposited by the incident radiation. The term intrinsic refers to
the fact that here we are dealing with the uncertainty associated with the physical
process of charge pair production. The energy resolution thus obtained characterizes
the best possible resolution that the system can be expected to possess. In reality,
there are other factors, such as noise and the resolving power of the associated elec-
tronics, that may degrade the resolution significantly. The good thing about comput-
ing the intrinsic resolution is that it gives us the physical limits of the system.
Since Eg4e, = Wints, the intrinsic uncertainty in energy can be written as

og = o(wins) = wioi, (5.1.16)

where we have made use of the constancy of w; under nonvarying working condi-
tions. Hence, according to Eq. (5.1.15), the spread in the energy is given by

og = &w;o;
= FEdepWi:

where we have used n, = Egep/w;.
Now we can compute the intrinsic energy resolution of a semiconductor material
as follows:

(5.1.17)

OE
Edep

R=¢
- (5.1.18)
Edep

=¢
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Here we have introduced a factor £, which can be thought of as a yardstick to
decide whether two peaks can be resolved or not. Its value depends mostly on what
the peak looks like, or in other words which distribution it seems to follow. For
example, for a perfectly Gaussian peak, £ =2+/2In(2) = 2.355. This value corre-
sponds to the full width at half maximum (or FWHM) of a Gaussian peak. We will
discuss this in more detail in the chapter on data analysis.

Energy resolution is the most important factor for a radiation detector used for
spectroscopic purposes, since it characterizes the detector in terms of how well it
can differentiate between closely spaced energy peaks in the spectrum. For exam-
ple, if a source emits two photons having an energy difference of 2 keV, then the
spread in the measured energy must be better than 2 keV to detect the two peaks
separately. Otherwise, the peaks will get superimposed on one another and become
indistinguishable.

An important point to note is that since the energy resolution varies inversely
with /Egp, a material that does not have good energy resolution at a certain
energy might be more efficiently utilized at a higher energy.

Example:
Determine the energy resolution of a silicon detector for 520 keV photons
using the Fano factor and also by assuming a perfectly Poisson process.

Solution:

Assuming that the photons deposit their full energy in the active volume of
the detector, we have E4., = 520 keV. For silicon we have w; = 3.62 eV and
F =0.1. For £ we will use the generally used value of 2.355. Substituting these
values in Eq. (5.1.18) we get

reg [F7
Edep
1)(3.62 X 1073)]'/2
N (0.1)(3.62 X 1073)
520
=1.9X1073.

If we assume the process to be perfectly Poisson, then the energy resolution
is given by

Wi
R =
€ Edep
3.62 X 10731'/2
= 2. ———————————————————
355[ 20 ]

=6.2X107°.
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Figure 5.1.5 Band recombination with subsequent emission of an Auger electron.

E.2 Recombination

We saw earlier that electrons and holes can recombine through an intermediate
energy state created by crystal imperfection or impurity. This is not the only recom-
bination mechanism. In fact, an electron in the conduction band can also directly
recombine with a hole in the valence band. This process is similar to the process of
electron—ion recombination we studied in the chapter on gas-filled detectors,
except that in this case the positive charge is a hole and not an ion. The end result
of the process is the removal of an electron from the conduction band and a hole
from the valence band. A point to remember here is that the electron, having a
defined mass, does not annihilate in this process, as is sometimes wrongly con-
cluded. Recombination is not an annihilation process. The free electron simply gets
trapped in the valence band but retains its identity and properties.

The process of recombination can occur in two distinct ways, as described below.

* Band recombination: An electron in the conduction band can fall into the valence band
to recombine with a hole. This is the simplest and most prevalent form of recombination
that occurs in semiconductors. The difference in the energy of the electron in the two
states is then emitted as shown in Figure 5.1.5. If this energy is absorbed by another elec-
tron in the conduction band, it may escape from the detector. This emitted electron is
called an Auger electron, and the process is sometimes referred to as Auger recombina-
tion. The excess energy can also go into increasing the lattice vibrations of the crystal.
These vibrations can travel through the crystal in the form of heat-carrying particles gen-
erally known as phonons.

+ Trap recombination: As we saw earlier, there are always crystal defects and impurities
in semiconductors. These defects and impurities produce energy levels inside the for-
bidden gap, which act as metastable electron traps. If an electron falls into such a level, it
may remain there for some time before eventually falling into the valence band. The net
effect is still recombination, but the process is somewhat delayed as compared to the
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Figure 5.1.6 Trap recombination with subsequent emission of two photons.

normal band recombination. As shown in Figure 5.1.6, two photons can be produced dur-
ing this process, with the combined energy equal to the energy released during the band
recombination process. Also, as with band recombination, the process may be radiation-
less, such that the excess energy goes into increasing lattice vibrations. The trap recombi-
nation process is generally known as Shockley—Hall—Read (SHR) recombination.

The net effect of this recombination process is the removal of a charge pair from
the free charge population. Crystal imperfections and impurities produce intermedi-
ate energy levels that greatly enhance the recombination process. Radiation damage
to semiconductors, which we will discuss later in the chapter, also increases the
recombination probability. To minimize the deteriorating effects of this process, it
must therefore be ascertained that the material has very few imperfections and high
radiation tolerance.

As described above, recombination of electrons and holes has different channels
and is therefore a fairly complicated process. However, its overall effect can be char-
acterized by simple considerations of a Poisson process. By overall effect we specifi-
cally mean the recombination rate, which has been seen to follow Poisson statistics.
This implies that the rate of change of numbers of charge pairs is proportional to the
number of charge pairs present at the time. Mathematically, we can write

dN
_:x—N
dr (5.1.19)

= _kl'Na

where k. is the proportionality constant, generally known as the recombination rate
constant. The integration of this equation yields

N=Nye ki, (5.1.20)
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where we have used the initial condition N = N, at t = 0. The factor %, in the above
equation can be used to define carrier lifetime 7 through the relation

(5.1.21)

T =

1
k-
To understand the meaning of 7, we substitute # = 1/k, in Eq. (5.1.20) and get

N -1
— = ~ 0.37. 5.1.22
N~ (5.122)

This implies that the carrier lifetime 7 represents the time it takes the carrier
population to decrease by approximately 63%.

The values of k, and 7 for a particular charge carrier (electron or hole) depend
on the type of material, the donor and acceptor impurities, and the temperature. For
example, at 300 K in a p-type silicon having acceptor density of 10'? cm?, the life-
time of an electron is approximately 0.1 ps, but if the acceptor density is reduced
by two orders of magnitude, the lifetime increases to about 10 ps. This trend is typi-
cal of all semiconductors.

Example:

Compute the percentage of holes lost within 4 ps of their generation in an n-
type silicon kept at 300 K. The number density of the dopant impurity in the
material is 10'” cm?, and the lifetime of holes at this dopant level is 10 ps.

Solution:
The recombination rate constant of the holes having lifetime 7 =0.1 ps is
given by

N -

1
= AU 11—6 = 105 S_l.
10 X 10

The percentage of holes absorbed after 4 ps can be computed from
Eq. (5.1.20) as follows:

No—N
6N = °N X 100 = (1 — e %) X 100

=[1 —exp{—(10°)(4 X 107°)}] X 100
~ 33%
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5.1.F Charge conductivity

The free charges in a semiconductor can drift under the influence of an externally
applied field. Just as with metallic conductors, their movement can also be charac-
terized by the parameter called conductivity, which quantifies the ability of a mate-
rial to conduct electric current. However, as opposed to metallic conductors, there
are a number of mechanisms that can contribute to or suppress the conductivity of a
semiconductor. Some of these factors are described below.

* Electron—hole recombination: An electron in the conduction band can fall into the inter-
mediate energy state and then recombine with a hole in the valence band. The overall
effect of this process is the removal of an electron—hole pair from the free charge density
and a subsequent decrease in the current.

+ Hole emission: An electron from the valence band can jump to the intermediate level.
Since this removes the electron from the valence band and leaves behind a hole, it can
also be viewed as the emission of a hole from the intermediate energy level to the valence
band.

+ Electron emission: An electron in the intermediate energy level can proceed to the con-
duction band and become part of the free charge density, thus increasing the current.

+ Electron trapping: An electron can fall into a slightly lower energy level from the con-
duction band and get trapped there for some finite amount of time. This trapping mecha-
nism has the potential of introducing nonlinearity in the response due to the time lag
involved in electron trapping and release.

F.1 Drift of electrons and holes

Semiconductor detectors are almost always operated in the so-called photoconduc-
tive mode. Such an operation involves establishment of an electric field across the
material. When the incident radiation produces electron—hole pairs along its track
in the detector, the charges start moving in opposite directions under the influence
of the applied electric field. The velocity with which the charges move depends on
the electric field. It has been found that for low fields the velocity increases almost
linearly with the field strength, i.e.,

v=puE, (5.1.23)

where p is a proportionality constant called mobility. Its value depends on the type
of the material. For example, in silicon the mobility is 1350 cm/V/s for electrons
and 480 cm/V/s for holes.

As the field is further increased, the velocity of the carriers starts showing devia-
tion from the above relation and eventually saturates (Figure 5.1.7). Most detectors
are built such that the charges attain the saturation velocity very quickly (within a
few picoseconds).

Considering the drift of electrons and holes, let us now discuss a simple
scheme that could assure us the proportionality of a measurable quantity with
the energy deposited by the incident radiation. As the charges move in opposite
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Figure 5.1.7 Typical variation of drift velocity with respect to the applied electric field
intensity.

directions, they constitute an electric current with a current density J, which fol-
lows Ohm’s law,

J=oE, (5.1.24)

where E is o is a proportionality constant known as conductivity. Since current den-
sity can also be written as

J=pv, (5.1.25)
with p being the charge density, the above three equations can be combined to give
o = up. (5.1.26)

We saw earlier that the mobility of electrons p, differs significantly from that of
holes 1. Hence the effective conductivity of the material has two separate compo-
nents for each type of charge, and we can write the above equation as

o = e(ne + fy,nn), (5.1.27)

where we have used the relations p, = en. and py, = eny, with n. and ny being the
number densities of electrons and holes, respectively.

If this material is now placed in an ionizing radiation field, electron—hole pairs
will be created, and consequently the number of free charge pairs in the bulk of the
material will increase. This will change the conductivity of the material. If n’ repre-
sents the number of charge pairs created by the incident radiation, the change in
conductivity will be given by

bo = e(p, + py)n'. (5.1.28)
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Table 5.1.2 Comparison of basic properties of some commonly
used semiconductor materials at room temperature (note that
the actual values may differ slightly from these nominal values
due to manufacturing and structural differences) [47]

Property Si Ge GaAs CdZnTe
Weight density (g/cm?) 2.329 5.323 5.32 5.78
Dielectric constant 11.7 16 12.8 10.9
Energy Gap (eV) 1.12 0.661 1.424 1.56
Intrinsic carrier concentration (cm °) | 1x10° [2x10" |2.1x10° [20x10°
W-value (eV) 3.62 2.95 4.2 4.64
Intrinsic resistivity (€ cm) 32X10° |46 33%x10% |3.0%x10"

This change in conductivity is proportional to the energy delivered by the inci-
dent radiation, provided all other conditions remain constant. Hence measuring the
change in conductivity is equivalent to measuring the delivered energy if the detec-
tor has been properly calibrated. Such a measurement can be made by attaching the
detector output to an external circuit capable of measuring the change in current
caused by the change in conductivity.

It should be mentioned here that both electrons and holes take a finite amount of
time to recombine, and hence the change in conductivity has a time profile that
extends up to the lifetime of the slowest charge carrier. Therefore, even for a local-
ized radiation interaction that could be represented by a delta function, the output
signal actually has a shape with finite rise and decay times.

5.1.G Materials suitable for radiation detection

Not all semiconductors can be used in radiation detectors. The choice depends on
many factors such as resistivity, mobility of charges, drift velocity, purity, operating
temperature, and cost. Silicon has traditionally been the most commonly used mate-
rial in particle detectors, a trend that is now changing. Other commonly used mate-
rials are germanium (Ge), gallium arsenide (GaAs), and cadmium—zinc—tellurium
(CdZnTe). The need for a new generation of radiation-hard silicon detectors is now
pushing researchers to develop more complex semiconductor structures. In the fol-
lowing, we will look at some of the commonly used semiconductor materials and
study their properties relevant to their use as radiation detectors.

A quick comparison of basic properties of common semiconductor devices can
be made from Table 5.1.2. However, the reader is encouraged to go through the
details of each material as given in the following sections to develop a working
knowledge of the advantages and disadvantages associated with each device type.
One should also note that there are other novel semiconductor devices besides the
ones discussed here, and more are constantly being designed and developed. It is
not the intention here to give the reader a comprehensive list of materials available,
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Figure 5.1.8 Band structure diagram of silicon showing energy versus wave number
(reproduced from Ref. [47]). The subscripts of E represent different energy levels. The
numbers in brackets (100 and 111) are the Miller indices. A Miller index represents the
orientation of an atomic plane in a crystal lattice.

but rather to provide a broader perspective of the basic properties that are essential
for devices to be used as efficient semiconductor detectors.

A very important property of semiconductor materials is their intrinsic carrier
concentration, since it can be used to estimate the signal-to-noise ratio at room tem-
perature. It is evident from Table 5.1.2 that GaAs and CdZnTe have intrinsic carrier
concentrations that are several orders of magnitude lower than those of silicon and
germanium. This property makes them suitable for operation at room temperature,
which completely eliminates the need for cooling systems and is a big advantage in
terms of design, development, and operating costs. GaAs- and CdZnTe-based detec-
tors have therefore gained much popularity in recent years.

G.1 Silicon

For radiation detection, silicon is by far the most commonly used material. It is
relatively cheaper than other semiconductor materials and is easily available in
purified form. These factors, and the fact that silicon has moderate values of intrin-
sic charge concentration and resistivity, make it suitable for use as a detection
medium.

In Figure 5.1.1, we saw a simplified sketch of the band structure of a semicon-
ductor material. In reality, energy levels are not so well behaved. Figure 5.1.8
shows the actual energy level diagram for silicon.

A good thing about silicon is that its forbidden energy gap is neither very low
(as with germanium) nor very high (as with gallium arsenide). This makes it a good



Solid-state detectors 279

1.138
1.136
1.134
1.132

1.13
1.128
1.126
1.124
1.122

E,(eV)

o b v b b b e by by
250 260 270 280 290 300 310
T(K)

Figure 5.1.9 Variation of silicon band gap energy with absolute temperature.

candidate for manipulation by adding impurities so that desired properties, such as
high resistivity, are achieved. As with all semiconductor materials, the energy gap
for silicon has a moderate temperature dependence, which can be described by [47]

2

E,=117—473X10"%——
& T +636°

(5.1.29)

where temperature T is in absolute units and E, is in eV. This equation has been
plotted in Figure 5.1.9. It is apparent that small changes in temperature can cause
the band gap to shorten or widen. This is certainly not a desirable feature, since it
could induce nonlinearity in detector response. Shortening of the band gap means
more electron—hole pairs will be generated with the same deposited energy, while
a wider band gap would make it harder for the electrons in the valence band to
jump to the conduction band.

Silicon detectors are generally operated at low temperatures of around —3°C
to —10°C" in order to suppress thermal agitation, which can produce electron — hole
pairs even at room temperature. Lowering of the temperature has two effects:
widening of the band gap and a decrease in thermal agitation. These effects comple-
ment each other to suppress noise in the detector. It should, however, be noted that,
even though operating silicon detectors at low temperatures is a general practice,
still in principle one can operate a detector at room temperature at the expense of
some added noise in the detector output.

Another parameter of interest for silicon is the intrinsic carrier concentration,
given by

m=/NNy e /20 (5.1.30)

"The choice of operating temperature is mainly based on noise considerations. Some silicon detectors are
even operated at temperatures as low as —40°C.
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Figure 5.1.10 Dependence of intrinsic charge concentration in silicon on absolute
temperature.

where N, and N, are the density of states in the conduction and valence bands,
respectively, and kg is Boltzmann’s constant. The density of states for silicon can
be evaluated from [47]:

N =62 X 10°732cm ™ (5.1.31)
Ny, =3.5% 10573 2cm ™3, (5.1.32)

Except for compensated materials, the intrinsic carrier concentration is the major
source of noise in the detector. Further complication arises from its strong tempera-
ture dependence due to the low band gap energy of silicon. Substituting the expres-
sions for N, and N, in Eq. (5.1.30), we get

ni = 4.66 X 101°73/? ¢ Fe/2ksT (5.1.33)

This equation, with E, given by Eq. (5.1.29), has been plotted in Figure 5.1.10.

Up to now we have assumed that the band gap in silicon is completely empty. In
reality, the situation is not that simple because of the presence of impurities in the
bulk of the material. These impurities can act as donors or acceptors, depending on
where their energy levels lie in the forbidden gap. These energy levels can trap
electrons and holes, with consequent output signal deterioration. Table 5.1.3 lists
some of the commonly encountered impurities in silicon with their position in the
band gap. The reader should note that this list is in no way exhaustive, and other
impurities can also be present in the material, though in lower concentrations. The
fact that no two silicon wafers (thin slices of the bulk silicon that are used to pro-
duce detector modules) are exactly same is well known among detector technolo-
gists and researchers. Even two detector modules cut from the same wafer may
show different behaviors. However, this is not much of a problem since the general
practice is to calibrate each detector module separately to account for the small dif-
ferences in impurity levels and other factors.
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Table 5.1.3 Common impurities found in silicon with their positions
in the band gap [47]

Impurity Symbol Type Position (eV)
Gold Au Donor Acceptor E, +0.35
E.— 0.55
Copper Cu Donor Acceptor Acceptor E,+0.24
E, +0.37
E,+0.52
Iron Fe Donor E, +0.39
Nickel Ni Acceptor Acceptor E. —0.35
E,+0.23
Platinum Pt Donor Acceptor Acceptor E, +0.32
E, +0.36
E.—0.25
Zinc Zn Acceptor Acceptor E, +0.32
E.—0.5

Here E, and E, represent the highest valence band level and lowest conduction band level, respectively.

Table 5.1.4 Common donor and acceptor elements used to dope silicon

Doping Agent Symbol Type Ionization energy (eV)
Arsenic As Donor 0.054
Phosphorus P Donor 0.045
Antimony Sb Donor 0.043
Aluminum Al Acceptor 0.072
Boron B Acceptor 0.045
Gallium Ga Acceptor 0.074
Indium In Acceptor 0.157

Also given are their ionization energies [47].

Let us now turn our attention to the process of doping in silicon. Table 5.1.4
gives the commonly used dopers with their ionization energies. Other doping agents
such as oxygen and copper are also sometimes used in detectors, though boron and
phosphorus are perhaps the most common choices. For detector fabrication, doping
levels are kept very small so that the resistivity of the material remains high. High
resistivity is important to suppress noise and can be afforded in silicon since its
breakdown voltage is on the order of 10° V/cm.

Signal generation in a semiconductor depends on how charges move in the bulk of
the material. We saw earlier that diffusion coefficient and mobility are the two para-
meters than can be used to characterize the motion of electrons and holes in semiconduc-
tors. Extensive research has gone into understanding these parameters and determining
the related quantities required for detector design and operation (see Table 5.1.5).

The reader might be wondering why in Table 5.1.5 only the upper bounds on the
diffusion coefficient and mobility values have been given. The reason is that these
parameters depend on various factors, such as temperature, impurity type and
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Table 5.1.5 Mobilities, velocities, and diffusion coefficients of
electrons and holes in silicon [47]

Property Symbol Value

Electron mobility fhe = 1400 cm?/V/s
Hole mobility iy =450 cm*/V/s
Electron thermal velocity Ve 2.3 X 10° m/s
Hole thermal velocity Vh 1.65 X 10° m/s
Electron diffusion coefficient D, <36 cm?/s
Hole diffusion coefficient Dy =12 cm?%/s
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Figure 5.1.11 Dependence of electron mobility on donor density in silicon at 300 K [19].

concentration, and doping. This can be appreciated by looking at Figures 5.1.11
and 5.1.12, which show the variations of electron and ion mobilities versus donor
densities. These plots have two interesting features. One is their nonlinearity and
the second is a range of donor densities where the effects are most profound. It is
apparent that increasing the donor density by three orders of magnitude decreases
electron and hole mobilities by a factor of approximately 10. Any change in donor
density over time can therefore have serious effects on detector performance.

We will see later in the chapter that the physical damage to silicon caused by radia-
tion has the potential to change the intrinsic charge density. This is one of the reasons
why prolonged deployment of silicon detectors in high radiation environments is asso-
ciated with slow nonlinearity in detector response. This nonlinearity can be somewhat
compensated by lowering temperature or increasing the bias voltage.

Let us now examine how the mobilities of electrons and holes depend on tem-
perature. It has been found that in silicon both types of charge carriers respond in
approximately the same manner to temperature changes. The temperature depen-
dence of electron and hole mobilities for silicon can be written as [44]

TR (5.1.34)

p o T~ (5.1.35)
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Figure 5.1.12 Dependence of hole mobility on donor density in silicon at 300 K [19].
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Figure 5.1.13 Dependence of hole mobility on absolute temperature [9]. Solid line
represents the theoretical prediction, while the points represent the experimental data.

Typical curves showing the dependence of temperature on electron and hole
mobilities are shown in Figures 5.1.13 and 5.1.14. This behavior is not typical of
just silicon. In fact, for almost all semiconductors the temperature dependence of
mobility can be approximated by

poe T, (5.1.36)

where n is a real number that depends on the type of semiconductor material and
the particle (electron or hole). Of course, the value of n can be significantly differ-
ent from one material to the next. Even for the same material, the value may differ
for electrons and holes, as we will see later for germanium.
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Figure 5.1.14 Dependence of hole mobility on donor density in silicon at 300 K [33]. Solid
line represents the theoretical prediction, while the points represent the experimental data.

Example:
Determine the percentage change in intrinsic charge concentration in silicon if
the temperature is decreased from 27°C to —10°C.

Solution:
Let us first determine the band gap energies E,; and Eg, at the two tempera-
tures 77 =300 K and 7, =263 K using Eq. (5.1.29). The energy at 300 K is
given by

2
E,=117—473X 10 ——
¢ 3% 10 T + 636
=E —117—473><10“1L02
et = ' 300 + 636

=1.12eV
=1.12X1.602 X107 =1.794 x 107 J.
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Similarly, the band gap energy at 273 K is

263>

Epn=117—473X10"%—
&2 3X 10 e 636

=1.13eV.
=1.13x1.602X 107 =1.810x 10" J.

Now, according to Eq. (5.1.33), the percentage decrease in intrinsic charge
concentration is given by

T13/2 e~ Ea /2Ty _ T23/2 e~ Ex/2aT,

An= X 100
T13/2 e~ FEq1 /2ks T

6.536 X 1077 — 6.40 X 1078 (5.1.37)
= — X 100
6.536 X 10

=90.2%

This example clearly demonstrates the advantage of operating a silicon
detector at low temperatures.

G.2 Germanium

Germanium detectors are commonly used in ~-ray spectroscopy. Their high resolu-
tion and wide dynamic range make them highly suitable for spectroscopic purposes.
However, in other applications, such as particle tracking, they are not preferred
over silicon-based detectors. In this section, we will look at some of the important
properties of germanium and compare them with those of silicon.

The crystal structure of germanium is the same as silicon, but its atomic density
is slightly lower. The most distinguishing feature of germanium is its low band gap
energy (0.661 eV), which is almost half that of silicon. The energy band structure
of germanium is shown in Figure 5.1.15.

Because of the low band gap energy, the intrinsic charge carrier concentration of
germanium is about three orders of magnitude greater than that of silicon. Certainly
this is not a very desirable feature as far as radiation detection is concerned, since it
would imply larger intrinsic noise and the need for more aggressive cooling. The
resistivity of germanium is about four orders of magnitude lower than that of sili-
con. The temperature dependence of germanium’s energy gap is given by [47]

2

E,=0.742—4.8X107*
e=07 810 355

(5.1.38)
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Figure 5.1.15 Band structure diagram of germanium, showing energy versus wave number
(reproduced from Ref. [47]). The subscripts of E represent different energy levels. The
numbers in brackets (100 and 111) are the Miller indices. A Miller index represents the
orientation of an atomic plane in a crystal lattice.
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Figure 5.1.16 Variation of germanium band gap energy with absolute temperature.

where T is the absolute temperature and E, is in eV. This equation has been plotted
in Figure 5.1.16. This figure, when compared with that for silicon (Figure 5.1.9),
does not reveal any dramatic difference between the temperature dependence of the
band gap energies of the two materials. The only important thing here is that the
band gap for germanium also increases with decrease in temperature.

Just like silicon, the intrinsic carrier concentration of germanium is governed by
Eq. (5.1.30). The temperature dependences of density of states in the conduction
and valence bands of germanium are given by [47]

N, =1.98 X 10°7%/? (5.1.39)

Ny, =9.6 X 10732, (5.1.40)
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Figure 5.1.17 Dependence of intrinsic charge concentration in germanium on absolute
temperature.

where T is the absolute temperature and the density of states are in cm ™. Substituting
these in Eq. (5.1.30) gives the expression for the intrinsic carrier concentration:

n; = 1.38 X 101°73/% ¢~ e/ 2T (5.1.41)

Here, as before, n; is in cm73, T is the absolute temperature, and kg is
Boltzmann’s constant. The plot of this equation (Figure 5.1.17), when compared
with that for silicon (Figure 5.1.17), reveals that quantitatively there is a difference
of several orders of magnitude between the intrinsic charge carrier densities of the
two materials in the same temperature range. Of course, this can be attributed to the
lower band gap energy in germanium, which allows more electrons in the valence
band to jump to the conduction band due to thermal agitation.

Fortunately, germanium can be obtained in highly pure form.” The lower resis-
tivity is therefore mainly due to low band gap energy. There are a number of ele-
ments that can be used to dope germanium to make it suitable for use as a detection
medium. The most common such doping agents are listed in Table 5.1.6.

Some of the important electrical properties of germanium are listed in
Table 5.1.7. Comparison of these values with those of silicon (see Table 5.1.5)
clearly shows that the overall charge collection efficiency in a germanium detector
is higher than in a silicon detector. However, charge collection efficiency is not the
only criterion for selecting a material as a detection medium. Other factors include
intrinsic charge carrier density, crystal defects and imperfections, impurities, avail-
ability, and cost.

Let us now turn our attention to the dependence of the electrical conduction
properties of germanium on temperature and electric field. Figure 5.1.18 shows the
dependence of drift velocity on electric field intensity at two different temperatures.

High-purity germanium or HPGe detectors are widely used in ~-ray spectroscopy.
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Table 5.1.6 Common donor and acceptor elements used to dope silicon

Doping Agent Symbol Type Ionization energy (eV)
Arsenic As Donor 0.014
Phosphorus P Donor 0.013
Antimony Sb Donor 0.010
Bismuth Bi Donor 0.013
Lithium Li Donor 0.093
Aluminum Al Acceptor 0.011
Boron B Acceptor 0.011
Gallium Ga Acceptor 0.011
Indium In Acceptor 0.012
Thallium Tl Acceptor 0.013

Also given are their ionization energies [47].

Table 5.1.7 Mobilities, velocities, and diffusion coefficients of
electrons and holes in germanium [47]

Property Symbol Value

Electron mobility e =3900 cm?/V/s
Hole mobility L, =1900 cm?/V/s
Electron thermal velocity Ve 3.1 X 10° m/s
Hole thermal velocity Vh 1.9 X 10° m/s
Electron diffusion coefficient D. =100 cm?/s
Hole diffusion coefficient Dy =50 cm?/s

The important thing to note here is the proportionality of the drift velocity to the
electric field intensity, at least up to moderate electric fields. Hence the relation

va = pE (5.1.42)

holds well up to about an electric field of 1000 V/cm. Here vq is the drift velocity
of electrons, E is the applied electric field, and , is the mobility of electrons in
germanium.

As in case of silicon, in germanium as well the electron mobility has temperature
dependence, which can be approximately written as [44]

ph, < T, (5.1.43)

Figure 5.1.19 shows mobility of electrons in germanium as a function of absolute
temperature.

So far we are happy that the electrons in germanium behave in an orderly fash-
ion, with a drift velocity that is proportional to the applied electric field. But the
output signal depends not only on electrons but also on how holes behave. Since
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Figure 5.1.18 Dependence of electron drift velocity on electric field intensity in germanium
at two different temperatures [20]. Solid and dashed lines represent theoretical predictions
while the points represent experimental data. 100 and 111 are the two crystallographic
directions in which the electric field was applied.
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Figure 5.1.19 Dependence of electron mobility on absolute temperature in germanium [20].
Solid line represents theoretical prediction, while the points represent experimental data.
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Figure 5.1.20 Band structure diagram of gallium arsenide showing energy versus wave
number (reproduced from Ref. [47]). The subscripts of E represent different energy levels.
The numbers in brackets (100 and 111) are the Miller indices. A Miller index represents the
orientation of an atomic plane in a crystal lattice.

the movement of holes is coupled with the movement of electrons, we would expect
that their drift velocity would also be proportional to the applied electric field. This
is true to a certain extent, but in fact the behavior of hole mobility differs from the
behavior of electron mobility in germanium. Though it decreases with increase in
temperature, the variation is not as linear on a double logarithmic scale as it is for
electron mobility. The hole mobility for germanium shows a temperature depen-
dence given by [44]

fu, T2, (5.1.44)

G.3 Gallium arsenide

Gallium arsenide is another semiconductor material that is extensively used as a
detection medium. The distinguishing feature of GaAs is its higher photon absorp-
tion efficiency as compared to silicon, which has allowed the development of
extremely thin (100—200 pm) X-ray detectors. Another advantage of GaAs is that it
can be operated at room temperature, which simplifies detector design considerably
and also cuts down the cost of development and operation.

The band structure diagram of gallium arsenide is shown in Figure 5.1.20, and
its basic properties are listed in Table 5.1.2. It can be seen that, as far as atomic and
weight densities are concerned, there is no significant difference between germa-
nium and gallium arsenide. However, since the band gap of GaAs is more than
twice that of germanium and significantly higher than silicon, its intrinsic carrier
concentration is several orders of magnitude lower than those two materials. The
most dramatic difference is the intrinsic resistivity of gallium arsenide, which is
about eight orders of magnitude greater than that of germanium and three orders of
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Figure 5.1.21 Variation of gallium arsenide band gap energy with absolute temperature.

magnitude greater than that of silicon. This, of course, is a very desirable feature as
far as its use as a detection medium is concerned.
The temperature dependence of the band gap of gallium arsenide is given by [47]

2

E,=1519—-5405X107*
. =1.519—5.405 X 10 00

(5.1.45)

where T is the absolute temperature and E, is in eV. This equation has been plotted
in Figure 5.1.21. The reader would note that the variation in band gap energy with
temperature for gallium arsenide is not much different from that for silicon or ger-
manium. The distinguishing feature of GaAs is the width of the band gap itself,
which at each temperature is far higher than the other two materials.

The evaluation of the intrinsic carrier density of gallium arsenide is not as simple
as that of silicon or germanium. The reason can be understood by examining its
band structure diagram (see Figure 5.1.20). The conduction band of GaAs has two
additional valleys (X and L) whose contribution to the overall density of states of
the conduction band cannot be ignored. The valence band density of states has sim-
ple temperature dependence, though. The density of states of the conduction and
valence bands in GaAs can be written as [47]

N. =8.63 X 101373/2 [1 —1.93X107*T —4.19 X 1078712

(5.1.46)

E E

+21 eXp(_ZkLT) +44 exp(—szT>]
B B

and

N, = 1.83 X 10°7%/2, (5.1.47)
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Figure 5.1.22 Dependence of intrinsic charge concentration in gallium arsenide on absolute
temperature.

where both N, and N, are in units of cm~>. The energy gaps E; and Ex correspond-
ing to L and X valleys, respectively, can be evaluated from [47]

2

=1.815-6.05x107* 1.
E. =1.815—-6.05X 10 0 (5.1.48)
4 2
Ex = 1981 —4.60 X 10~ . 1.4
<= 1.98 60X 107 ——— (5.1.49)

The intrinsic charge carrier density can now be calculated by substituting N, and
N, from Egs. (5.1.46) and (5.1.47) into Eq. (5.1.30). Hence we get

n, =3.974 X 10M473/2 [1 —1.93 X 107*T —4.19 X 107872

E £\ 712 (5.1.50)
+21 exp <—2kLT> +44 exp <—2kXT>} e fa/2T,
B B

where E,, Ey, and Ex are given by Eqs. (5.1.45), (5.1.48), and (5.1.49), respec-
tively. The plot of the above equation (Figure 5.1.22) can now be compared to the
similar plots for silicon and germanium (see Figures 5.1.10 and 5.1.17). It is clear
that, in terms of intrinsic charge carriers, gallium arsenide is much superior to both
silicon and germanium. Such low intrinsic carrier concentration even at room tem-
perature makes it possible to operate GaAs-based detectors with no or very minimal
cooling.

Let us now have a look at the electrical conduction properties of GaAs. It is
apparent from Table 5.1.8 that electron mobility in GaAs is more than 20 times
higher than hole mobility. This behavior is in contrast to germanium and silicon,
where the mobilities differ by only about a factor of 2 to 3. However, interestingly
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Table 5.1.8 Mobilities, velocities, and diffusion coefficients of
electrons and holes in gallium arsenide [47]

Property Symbol Value

Electron mobility e = 8500 cm*/V/s
Hole mobility i, =400 cm*/V/s
Electron thermal velocity Ve 4.4 X 10° m/s
Hole thermal velocity Vh 1.8 X 10° m/s
Electron diffusion coefficient D, =200 cm?/s
Hole diffusion coefficient Dy =10 cm?/s

enough, the temperature dependence of hole mobility in GaAs is about the same as
in germanium, i.e., [44],

puy T 23, (5.1.51)

On the other hand, electron mobility in GaAs is given by [7]

JTRCY A (5.1.52)

G.4 Cadmium—zinc—tellurium

Also referred to in short as CZT, this material has gained a lot of popularity in
recent years. It has several properties that make it highly desirable for demanding
applications, such as spectroscopy. Its high detection efficiency, high resolution,
low cost, and good signal-to-noise ratio at room temperature make it a product of
choice for many applications. The band gap of CZT is more than twice that of ger-
manium at room temperature, which drastically decreases the number of intrinsic
charge carriers (see Table 5.1.2). This makes it highly suitable for room-
temperature operation.

CdZnTe is actually a ternary alloy of CdTe and Zn. Its properties therefore
depend on the concentration of zinc in the bulk as well as on the surface of the
material. For radiation detection purposes, the most important parameter is the band
gap. Fortunately, the band gap of CZT has been found to be very lightly dependent
on the concentration of zinc. Fluctuations of a few percent in zinc concentration
change the band gap by only a few MeV [46], which is insignificant for estimation
of most detector-related parameters. In general, the percentage of zinc in a typical
CZT bulk is less than 10%.

Another important property of CZT is that it can be formed into different shapes and
sizes. This allows fabrication of large area and complicated geometry CZT detectors.

CZT detectors have fairly high stopping power and absorption efficiency due to
high-Z elements. This, together with their high efficiency, makes them well suited
for use in imaging applications, such as medical Z-ray imaging.
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There are two main disadvantages associated with CZT materials: their low hole
mobility (and hence low lifetime) and crystal defects. The latter can be somewhat
controlled by using techniques that yield fewer crystal defects. The low hole mobil-
ity, on the other hand, is caused by the hole trapping mechanisms and is more or
less intrinsic to the material. The only way to increase hole lifetime is by increasing
the detector bias voltage. Note that crystal defects further deteriorate hole mobility
and should therefore be controlled as much as possible. As a reminder to the reader,
the direct consequence of low charge carrier lifetime is loss of signal. Since this
loss is not linearly dependent on the amount of deposited energy, it results in non-
linear response of the detector. Another important point to note here is that the
charge collection also depends on the depth of the material. For example, if the
charge is created near the collecting electrode of the detector, the loss of charge
will be minimal. On the other hand, if the same charge is produced away from the
collecting electrode, the signal loss will be higher.

Increasing the bias voltage may not always be practical or even desirable in cer-
tain applications. A novel method to compensate for the low hole mobility is to use
the so-called ohmic contacts at the electrodes. The advantage of this scheme is that
the holes get recombined with the electrons released into the material by the ohmic
contact. This hole recombination effectively stops the leakage current, while the
signal current is carried predominantly by the electrons. Ohmic contacts therefore
completely eliminate the need for operating the detector at high voltages or external
circuitry to compensate for low hole mobility.

5.1.H The pn-Junction

The n- and p-type semiconductors can be joined together to create the so-called pn-
junction (Figure 5.1.23). These junctions have been found to be extremely useful,
not only for building semiconductor electronics but also for radiation detectors.
When a p- and an n-type semiconductor are brought together, a flow of charges
automatically starts to compensate for the imbalance in charge concentrations
across the junction. The electrons that are the majority charge carriers in the n-type
semiconductors flow toward the p-type material. Similarly, the holes move toward
the n-type material. This process continues until the Fermi levels of the two materi-
als coincide with each other, as shown in Figure 5.1.23(b). As the electrons and
holes move in opposite directions and combine to neutralize each other, a central
region devoid of any electrical charge is created. This region, generally referred to
as the depletion region, plays a central role in semiconductor radiation detectors
since this is where the incident radiation creates electron—hole pairs. These charges
flow in opposite directions and constitute an electrical current that can be measured.
However, the junction in this configuration cannot be very effectively used for radi-
ation detection since it is not only too thin, but the potential difference across it is
very small. The trick then is to widen this gap somehow and establish a high
enough electric field to allow the charges created by the radiation to flow and con-
stitute a measurable current. This is done by applying a reverse bias across the
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Figure 5.1.23 Semiconductors and their energy levels. (a) Separate n- and p-type crystals.
(b) Formation of pn-junction. When n- and p-type crystals are brought into contact, flow of
charges starts, which continues until the Fermi levels of the two materials coincide.

junction. We will discuss the properties and characteristics of such a junction in the
next section.

Bringing an n-type material in contact with a p-type material produces an effec-
tive electrostatic potential across the depletion region. The thickness of this deple-
tion region can be calculated from

W = xpa + Xna
B [zgvo( Lo )}1/2 (5.1.53)
qg \Na Np ’

where xpq and x,q are the widths of the depletion regions on the p- and n-sides,
respectively; Na and Np are the acceptor and donor doping densities; g is the unit
charge of electron; ¢ is the permittivity of the medium; and Vj is the potential
difference.

Before we go any further, an important point is worth mentioning. The characteri-
zation of the depletion region as devoid of any charges is not entirely correct. No
matter how good a semiconductor material is, there are always crystal imperfections
and impurities, which introduce energy levels inside the band gap. Such energy
levels can be exploited by electrons to jump out of the valence band and eventually
go up into the conduction band. The result is the creation of an electron—hole pair.
Even if we assume that the material does not have any crystal imperfections or
impurities, still some electrons can attain enough energy through thermal agitation
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Figure 5.1.24 (a) Reverse biased pn-junction. (b) Current—voltage curve of a typical pn-
junction. If the junction is reverse biased, a small leakage current i; flows through it, which
stays almost constant as the voltages is increased up to a point at which the potential is high
enough to overcome the potential barrier (not shown here). At forward bias, however, the
current increases with applied voltage.

to jump to the conduction band. In summary, the depletion region is not really
completely devoid of free charges. However, the number of such charges is very
small and the corresponding current is extremely low. If reverse bias is applied
across a depletion region devoid of any free charges, then no current should flow
through the circuit. However, since some free charge pairs are always present, a
very small current is observed. This current is generally known as dark or reverse
current (Figure 5.1.24).

Let us now see what happens if we apply forward bias across the junction. In
such a case, as our intuition suggests, a large current starts flowing and increases
rapidly with increasing voltage. This property of the pn-junction or semiconductor
diode is extensively used to design electronic devices such as switches and solar
cells. For radiation detection purposes, the pn-junction is always reverse biased.

H.1 Characteristics of a reverse-biased pn-Diode

In a semiconductor detector, the depletion region is used as the active medium for
creating electron—hole pairs by incident radiation. This region is almost devoid of
free charge carriers at operating temperatures and therefore very small leakage cur-
rent flows through it in the absence of radiation. The charge pairs created by the
radiation move in opposite directions under the influence of the effective junction
electric field and constitute an electric current that can be measured. Under care-
fully maintained working conditions, this current is proportional to the energy
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deposited by the radiation. In this respect, a semiconductor detector has the same
working principle as a gas-filled chamber, except that the number of charge pairs
created in the former is far more than the latter, and consequently the output signal
is of higher strength.

The output signal of a semiconductor detector and its dynamic range depends on
several factors, most notably the effective electric field strength, the capacitance,
and the depth of the depletion region. For the typical planar geometry, these para-
meters can be fairly easily estimated using Poisson’s equation

V2o =—" (5.1.54)

3

where ® is the electric potential, € is the permittivity of the semiconductor material,
and p is the charge density profile in the depletion region. The permittivity in this equa-
tion can be written as a product of the dielectric constant of the material ¢, (also some-
times referred to as the relative permittivity) and the permittivity of free space €, i.e.,

ceeey (5.1.55)

The dielectric constant or relative permittivity is a dimensionless constant and is
extensively quoted in the literature. Its value depends on the type of material and var-
ies considerably from material to material. For example, the dielectric constant for sili-
con is around 12, while that of germanium is about 16. For computations, this value
must be multiplied by the permittivity of free space g9 = 8.854 X 10712 C2 /N~ /m?.

Going back to our derivation, for the sake of simplicity, let us write Eq. (5.1.54)
in one dimension as

o (5.1.56)

Although the charge density has a continuous profile inside the region, to simplify
calculations, we can approximate this with a step profile given by (Figure 5.1.25)

eNp:0 = x <x, n-side
—eNp: —xp <x =0 p-side.

p(x) = (5.1.57)

Here Np and N4 are the donor and acceptor impurity concentrations, respectively;
e is the usual unit electrical charge; and x,, and x,, respectively, are the depths of junc-
tion on the p- and n-sides. It should be noted that this charge density profile is not
always a good approximation, especially in the so-called fully depleted detectors or
when the applied bias is very small, the two extremes corresponding to very large and
very small depletion regions, respectively. On the p-side (—x, <x = 0), it becomes

d’®  eNu
— =4 5.1.58
2 5 ( )
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Figure 5.1.25 Realistic (dotted line) and idealized (solid line) charge density distributions in
a pn-junction. x, and x, are the depths of depletion regions on p- and n-sides, respectively. In
the majority of semiconductor detectors only one side is heavily doped, making the depletion
region very large on the opposite side.

Integrating the above equation once as follows gives us the electric field profile
on the p-side:

d d*®
Eo=—4 = ‘J@d’“
eN
= —TAde (5.1.59)
= —%x-l-A
19

To determine the integration constant A, we note that the electric field £ must
vanish at the edge of the depletion region, i.e., at E(—x,) = 0. This gives

@_QNA

E(x)=— ™ T(x+xp) for —x,<x=0. (5.1.60)

Similarly, for the n-side we get

do N,
E(x) = — o = eTD(x—xn) for 0=x=ux,. (5.1.61)

Figure 5.1.26 shows these functions as well as the field profile in a realistic pn-
junction.
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—Xp Xn

Figure 5.1.26 Electric field intensity profile of the idealized charge density shown in
Figure 5.1.25 (solid line) together with a more realistic profile (dotted line).

To determine the profile of the electric potential and the depletion depth, we can
integrate the above two equations again to get

N, 2
_e?n [% _xxn} YA 0=x<ux, (n-side)
. 2 (5.1.62)
N,
e?A [% —xxp] YA ; —x, <x=0 (p-side).

The integration constants A; and A, can be determined by noting that the applied
reverse bias appears as a potential difference across the junction, which can be
taken as 0 at x = —xpandV,atx = x,. In such a case the potential profile inside the
junction becomes

N,
o0 = N (5.1.63)
ez—A(x—xp)z 3 —xp <x=0 (p-side).
€

This potential has been plotted in Figure 5.1.27.
An interesting result can be obtained if we use the condition that the two poten-
tials at x = 0 must be equal. This gives

Vo = 2% [NAxf, + NDxﬁ] (5.1.64)

This expression can be used to determine the individual depletion depths pro-
vided we make use of another equation containing x, and x,. For this we can use
the charge conservation relation

ND)C“ :NA)CP, (5165)
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Vo/

—Xp Xq

Figure 5.1.27 Variation of electric potential with respect to distance from the center of a pn-
junction.

which simply implies that the total charge remains constant no matter how much of
it gets transferred between the two regions. The above two relations give the fol-
lowing depletion depths on p- and n-sides:

B 2:Vo 172
Y I\ N—

ENA(l +NA/ND)
(5.1.66)
_ 2V, 1/2
" €ND(1+ND/NA)
The total depletion depth d is then just the sum of these two depths, i.e.,
d = Xxp + Xy (5.1.67)

Usually in semiconductor detectors, the disparity in the dopant levels on the p-
and n-sides is so large that the depth on one side can be safely ignored. This greatly
simplifies the expression for total depletion depth. To see this, let us assume that
the acceptor impurity level is much higher than the donor impurity level (N > Np).
In such a case, the n-side depletion depth will be much greater than the p-side
depletion depth. This can also be seen from the charge conservation relation given
above, which for Ny > Np implies that x,, > x,,. In such a case the depletion depth
on the p-side will be so small that it can be safely ignored. The total depletion depth
as deduced from the relation 5.1.66 becomes

d~ [25‘/0]1/2. (5.1.68)

eN| D

Similarly for the case Np > N we get

28V0 1/2
d~ . 5.1.69
|:€NA:| ( )
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These relations show that once the junction has been physically established with
fixed dopant levels, the applied voltage is the only parameter that can be varied to
change the depletion depth. We will see later in this chapter that the depletion width
in detectors exposed to high radiation environments decreases over time due to the
damage caused by the radiation. We can see from the above relation that at fixed
applied voltage, this would mean that the minority charge concentration has
increased and the only way to compensate for this increase would be to increase the
reverse bias. In fact, the leakage current is closely monitored to see if the charge
concentration has changed so that, if needed, the reverse bias can be increased to
increase the depletion width.

Sometimes it is more convenient to know the depletion depth in terms of resis-
tivity and mobility since these parameters are generally known. The resistivity of a
doped semiconductor is given by

1

~— 5.1.70
N ( )

p

where p is the mobility of majority charge carrier and N is the dopant concentra-
tion. For the case where Np> N4, the majority charge carriers are electrons and
therefore the depletion depth in terms of resistivity becomes

d=~[2ep, 11, Vol'/? (5.1.71)

A similar expression can be derived for the case where the acceptor impurity
level is much higher than the donor level. Of course, in such a situation the majority
charge carriers will be holes.

In the absence of radiation, except for a minute leakage current, the depletion
region of a pn-junction essentially acts as an insulator sandwiched between positive
and negative electrodes. The capacitance of this configuration can be easily esti-
mated if we assume the idealized charge density profile of Figure 5.1.25.
Essentially, we can assume that the junction has the configuration of a simple paral-
lel plate capacitor with a capacitance given by

A
C=¢ec—, 5.1.72
5 (5.1.72)
where A is the surface area of the junction and d is the depletion width. A conve-
nient parameter generally used for comparison is the capacitance per unit area
Ca=C/A, which we can compute if we substitute the values of d from
Eqgs. (5.1.68) and (5.1.69) into the above expression. Hence we get

N\ /2
(e;/;)) for Np>Np

Cp = N\ 2 . (5.1.73)
( A) for Np<Np

2Vo
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It should be noted that, although the capacitance of a usual pn-junction is very
small (see example below), still, together with the load resistor of the signal readout
circuit, it can limit the frequency response of the detector. Therefore, in practical
detectors it must be ensured that the capacitance is kept at a minimum. This can be
done by simply increasing the reverse bias, as is apparent from the above expres-
sions for Ca.

Example:

Compute the capacitances per unit area of a silicon pn-diode having donor
and acceptor impurities of 10'" cm™> and 10'° cm™>, respectively, when a
bias of 150 V exists across its junction. Also compute the absolute capacitance
if the surface area of the diode is 0.01 cm?.

Solution:

Since we have Np> Ny, according to Eq. (5.1.73) we can estimate the capaci-
tance per unit area using only the acceptor impurity concentration. Since the
material is silicon, we will assume that the dielectric constant is 12. Hence we
have

(1,602 X 10719)(12)(8.854 X 107'2)(10" x 10)]"/?
- { 2)(150)

=75%X10"° Fm 2

The absolute capacitance can be obtained by multiplying this value by the
surface area of the diode, i.e.,

C= CAA
= (7.5 X 107%)(0.01 X 10™%)
=17.5 pF.

H.2 Signal generation

We saw earlier that radiation passing through the depletion region produces free
charge carriers that constitute a current under the influence of the externally applied
electric field. This current can be estimated using Ramo’s theorem, which for a planar
geometry states that the instantaneous current can be obtained through the relation

dvy,
| = qv—— 5.1.74
i=qo- ( )
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where ¢ is the charge produced at position x and moving with a velocity v, and V,
is the weighting potential, which for a certain electrode is obtained by setting its
potential to 1 and potentials on all other electrodes to 0. In terms of weighting elec-
tric field E,, = dV,, /dx, the above equation can be written as

i =qvE,,. (5.1.75)
To use this theorem we need to know the velocity of the charge carriers. We

saw earlier that the drift velocity of charges in a semiconductor is proportional to
the electric field. Hence we can write

v=puE or
W (5.1.76)
V—Mg,

where p is the mobility of the charge carrier, V) is the applied reverse bias, and d is
the width of the depletion region. If we apply unit potential to the electrodes where
we are measuring the current, then the weighting field is given by

Ey= (5.1.77)

U=

Hence, according to Ramo’s theorem, the induced current can be calculated from

, Vol

l = ——

o
5.1.78
Ve ( )
LR
This expression can also be used to deduce the corresponding total charge
induced on the electrode provided we know the charge collection time. Because of
the linear dependence of the velocity of charge carriers on the electric field, we can
find the transit time ¢, of an electron created at a distance x from the collection elec-

trode simply by using (Figure 5.1.28)

1 E (5.1.79)
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Figure 5.1.28 (a) An almost fully depleted pn-junction. The incident radiation produces a
charge pair in the middle of the junction. The electron and the hole move in opposite
directions, inducing charges on the electrodes. (b) Time profile of the charge induced by
movement of an electron and a hole produced in the middle of a fully depleted pn-junction.
The electron mobility is almost three times larger than that of the hole and therefore only
one-third of the initial charge of 2¢/3 is due to the hole. The second part of the signal (z, to
1) is exclusively due to the hole.

The hole is also created at the same position but moves in opposite direction.
Since it travels a distance d —x before being collected by the opposite electrode,
we can write its transit time as

(5.1.80)
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The total charge induced by electrons Q. = i.f. can now be calculated as follows:

Qe = icle
_ VO xd
q.ue d2 ,ueVO

q d
Similarly, the charge induced by holes is given by

On = inty
_ Vyd-xd
qHn 42 tho

()

(5.1.81)

(5.1.82)

It is apparent from above expressions that the amount of charges induced on the
electrodes by electrons and holes depends on the position of the charge pair crea-
tion. Also, since the mobility of electrons is approximately three times higher than
that of holes, the output signal at the initial stages is almost exclusively due to elec-
trons. To see this quantitatively, let us assume that a charge pair is created in the
center of the depletion region, i.e., at x =d/2. The collection times for electrons

and the holes in this case are

d2
te = d
T Ve an
& 3d

= ~ —
h ZMhVO ZMEVO

This shows that the holes take approximately three times longer than the elec-
trons to reach the opposite electrode. The charge induced by the electrons after time

t. is given by

Q.=

N

(5.1.83)
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The holes also keep moving during this time. The total charge induced by the
holes during the drift of electrons is given by

On = inle
V&
qHn d2 2M5V0
o (5.1.84)
~ 2,
4
6’

where we have used the relation p, ~ 3yy,. The cumulative charge induced after
time t, is then equal to

2

+=2 =1
3

ot=t)=

N
AR

The holes keep moving even after electrons have been collected, so that after
time #, the total induced charge is equal to ¢:

J’_

[SSIEN

Ot=t)=

NSRS

SNES
I
o]

The time profile of the induced charge is shown in Figure 5.1.28(b).

H.3 Frequency response

The manner in which semiconductor detectors respond to different frequencies
depends not only on the particular geometry and construction of the detectors but
also on the associated electronics. The discussion of the effect of electronic compo-
nents on the frequency response will be deferred to the chapter on electronics.
The detector-related effects are mainly due to the transit time of charge pairs in the
depletion region. The response time of a detector depends on how quickly the
charges are collected by the readout electrodes after their generation by the radia-
tion. Most detectors are built and operated such that the charge carriers quickly
attain saturation velocity after generation.

5.1.1 Modes of operation of a pn-Diode

The pn-diodes can be operated in essentially two different modes: photovoltaic
mode and photoconductive mode. Although semiconductor detectors are almost
always operated in the photoconductive mode, in principle it is theoretically possi-
ble and practically feasible to build a detector that operates in the photovoltaic
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mode. These two modes will be described in the next two sections. However, since
the photovoltaic mode does not have much practical significance as far as radiation
detectors are concerned, the discussion of it will be kept brief. For detailed discus-
sion, the interested reader is referred to the references given at the end of the
chapter.

1.1 Photovoltaic mode

In this mode a very large load resistance is applied across the junction such that
essentially no current flows through the circuit. This results in the creation of a
potential difference across the diode. The incident radiation produces electron—hole
pairs inside the depletion region, which move in opposite directions under the influ-
ence of the junction potential. Let us call this current the radiation-induced reverse
current i,. The consequence of this flow of charges is a reduction in the junction
barrier, due to which another current starts, but now in the direction opposite to that
of i.. Let us call this current the forward current i;. Since the diode is connected to
essentially an open circuit (very large load resistance), almost no current flows
through the circuit. This implies that the forward current must be balanced by the
reverse current, i.e.,

if = ir. (5185)

The change in the energy barrier due to the flow of the reverse current changes
the potential difference across the diode. This potential difference can then be mea-
sured with a sensitive device. Note that this mode of operation does not require the
junction to be biased by an external source.

The good thing about this mode is that essentially no leakage current exists
across the junction and therefore the noise remains extremely small. However, noise
is not the only important consideration in building a detector. There are other fac-
tors, such as small thickness of the depletion region and nonlinearity in response,
which make this mode undesirable for radiation detection purposes. The most prob-
lematic aspect of this mode is that the output voltage is not a linear function of the
deposited energy, and therefore the detector cannot be easily used for spectroscopic
purposes. Because of these reasons, as noted earlier, this mode of operation is not
generally used to build radiation detectors. Photovoltaic mode is most exclusively
used to build solar cells.

1.2 Photoconductive mode

This is the mode in which radiation detectors are generally operated. A high reverse
bias is applied across the diode, creating a large depletion region in the middle of
the junction. The incident radiation passing through the depletion region produces
electron—hole pairs along its track. These charges move in opposite directions and
constitute an electrical current that can be measured. As the number of charge pairs
created by the incident radiation depends on the deposited energy, the measured
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current is proportional to the energy carried by the radiation. For radiation detection
purposes, there are three main advantages of reverse biasing the pn-junctions:

+ It increases the size of the depletion region.
» It increases the signal-to-noise ratio.
» It decreases the capacitance.

Charge pairs are not exclusively produced in the depletion region by the incident
radiation. In fact, the electron—hole pair production probability is the same whether
the region is depleted or not. The advantage of the depletion region is that it has
very few free charge pairs and therefore the leakage current flowing through it in
the absence of radiation is minimal. When radiation traverses this region and pro-
duces a large number of charge pairs, the reverse current increases. The magnitude
of this current is proportional to the energy deposited by the incident radiation. This
proportionality is the most desirable factor for any detector since it enables one to
derive meaningful quantities from the measurements about the incident radiation.
The extremely low leakage current in a well-designed semiconductor detector
ensures that this proportionality remains a reality throughout the dynamic range of
the detector. To get an idea, the typical leakage current is on the order of a few
nanoamperes, while the radiation-induced current can be several orders of magni-
tude higher than this.

Figure 5.1.29 shows how the current increases with respect to increase in flux of
incident radiation (the higher the flux the higher the energy deposited). Since the
leakage current does not depend on the energy deposited by the radiation, its effect
can be easily subtracted from the detector response, provided all other conditions
including temperature remain constant.

We just saw that only the charge pairs produced in the depletion region contrib-
ute to the signal. Therefore, the depletion region is widened as much as possible to
make the active region large. This can be done in two ways: by increasing the
reverse bias and by introducing an intrinsic semiconductor between the p- and n-
materials. The former has already been discussed and the latter will be explored
later in this chapter.

Figure 5.1.30 shows a simple but realistic detector built by doping an n-type
semiconductor material, such as silicon, with p- and n-type impurities.

5.1.J Desirable properties

The desirable properties of semiconductor detectors are highly application depen-
dent, as some of these have conflicting requirements. Semiconductor detectors are
highly versatile devices that can be used in very high to very low radiation environ-
ments, provided they have been built specifically for that radiation field. For exam-
ple, an avalanche photodiode (APD) can be used to detect single photons, but it
will be completely useless for detecting high-intensity gamma rays. It is therefore
possible to divide semiconductor detectors into two categories: high radiation field
detectors and low radiation field detectors.
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Figure 5.1.29 (a) Production of electron—hole pairs in the depletion region of a reverse
biased pn-diode. (b) Typical current-voltage curve of a reverse biased pn-junction diode in
the presence of radiation. As the flux of incident radiation increases, the number of
electron—hole pairs in the depletion region increases, which increases the measured current.
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Figure 5.1.30 A simple but realistic semiconductor detector. Central light shaded region
represents the sensitive volume that has been fully depleted by applying reverse bias. The
bulk of the material is n-type, on which p + and n + regions have been created through the

process of doping. A guard ring around the p + layer guards against discharges due to high
bias voltage.



310 Physics and Engineering of Radiation Detection

J.1 High radiation fields

There are three main characteristics of detectors designed for high radiation
environments.

» Charge collection efficiency: At high incident radiation rate, a very large number of
charge carriers are produced, requiring efficient collection by electrodes. Any nonlinearity
in charge collection would be reflected as nonlinearity in the output signal. Inefficiency in
charge collection can be caused by electron—hole recombination and charge trapping.

+ Fast response: The associated electronics should be fast enough to avoid pulse pileup.
Generally, the electronics should be able to distinguish between pulses that are only a few
tens of nanoseconds wide.

+ Radiation hardness: The detector must have low susceptibility to radiation damage.
Radiation hardness is perhaps the most actively researched topic in semiconductor detec-
tor technology.

J.2 Low radiation fields
For low radiation environments the requirements are very different.

+ Charge yield: The number of charge pairs created should be sufficient to yield a good
signal-to-noise ratio. For very low fields, the detector should allow charge multiplication
to enhance the output signal.

+ Resolution: Energy resolution is of prime importance in low radiation fields.

5.1.K Specific semiconductor detectors

Semiconductor detectors can be built in different geometries with different struc-
tures and can be tuned according to applications. Their main disadvantage is that it
is not possible to build large area detectors since the process of crystal growth has
its size limitations. Nevertheless, large area position-sensitive detectors have been
built by integrating many smaller detectors together. Furthermore, it has been
shown that it is possible to use semiconductors to build detectors not only for very
high radiation fields but also for extremely low radiation environments at the single
photon level. Hence semiconductors have provided long-sought versatility, and
intense research has gone into building detectors with different operational charac-
teristics. State-of-the-art detectors have been built with qualities that far exceed
their gaseous counterparts. In this section, we will look at some specific types of
semiconductor detectors that have been built and are in extensive use.

K.1 PIN diode

Although a simple pn-junction diode can be used as a radiation detector, it suffers
from several disadvantages, some of which are described below.

+ Small depletion region: Although the charge pairs are generated in the whole material,
the ones generated inside the depletion region constitute the measurable current. Hence it
is desired that the depletion region be as wide as possible to allow the radiation to deposit
most of its energy. Increasing the depletion region in a simple pn-diode requires an
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