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FOREWORD 

The idea of this book originates from a series of lectures on “Detectors 
Application in Medicine and Biology” that I was asked to give as part of 
the Academic Training Program at CERN in 1995. In preparing the 
series of lectures, I realized that I would be talking about detector 
properties and the medical applications of these detectors to the scientists 
and engineers who were their inventors. Initially, this realization scared 
me but, soon after the lectures were delivered, it convinced me about the 
necessity of writing a book dedicated to detectors for medical imaging, 
where the properties of the detectors were to be discussed specifically in 
relation to each medical or clinical applications. 

This book is the outcome of this conviction. It took quite a while to 
become a reality due to the many sub-specialities in Medical Imaging I 
wanted to be addressed. Intentionally, this book‘s coverage is limited to 
Ionizing Radiation Detectors; thus Ultrasound, Magnetic Resonance 
Imaging and Spectroscopy and other non-Ionizing Radiation Detectors 
have not been considered. 

The book comprises a brief “Introduction” and ten technical 
chapters, almost 50% of which are dedicated to Radiology and 50% to 
Nuclear Medicine. The last chapter describes the detectors for 
Radiotherapy and Portal Imaging. Each chapter completely addresses a 
specific application. Hence, some properties of one class of detectors 
may be described or discussed in more than one chapter but I consider 
this to be a plus. The emphasis is always on detectors and detector 
properties. When necessary, software and specific applications are 
described in depth. 

The book is intended for students in physics and engineers who want 
to study Medical Imaging, both at undergraduate and post-graduate level. 
Scientists, who are working in a specific sub-field of medical imaging, 
could use this book to acquire an up-to-date description of the state-of- 
the-art in other related sub-fields, alas within the scope of ionizing 

1 



A. Del Guerra 

radiation detectors. Other Scientists and Physicians could use this book 
as a reference for Medical Imaging. 

Many thanks are due to the various contributors who agreed to write 
the many chapters, and have been patient with me whilst the book was 
completed. A special acknowledgement is due to Dr. Deborah Herbert 
for her careful reading of some chapters. 

Pisa, January 3 1,2004 
Albert0 Del Guerra 
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CHAPTER 1 

INTRODUCTION 

Albert0 Del Guerra 

Department of Physics, University of Pisa and INFN, 
Sezione di Pisa, Pisa, Italy 

(e-mail: alberto.delguerra@djunipi.it) 

1.1 Medical Imaging 

The enormous development in detectors for Medical Imaging has been 
largely due to contributions from the technological innovations in other 
fields of physics, such as solid state physics, space physics and high 
energy Physics (HEP). In particular the latter has greatly contributed 
greatly to the development of new types of detectors, particularly for 
ionizing radiation. However, it is extremely important to recall that a 
detector for medical applications is a “special detector”, the performance 
specifications being related to patient comfort, diagnosis and eventual 
therapy. In this respect, some specific concerns will be presented in the 
next session. 

Table 1.1 lists the major fields in medical diagnosis together with the 
parameters measured and the specific medical applications. The progress 
in the last twenty years has only been possible with the advent of 
integrated electronics and fast computers. This has permitted the shift 
from analog to digital imaging, with more quantitative information being 
available for diagnosis and prognosis. 

X-ray radiology is of course the primary field: radiology has moved 
from 2-D to 3-D (with the advent of the CT-scanners) and to Digital 
techniques. It was more than a hundred years ago that the first radiograph 
was taken by William Roentgen and since then film has been used as 
“the detector” for radiological examination. Only CT-scanners have 
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A .  Del Guerra 

always made use of digital detectors, and there is still a lot of research in 
the field of 2-D radiology for developing direct and indirect digital 
devices instead of film and film-screen systems. 

Ultrasound (US) has been a dormant field for many years, but it is 
now receiving more and more attention particularly because of the 
absence of the ionizing radiation hazard. The possibility of performing 
endocavitary US by means of very small probes has a tremendous 
relevance in clinical practice. 

Table 1.1. Bio-Medical Imaging 

X-RAYRADIOLOGY 
2-D Film 
X-ray CT 
Digital Subtraction Angiography 
ULTRASOUND 

NUCLEAR MEDICINE 
Planar scintigraphy, SPECT, PET 

NUCLEAR MGNETIC 
RESONANCE, MRI, MRS 

OTHER Techniques: 
Biomagnetism, BioImpededance, 
Optical Imaging,. . . 

~ ~~ 

(Physical Parametersmeasured) 

X-ray absorption 
Density and average Z 
Contrast distribution 
Acoustic impedance mismatch; 
Sound velocity and attenuation 

Concentration of radionuclides 

Concentration of nuclides ('H); 
Relaxation parameters TI and T2 
Frequency shift 

(Medical application) 

Anatomy; mineral content; 
movement of contrast 
material 
Anatomy; tissue structural 
characteristics; blood 
velocity 

Metabolism; receptor site 
Concentration and flow 
Anatomy of tissues; free 
water content; flow 
concentration of some 
molecular species and 
contrast agents 

Nuclear Medicine is a specific field where high energy physics has 
contributed a lot of ideas and innovations; the Anger camera, which 
started it all, stems in fact from research in new scintillators (NaI) carried 
out by Hofstadter at Stanford for gamma-ray detection in HEP. Various 
subspecialities of medicine, such as physiology, neurophysiology, 
neurology and cardiology, take advantage of this technique, which 
couples routine clinical applications to medical research. Being digital 
from the beginning Nuclear Medicine has always been a fertile field for 
innovation in detectors. 
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Nuclear magnetic resonance has two major subfields: magnetic 
resonance imaging (MRI) and magnetic resonance spectroscopy (MRS). 
MRI has had a major impact in diagnostic radiology in the last 20 years, 
especially for the clinical study of tissues pathologies and cerebral and 
heart perfusion. 

Finally, other techniques like biomagnetism and bioimpedance are 
still fighting to enter the clinical arena. It is beyond the purpose of this 
book to discuss all of these techniques and all of the detectors that are 
used. I have decided to restrict the topics to the field of ionizing radiation 
and in particular to the detectors developed and used in radiology and 
nuclear medicine. 

1.2 Ionizing Radiation Detector Development: High Energy Physics 

Let us consider what happens in high energy physics. There is a 
fundamental problem of particle physics and we want to make an 
experiment to solve this problem. We then build the most appropriate 
detector or series of detectors for that specific experiment. Similarly in 
medical physics: first of all one has to have a good understanding of the 
experiment he wants to perform; then one must develop the appropriate 
detector. It would be quite wrong to say: “I have this very nice detector. 
Let me find the best experiment for it!” 

Let us be more explicit with one example. Let us consider a well 
known type of detector for experiments in HEP: the microstrip silicon 
crystal for charged particle tracking. This detector has been specifically 
developed for high energy physics (see Table 1.2): it has a typical 
dimension of 5x5 cm2 and four modules can be assembled together to 
produce an overall size of 5x20 cm2; the standard thickness is 300 pm, 
but can be made thicker. A minimum ionizing particle (MIP) in 300 pm 
of silicon has an energy loss of about 70 keV; the electronics which has 
been built is reasonably fast with low noise; integration is available. This 
electronics needs a trigger and the data acquisition is set up for colliders, 
with low multiplicity and sparse readout via multiplexer between two 
bunch crossings. The number of channels is lo6 - lo7, and even greater. 
The event size is lo6 bytes (at level #1 trigger). The number of sellable 

versus Medical Physics 
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apparatus is one, maybe two, if a confirmation experiment is needed; but 
of course each apparatus is made of thousands of modules! 

Let us now move to Medical Physics: one has the same detector 
(silicon microstrip crystal) and would like to use it for digital 
radiography. In Table 1.3 the corresponding list of problems to be solved 
for this specific application is presented. A typical size for X-ray 
imaging is 20x20 cm2. Thus, one should try to put the silicon detector 
modules in a different geometry with new topological problems. The 
thickness (300 pm) is probably OK for low energy X-ray, but for the 
70 keV (chest radiography), the efficiency is extremely low. 

Therefore one must use a thicker counter, at least more than one mm, 
but a similar result can be achieved by stacking several detectors, 
because of the necessity to keep a reasonably fast time for the transit of 
the electrons through each crystal. 

Electronics: one does not detect MIP’s, i.e. 70 keV energy released. 
In mammography for instance one has to detect X-rays with an energy as 
low as 18 keV. Hence the electronics have to be with a very low noise 
performance but also must be very fast, much faster than for the HEP 
case. The integration of the electronics for the data taking is mandatory. 

Table 1.2. Problems solved for HEP experiments 

1. 

2. 

3. 

p-strip silicon detector for charged particle tracking 

Typical dimension: 4 x  (5x5  cm’); thickness 5 500 pm 

Electronics for MIP (in 300 pm = 70 keV energy loss) 
low noise: 500 - 1000 e- 
reasonably fast: 100 - 1000 ns 
integration on VLSI 

4. External Trigger 

5. DAQ for collider 
low multiplicity 
fast acquisition 
sparse readout 

6.  

7. 

8. 

Number of channels: lo5 - lo7 

Event size(raw data): lo6 bytes (level 1 trigger) 

Number of sellable apparatus: 1 (maybe two!!) 
But the apparatus is made of thousands of modules! 
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Table 1.3. Problems to be tackled for Imaging with X-rays (10-100 keV): Digital Radiology 

1. 

2. 

3. 

4. 
5. 

6 .  

7. 

8. 

p-strip silicon detector for X-rays 

Required dimension: 20x20 cm2; thickness (300 pm - 3 mm) 
Electronics for X-rays (down to 10 keV) 

low noise: 200 e- 
fast: 10 - 100 ns 
integration on VLSI 

Self-Triggering 

DAQ for Digital Radiology 
5 ~ 1 0 ~  Hz/mm2 (ona20x20 cm2 2x109Hz) 
1 s acquisition time (duty cycle 100%) 

Number of channels: 1 O3 - 1 O4 

event size: 1 bit - 10 bytes 

Number of sellable apparatus: lo3 - lo6 

There is another difference: there is no trigger (there is no bunch 
crossing); hence the electronics has to be either self-triggering or free 
running. In order to have reasonable image contrast, the number of the 
photons that one has to collect is of the order 5 x  lo4 photons mm-2 * s-'. 
If one considers that the dimensions are 20x20 cm2, and the time to take 
a radiograph is typically one second then this produces a rate higher than 
one gigahertz! The standard readout pitch will be one hundred - two 
hundred pm: this ends up with lo3 - lo4 channels. (Channels, not 
modules.) Event size: this is ridiculously low, since each event consists 
of one bit: yes or no. One might have 10 bit if some kind of centre of 
mass positioning is performed. In any case, much less than the lo6 bits of 
the HEP case. On the other hand, the number of sellable apparatus could 
be as large as lo3 - lo6. This is evident from looking at the number of 
films that have been sold and are currently sold. 

In summary the experiment for medical physics presents so many 
different problems and requires so many different solutions that the HEP 
detector becomes a different and new detector. 
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1.3 Ionizing radiation detectors for medical imaging 

Until recently, the film and film screen systems have had an unrivalled 
use despite its main limitations, i.e. the limited dynamic range (narrow 
latitude) and the lack of digital processing. In order to overcome these 
limitations many indirect and direct digital detectors for X-ray radiology 
have been proposed and are now in use. 

The primary requirements for a digital X-ray detector for radiology 
are the speed, the area, the dose rate to exposure ratio and the spatial 
resolution. For any specific application, a trade-off is often necessary 
between spatial resolution and dynamic range, read-out speed and time 
resolution, contrast and exposure time. Furthermore, in assembling a 
detector for clinical applications a large area is often required and the 
problem of dead area must be solved, in addition to a manageable 
number of readout channels. The next three chapters of this book are 
devoted to Conventional Radiology, Digital Radiology and the 
paramount development of CT-scanners. 

The main request from the medical point of view for a new detector is 
to improve the image quality for the same dose to the patient or to reduce 
the dose, whilst maintaining the same image quality. It is well known 
that the X-ray source spectrum plays an important role. Synchrotron 
radiation has been advocated as a possible optimized source both for 
improving the image contrast and for performing specific examinations. 
The topic is hlly discussed in Chapter 5. 

In the field of medical imaging there is a more and more fkequent 
necessity to work on the biological, cellular, and sub-cellular aspects. In 
this respect autoradiography is the technique of choice that could act as a 
link between biological and clinical studies and also as a bridge between 
morphological and functional imaging. The detector development in this 
field has been quite remarkable and is illustrated in Chapter 6. 

The following three chapters in the book deal with Nuclear Medicine, 
starting from conventional planar imaging, to Single Photon Emission 
Computed Tomography (SPECT), to Positron Emission Tomography 
(PET). 

PET in particular has moved from a distinguished research tool in 
physiology, cardiology and neurology to become a major tool for clinical 
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investigation in oncology, in cardiac applications and in neurological 
disorders. Many of the PET accomplishments are due to the terrific 
improvements both in hardware and software aspects, over the last ten 
years. Nowadays a similar effort is made by many research groups 
towards the construction of dedicated PET apparatus in new emerging 
fields such as molecular medicine, gene therapy, breast cancer imaging 
and combined modalities. Some of the recent developments in specific 
applications, such as small dedicated camera for functional imaging and 
small animal scanners are discussed in Chapters 9 and 10, respectively. 

Finally the last chapter of the book deals with a discussion of the 
state-of-the-art detectors in Radiotherapy with particular emphasis to 
Portal Imaging. 

1.4 Conclusions 

In recent years new diagnostic and therapeutic methods have attracted 
more and more dedicated attention from the scientific community. The 
goal is a better understanding of the anatomy, physiology and pathology 
of the human being in an effort to find more appropriate medical 
prevention, diagnosis and therapy. Many of the achievements obtained so 
far are derived from the use and the optimization of new types of 
detectors. Such advances have been particularly relevant in the field of 
ionizing radiation detectors for Medical Imaging. 

A hrther improvement is expected in the near future in Radiology 
and in Nuclear Medicine with the advent of new digital detectors, such as 
1-D, 2-D and pixel solid state detectors, Microstrip and Microgap gas 
chambers, and new types of scintillator material coupled to advanced 
Position Sensitive Photodetectors. 
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CHAPTER 2 

CONVENTIONAL RADIOLOGY 

Angelo Taibi 
Department of Physics, University of Ferrara 

via Paradiso 12, I-44100 Ferrara, Italy 
(E-mail: taibi@fe.infn.it) 

2.1. Introduction 

The sensitivity of X-ray film to direct X-ray exposure is low. To avoid 
large patient doses it is therefore desirable to use a more efficient imaging 
detector. This is accomplished by converting the X-ray image into light by 
means of a scintillating screen, also called X-ray intensifying screen, and 
then recording visible photons on film. The screen absorbs a large fraction 
of the incident X-rays and also provides signal amplification. The imaging 
properties of screen-film systems are reviewed in this chapter. Since the 
understanding of the physics of diagnostic radiology has evolved in parallel 
with the development of screen-film detectors this chapter also serves to 
introduce the fundamental physical parameters which define the quality of 
a radiographic image. 

2.2. Physical Properties of X-ray Screens 

A scintillating screen is composed of high 2 phosphors which emit visible 
or near-visible light under X-ray irradiation. X-ray-to-light conversion is 
a multi-step process and a burst of light photons are emitted per X-ray 
interaction. The scintillation mechanism in inorganic materials is deter- 
mined by the crystal nature of the phosphor [l]. The photoelectric effect 
is the dominant type of X-ray interaction within the screen and, due to 
the transferred energy, a photoelectron has the potential to release many 
electron-hole pairs, i.e. to move up electrons from the valence band to the 
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conduction band. The return of an electron to the valence band with the 
emission of a photon is, however, a rather inefficient process because the 
bandgap energy might be too high to produce a photon in the visible range. 
If the pure crystal contains small amount of impurities, called activators, 
energy states are created in the forbidden gap. Therefore, as illustrated in 
Fig. 2.1, de-excitation occurs through these intermediate states and thus 
enhancing the probability of visible photon emission. 

Fig. 2.1. Diagram of energy levels for scintillators used in conventional radiography. 

For many years calcium tungstate (CaW04) was used and more re- 
cently terbium-activated rare-earth oxysulphides, such as Gd202S:Tb and 
Y202S:Tb,a have been used as phosphor screens because of their high X- 
ray absorption and high X-ray-to-light conversion efficiency compared to 
calcium tungstate phosphors [2]. The major advantage of using rare-earth 
phosphor screens is a reduction of patient exposure due to their high sen- 
sit ivity. 

A screen is generally made up of a plastic support layer, a thin back- 
ing layer, a phosphor layer, and a light-transparent protective coating (see 
Fig. 2 . 2 ) .  Depending upon the application, the backing layer may contain 
either a reflecting material to increase the light output or an absorbing ma- 
terial to reduce light spread. Phosphor grains (of 5-10 pm in diameter) are 
embedded in a low-Z transparent binder. The packing factor is generally 
of the order of 50%. Light diffusion within the screen limits the resolution 
properties to the order of the thickness of the phosphor layer, as shown 
in Fig. 2.3. Light spread can be minimized using thinner screens and light 
absorbing dye in the phosphor layer. Phosphor thickness (normally in the 

"The name of the activator is generally indicated after the colon. 
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range 90-360 pm) is a matter of compromise between X-ray absorption and 
spatial resolution performance. Therefore it has to be optimized depending 
on the required task. 

" ' . ~  ............ ~ +' ' 

~ ..................... ..................... ~ /' *'--.- 

Protective 
Layer 

Phosphor Crystal 
in Binder 

Reflecting or 
Absorbing Layer 

Support Layer 

Fig. 2.2. Schematic of X-ray screen structure. 

x-ray 

2 

image plane 

x-ray 

image plane 

Fig. 2.3.  A thick screen (bottom) causes greater light spread than a thin one (top). 
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Table 2.1 compares physical properties of screens of radiographic in- 
terest. It was compiled by adapting the data from various sources [ 2 ;  3; 
41. 

Table 2.1. Characteristics of various X-ray screens. The parameter qc is the conversion efficiency. 

Phosphor Z Density K-edge energy 17C Emission 
(heavy elementls) (g/cm3) (keV) (%I peak (nm 

Caw04 74 (W) 6.1 69.5 5.0 425 

Y202S:Tb 39 (Y) 4.9 17.0 18 420 
(Zn, Cd)S:Ag 30148 (Zn/Cd) 4.8 9.66/26.7 19 530 
Cs1:Na 55/53 (Cs/I) 4.5 36.0133.2 13 420 
YTa04:Nb 39/73 (Y/Ta) 7.5 17.0167.4 8.5 410 

Gdz0zS:Tb 64 (Gd) 7.3 50.2 16 545 

Very recently, a new generation of thallium-doped CsI scintillators have 
become available [5]. Since they are grown in columnar crystals the light 
emitted within the screen is channeled along the columns thus avoiding light 
spread as in conventional screens (see Fig. 2.4, from [ 6 ] ) .  The advantage 
is that the traditional compromise between spatial resolution and X-ray 
absorption can be overcome, the disadvantage is that they are hygroscopic 
and too fragile for incorporation into screen-film cassettes. 

2.2.1. Screen Ef lc iency  

The efficiency 77 of a screen can be expressed as the product of three terms: 

‘V = ‘Va . ‘Vc ‘ ‘Vt . (2.1) 

The absorption efficiency qa is the fraction of incident X-rays detected 
by the screen. It depends on screen composition and thickness. Figure 2.5 
shows mass absorption coefficient p / p  as a function of X-ray energy for 
some phosphors (data were calculated with the program XCOM [7]). The 
figure also illustrates the effect of photon interaction with K-shell electrons, 
that largely increases screen efficiency above the K-edge energy. 

The conversion efficiency 71, is the fraction of X-ray photon energy con- 
verted to  light photon energy. The conversion efficiency ranges from 5% 
to 19% (see Table 2.1). It is worth noting that due to their high light 
emission, rare-earth screens allow the increase of system sensitivity. This 
requires, however, the use of a film whose response to the light emission 
spectrum is optimally matched [2]. The optical emission spectra of some 
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Fig. 2.4. Needle-shaped CsI scintillator (left) and grain-shaped GdzOzS scintillator 
(right). A modeling of light dispersion within the phosphor is also shown (reprinted with 
permission from Hamamatsu Photonics K. K.). 
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Fig. 2.5. 
phosphor screens. 

Calculated mass absorption coefficient as a function of X-ray energy for various 
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scintillating screens are shown in Fig. 2.6 together with the spectral re- 
sponse of X-ray films (from [a). Unlike other phosphors that exhibit broad 
spectral emission curves, rare-earth screens are line emitters. 
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Fig. 2.6. Emission spectra of X-ray intensifying screens. Top: emission spectra of Cs1:Na 
(dashed curve), Cs1:Tl (dot-dashed curve), and CsBr:Tl (dotted curve); the continuous 
curve is the spectral response of a blue-sensitive X-ray film. Middle: emission spectrum 
of Gdz02S:Tb. Bottom: emission spectrum of Yz02S:Tb. The curves labeled 1 and 2 
are the spectral response of a blue-sensitive and a green-sensitive X-ray film, respectively 
(reprinted with permission from Philips Electronics N. V.). 

The transmission efficiency qt is the fraction of emitted light photons 
which exit the screen. Light traveling within the phosphor can be absorbed 
before reaching the screen surface, especially in thick screens. Besides, due 
to the addition of dyes to increase spatial resolution, a further light ab- 
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sorption occurs in the screens. The optical attenuation coeficient, i.e. the 
rate at which the light is attenuated while it travels within the phosphor, 
depends on such factors as the relative indices of refraction of phosphor 
and binder materials, as well as on phosphor grain size and shape. Optical 
attenuation coefficients for various phosphors have been discussed by [3 ] .  A 
typical value for the fraction of light escaping the screen is 50%. 

As pointed out by [9], the efficiency of a screen can be illustrated by 
determining the number of light photons per incident X-ray photon which 
escape the screen to expose the film. Figure 2.7 shows the number of light 
photons for a Gd202S screen as a function of X-ray energy in the mam- 
mography range, calculated as follows: 

(1) The absorption efficiency qa as a function of the X-ray energy E is 
given by 

‘Va = 1 - e - : ( E ) t .  (2.2) 

A typical value for the coating weight t of a mammographic screen is 
0.034 g/cm2. 

(2) When the energy E of an absorbed X-ray is converted with a 100% 
efficiency into light, the number g of light photons produced is given by 
the ratio E/El where EL = hc/X, and X being the pertinent wavelength 
of emission peak. Since for Gd202S phosphors X = 545 nm and the 
conversion efficiency is 16% (see Table 2.1) then the number of emitted 
light photons per absorbed X-ray is 

E 
2.28 

g = 0.16 x - (2.3) 

( 3 )  Thus, if we know that the transmission efficiency qt = 0.5 the calcula- 
tion is complete. 

Measured values of the average photon number per absorbed X-ray, 
together with other image information properties, can be found in [lo] and 
references therein. 

2.2.2. Swank Noise 

In his classic paper [ll] showed that in an X-ray imaging system utilizing a 
scintillation phosphor, where the scintillation pulses are integrated rather 
than counted, the output signal-to-noise ratio (SNR) is reduced by a factor 
I 

SNR,,t = ( N V ~ I ) ~ ’ ~  (2.4) 
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Fig. 2.7. 
screen. 

Number of light photons emitted per X-ray impinging on a mammographic 

where N is the number of incident X-ray quanta. 

bility distribution for photon emission 
F’rom the definition of I as a function of the moments Mi of the proba- 

follows the expression ([la]) 

1 = (1 + 0i/g2)-’ 
where is the average number of photons emitted per absorbed X-ray and 
09” is the variance of the scintillation spectrum. Typical I values range from 
0.6 to 0.9 for most commercial phosphors and change very little with the 
energy below the K-edge [13; 141. 

The statistics of X-ray-to-light conversion can also be expressed in terms 
of the parameter E ,  the so-called “Poisson excess”, given by 

n 

The parameter E is a measure of the excess of the variance in g compared 
to the Poisson case [15] and will be used later in this chapter. 
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As pointed out by [16; 171 secondary-quantum noise, i.e. fluctuations in 
the number of light photons, can be the dominant source of image noise 
if only few light photons are collected by the optical detector per inter- 
acting X-ray. Due to its finite thickness, a phosphor screen is the primary 
“quantum sink” for the number of detected X-ray quanta is smaller than 
the incident ones. To ensure that image noise is not further degraded at the 
subsequent stage in the imaging system, the number of quanta should be 
considerably larger than the number of X-ray quanta detected otherwise a 
secondary “quantum sink” would occur. The number of light quanta col- 
lected by the film receptor is generally greater than 100 per X-ray absorbed 
in the screen so this is a problem only in the design of digital systems where 
fluorescent screens are coupled to a TV or CCD camera [HI. 

2.3. Physical Properties of Radiographic Films 

The film consists of a photographic emulsion deposited on a transparent 
support, known as the film base, and coated with a thin protective layer 
(see Fig. 2.8). A double-emulsion film sandwiched between two screens is 
also used depending on the radiologic examination.b As the light exits the 
screen it is mostly absorbed in the emulsion. However, in double-coated 
films, some light crosses the film base and exposes the emulsion on the 
opposite side. This phenomenon causes blurring of the image and is known 
as crossower. Due to high-resolution requirements a single-emulsion/single- 
screen combination is used for mammography. Since more X-ray photons 
are absorbed near the surface of the screen a back-screen configuration is 
used in mammography systems, i.e. X-rays pass through the film first. More 
advanced systems have been very recently reviewed by [19]. 

The emulsion is made up of a mixture of silver halide grains and gelatin. 
The silver halide grains, generally silver bromide, vary in size depend- 
ing on the application. Image formation in a film is a multi-stage pro- 
cess. On exposure, the light photons emitted by the intensifying screen 
interact with the silver halide crystals and after electron release, migra- 
tion and recombination with silver ions, the latent image is eventually 
built up with sensitivity specks of few silver atoms. To generate a use- 
ful image the common photographic processes of development and fixa- 
tion have to be applied. Development is essentially a detection and am- 

bSince the front screen absorbs some of the incident radiation such systems are often 
designed with the back screen thicker than the front screen. 
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Fig. 2.8. Schematic of a radiographic film structure. 

plification process where silver halides crystals are reduced to metallic sil- 
ver. Latent image centers act as catalyzers in the chemical reaction by 
absorbing the developer solution which contains electron transfer agents 
(reduction process) and also agents to regenerate the electron transfer 
(amplification process). Development of latent image to grains of viewable 
size results in an amplification factor of about 10’. Undeveloped crystals 
are dissolved in the fixing solution. Then, washing and drying complete 
the film processing stages. The final result strongly depends on variables 
such as temperature, chemicals, and processing cycle time. These variables 
must be optimized so as to obtain maximum reduction of exposed crystals 
and minimum reduction of non-exposed ones and thus obtaining appro- 
priate film contrast. Details on the photographic process are given in [20; 
211. 

2.3.1. Film Characteristic Curve 

When the film is viewed in front of a uniformly illuminated light box the 
blackening depends on the distribution of metallic silver. If the brightness 
of the incident light is 10 and the amount of the transmitted light is I, the 
optical densi ty  D of the film is defined by 

The relationship between optical density and X-ray exposure is called 
the characterist ic curve of the film, also known as the sensi tometric  curve 
or H-D curve from the name of its proposers, Hurter and Driffield. This is 
the standard method to represent the response of the photographic film to 
radiation and is obtained by exposing the screen-film combination to known 
amounts of radiation and then plotting the resulting D values as a function 
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of the log of the relative exposure E/&. The typical characteristic curve 
shown in Fig. 2.9 provides us with some important film features: 

(1) The baseline ( D  of about 0.2) is due to the density of the film base plus 
the fog level that accounts for the developed grains of an unexposed 
film. 

(2) The so-called straight-line is the portion of the curve over which the 
relationship between optical density and the logarithm of exposure is 
approximately linear. It defines film latitude, i.e. the range of exposures 
over which the film is usefully sensitive. 

(3) The third segment corresponds to large exposures that lead to a satu- 
ration of the D signal. 

The regions of the curve connecting these three portions are known as 
the toe and the shoulder of the curve. A radiograph recorded in the region 
of the toe or shoulder will result in loss of useful diagnostic information. 

2.3.2. Film Contrast 

Film gradient is defined as the slope of the characteristic curve and in the 
straight-line portion it is known as the gamma (I?) of the film. The constant 
r is then defined as: 

In general, since the gradient of the characteristic curve is not constant the 
instantaneous slope, or “point gamma”, is also defined as 

(2.10) 

In this form the equation has an important physical significance. In fact, 
since dE/E is the exposure contrast and d I / I  is the brightness contrast, the 
point gamma is a contrast gain factor. The exposure contrast corresponds to 
what is called the subject contrast, defined as the contrast between two areas 
of the radiologic image, whilst the brightness contrast corresponds to what 
is called the radiographic contrast, defined as the contrast between two areas 
on a processed film that was exposed to a radiologic image (i.e. the difference 
between the densities of the two areas). The slope of the characteristic 
curve expresses quantitatively the film contrast. Film contrast represents 
the ability of the film for translating subject contrast into radiographic 
contrast [g]. High-gamma films, typically in the range 2-3, are used in 
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Fig. 2.9. Characteristic curve of a typical screen-film combination 

radiology to take advantage of this contrast gain. There are many factor 
affecting film contrast and this is the subject of sensitometry. A discussion 
of the sensitometric properties of radiographic films is given in [22; 211. 

To obtain the optical density change as a function of the fractional 
change in exposure Eq. (2.9) is usually written in the more familiar form: 

A D  = 0.434rAEIE (2.11) 

i. e. a simple relationship between the radiographic signal A D  and exposure 
contrast. Since for X-ray films r is usually in the range 2-3 it follows from 
Eq. (2.11) that a fractional change in exposure will result in about the 
same density change. This is a useful rule of thumb for many practical 
applications. 
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2.3.3. Contrast  us Latitude 

From the definition of film contrast and film latitude arises one of the 
main limitations of screen-film radiography. As shown in Fig. 2.10 the high- 
contrast film has a narrower latitude while the low-contrast film has a wider 
one. The latitude of the film varies with the reciprocal of film contrast 
so, due to the characteristic curve, there is no way to  get high-contrast 
film of wide latitude. From the standpoint of radiologic examination this 
means that contrast and latitude of the film should be closely matched to 
the application. To achieve consistent film densities independent of tissue 
characteristics and beam quality an automatic exposure control is nowadays 
included in all radiographic units. 

3.0 

c 

Log Relative Exposure 

Fig. 2.10. 
higher contrast but a narrower latitude than film B. 

Characteristic curves of two hypothetical radiographic films. Film A has a 

2.3.4. Film Speed 

Another important parameter is the sensitivity of a film or speed. The speed 
is inversely related to the exposure required to  produce a given optical 
density, i.e. the speed of a film is high when the required exposure is low. 
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Its value is defined in terms of the reciprocal of the exposure that yields 
an optical density of 1.0 above the base plus fog. While the shape of the 
characteristic curve is related to film gamma, the position of this curve with 
respect to the E axis is related to film speed (see Fig. 2.11). 

c 

Log Relative Exposure 

Fig. 2.11. 
film A is higher than that of film B. 

Characteristic curves of two hypothetical radiographic films. The speed of 

The speed of screen-film systems is influenced by many factors, such as 
phosphor material and thickness, type of film and screen light, X-ray beam 
quality and processing conditions [2 ;  211. The major advantage of using 
high-speed systems is the reduction of patient dose. However, faster sys- 
tems generally result in lower spatial resolution performance. The relation- 
ship between sensitivity and other imaging properties has been extensively 
investigated in recent years [23; 241. 

2.3.5. Reciprocity- Law Failure 

A well-known phenomenon that is important in screen-film systems is the 
reciprocity-law failure [21]. It is usually assumed that the same D is ob- 
tained if the product of X-ray beam intensity and exposure time is constant, 
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provided that the beam quality is unchanged. However, when long exposure 
times are used the produced density is less and the above condition is no 
longer satisfied. During the stage of latent image formation, metallic silver 
specks cannot reach the optimal size for growth and amplification because 
of the too few light photons emitted over the exposure period. This effect 
can be important in screen-film mammography when long exposure times 
are used to compensate for reduced film speed [all. This phenomenon also 
occurs for very short exposure times: a greater number of specks results 
in a less stable latent image, thus producing less density as a function of 
exposure than would occur normally. 

It is worth noting that this effect does not occur in films directly exposed 
to X-rays for the energy deposited by each interaction is sufficient to create 
a stable latent image. 

2.4. Radiographic Noise 

Radiographic noise, or radiographic mottle after [25], is the spatial fluctua- 
tion of film density obtained by uniformly exposing a screen-film system to 
X-raysc In his classic paper Rossmann identified three independent random 
phenomena which contribute to radiographic mottle: 

(1) Quantum mottle, i.e. spatial fluctuations of X-ray quanta absorbed by 

(2) Structure mottle, i.e. spatial fluctuations in screen absorption due to 

(3) Film granularity, i.e. spatial fluctuations of developed silver halide 

the fluorescent screen. 

structural inhomogeneities in the phosphor coating. 

grains in the emulsion.d 

The standard deviation of the total radiographic mottle is: 

a ( D )  = [a,”(D) + a,2(D) + a,2(D)]”2 (2.12) 

where the subscripts Q, s, and g refer to quantum mottle, structure mottle, 
and film granularity, respectively. As derived by [26] a t ( D )  and a i ( 0 )  can 

‘Due to the granular nature of radiation, the term u n z f o m  exposure means a distribution 
of X-ray quanta that follows Poisson statistics. 
dThe original term was film graininess. Graininess is actually a subjective impression 
of density non-uniformity when an observer looks at a radiographic film. Granularity is 
instead the objective measurement of this non-uniformity expressed in terms of root- 
mean-square value of mean density. 
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be written as: 

where f i  is the average number of absorbed X-ray quanta per unit area, A, 
the effective sampling aperture (see Sec. 2.6.1) which takes into account 
both the measuring aperture and the screen blurring, (AE2) the mean 
square fluctuation in energy E deposited in the screen by an absorption 
event, and (Ag2) the mean square fluctuation in light photons g emitted 
per unit absorbed energy 

(2.14) 

where D is the net optical density, (Aa’) the mean square fluctuation in 
grain area a ,  and A, the densitometer aperture. 

Equation (2.13) intuitively shows that a spread in energy or in light 
photons increases system noise. Equation (2.14) is known as the Siedentopf 
relationship [27]. In the special case where all the grains are identical in 
size, independent of image density level, Eq. (2.14) becomes 

(2.15) 

This means that the product of the variance aZ(0) and the sampling aper- 
ture A, is constant as noted for the first time by [28] and experimentally 
measured for a wide range of aperture sizes. 

Barnes also showed that the contribution of structure mottle to radio- 
graphic mottle is negligible for commercially available screens. Therefore, 
a:(D) is usually not included in the expression for the radiographic mottle. 
By knowing the physical parameters of a screen-film system, the standard 
deviation of the density fluctuations can be calculated and compared with 
the experimental value measured with a given sampling aperture. 

2.5. Definition of Image-Quality 

So far we have discussed signal and noise changes over large areas of in- 
terest without concerning about their spatial characteristics. The concepts 
of g a m m a  and standard deviat ion are useful to describe large-area transfer 
characteristics for a radiographic system but say nothing about the spatial 
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structure of signal and noise, respectively. In this section we will intro- 
duce some physical quantities whose measurement will provide us with the 
spatial transfer characteristics of the system. 

The assessment of the performance of imaging systems involves the mea- 
surement of “working” parameters which define the quality of the recorded 
image. Image transfer theory has been successfully applied to determine 
signal and noise transfer characteristics to a known input.e The basic the- 
ory of a photographic process states that the object intensity distribution 
f(z1, yl), namely the input signal, is related to the image intensity distri- 
bution g(z, y), namely the output signal, by a system operator S:  

(2.16) 

If the input to the system is a delta function, i.e. a point source of unity 
intensity, then 

g(z, Y) = S[S(z1, Vl)] = h(z ,  !I; 51, Y1). (2.17) 

The response h is called the point  spread func t ion  (PSF). Since any input 
may be considered to be a linear combination of weighted and displaced 
delta functions, under the special conditions of linearity and stationarity the 
input-output relationship of the system is reduced to a simple convolution 
formula 

g(z,y) = f(zl,Yl)h(z - z1 ,y  - Yl)dzldYl 
-cc 

= /lr f(. - Zl, Y - yl)h(zl, Yl)dzldYl . (2.18) 

The above relationship states that the output is the convolution of the 
input with the point spread function. The physical implications of convolu- 
tion is that the output is blurred due to the spreading of the input-source 
distribution over the image plane. As shown in Fig. 2.12, a point source on 
the object plane results in a diffuse blur on the image plane (adapted from 

Convolution in the spatial domain is transformed to multiplication in the 
frequency domain. Hence, Fourier transform techniques are usually applied 
for practical measurements. Indeed, by the convolution theorem we obtain 

G(u, U) = F(u ,  v ) H ( u ,  U) (2.19) 

[a91 1. 

eDetails of the theory and relative demonstrations can be found in the classic text of 
[27] and in [30]. 
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Image Plane 

Fig. 2.12. A simplified representation of the image formation process, 

where F ( u ,  w), G(u, w), and H ( u ,  w) are the Fourier transforms of f(x, y), 
g(z, y),  and h(z, y),  respectively. The above equation shows that the input 
response function can be easily calculated from the Fourier transform of the 
output response function by division and inverse transform, provided that 
the Fourier transform of the PSF is known. The density distribution on a 
radiographic film can be measured by making use of a microdensitometer 
so in general, assessment of spatial transfer characteristics is a problem of 
measuring the PSF of the system. Actually, measurement of PSF is rather 
difficult due to small aperture sizes to be used which result in very low 
signals. To overcome these experimental limitations the line spread function 
(LSF) is generally measured. The LSF is defined as the response to a line 
input and is obtained from the PSF by integrating over one variable 

(2.20) 

Due to the isotropic nature of screen-film system PSFs [23], transfer 
properties are also completely specified by a section h(r)  -- h(z ,  y), where 
r2 = x2 + y2. 

2.5.1. MTF 

To complete signal analysis we now introduce the modulation transfer func- 
tion (MTF), defined as modulus of the normalized Fourier transform of the 
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LSF: 

(2.21) 

This physical quantity has an important and simple meaning: it is the 
ratio of the output amplitude to input amplitude when the incident X-ray 
pattern is a sinusoidal signal. In other words, since in an imaging process 
the two-dimensional input function can be expressed in terms of its two- 
dimensional spatial frequencies, the MTF describes the transmission of such 
frequencies through the system. It is worth noting that due to Fourier 
transform properties the total MTF of a cascaded imaging system is the 
product of the individual MTFs. Needless to say, this is a much easier task 
compared to complex convolution calculations. 

As a practical example, Fig. 2.13 shows in comparison the line spread 
functions and modulation transfer functions of three screen-film combina- 
tions (from [31]). The high-resolution system C exhibits a narrower LSF 
and thus a broader MTF compared to system A and B. This means that 
system C is able to transmit high spatial frequency signals better than the 
two other systems. 

2.5.2. NPS 

It has been long recognized that noise, like signal, has a spatial structure in 
radiographic imaging systems. Therefore, second order statistics (or joint 
probability of the density function) has to be studied to investigate the 
spatial correlation of image noise. The autocorrelation func t ion  (ACF) lends 
itself very well to the required task since it is defined as the first joint 
moment of the second-order probability 

(2.22) 
where AD(x1,yl) = D(xl,yl)  - D (D is the mean density value). The 
ACF may be written as the above formula when a single realization of 
a random process is representative of all the statistics, i.e. the process is 
called ergodic. By noting that ACF(0,O) reduces to density variance it 
follows that first and second order statistics are completely specified by the 
autocorrelation function. However, due to the aperture of the system used 
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Fig. 2.13. 
(reprinted with permission from ICRU, Inc.). 

:lationship between line spread functions and modulation trans r inctions 

to measure density fluctuations, the measured ACF results in a convolution 
of the actual ACF with the PSF of the measuring system. Again, to avoid 
dealing with a convolution procedure the frequency-domain counterpart 
was introduced. The noise power spectrum (NPS) or Wiener spectrum of 
the fluctuations of a stationary ergodic process is defined as 

(2.23) 
where the symbol () denotes an ensemble average, i.e. several realizations 
of noise are necessary for the spectrum to converge. The Wiener-Khintchin 
theorem then states that NPS and ACF are Fourier transform pairs 

+m 

ACF( x ,  y) e-2Ti(uz+wY) d xdy . (2.24) 

The NPS characterizes the noise of a system as a function of spatial 
frequency and that is analogous to the treatment of signal by means of 

.I_, NPS(u ,  u )  = 
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MTF. However, unlike MTF calculation procedure, current methods for 
measuring the NPS of screen-film systems directly compute data of the 
microdensitometric measurements without first finding the ACF [32]. 

A typical result of a power spectrum of the density fluctuations is il- 
lustrated by the curve NPSt,t of Fig. 2.14 (from [31]). As discussed in 
Sec. 2.4, the total noise consists of two independent contributions for prac- 
tical screen-film systems, quantum mottle and film granularity. The Wiener 
spectrum of radiographic mottle NPStot(u) is then given by 

NPStot(u) = NPS,(u) + NPS,(u) (2.25) 

where NPS,(u) and NPS,(u) are the Wiener spectra for quantum mottle 
and film granularity, respectively.f 

40 

’ t  1 
0.4 1.0 2.0 4.0 10.0 

Spatial Frequency Y / mm -1 

Fig. 2.14. Noise power spectrum for a typical screen-film combination exposed to X- 
rays (NPSt,t) and for the film alone exposed to uniform light (NPS,) (reprinted with 
permission from ICRU, Inc.). 

It is generally assumed that fluctuations of X-ray quanta are spatially 
uncorrelated and thus N P S ,  is “white” (i.e. all frequencies are present in 
equal amounts). Unlike X-ray quanta, light photons produced in the screen 
are spatially correlated and have a variance which exceeds Poisson statis- 
tics (see Sec. 2.2.2). Random scattering within the screen will affect the 

fAlthough the Wiener spectrum is a two-dimensional quantity, the measured spectrum 
is usually displayed in one-dimensional form. That is because the Wiener spectrum of 
radiographic noise is considered as rotationally symmetric [23].  
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spatial correlation of light photons and they will be distributed according 
to the point spread function of this scattering process. The Wiener spec- 
trum of quantum mottle is actually related in a complicated way to various 
parameters (see Eq. (2.13)). However, as a first-order approximation its 
mathematical representation in terms of optical density fluctuations is [23] 

(2 .26 )  N P S q , a ~ ( u )  = ( log,oe)2TMTF2(u)  

where f i  is the average number of X-ray quanta absorbed by the screen 
per unit area. The screen-film combination is then a transducer for white 
noise that converts X-ray quanta absorbed in the screen to a visible noise 
pattern (i.e. the density fluctuations in the film). Substituting N P S q , n ~ ( u )  
in Eq. (2.25): 

r2 
n 

(2.27) 
r2 

NPStot(u) = (logloe)2TMTF2(u) + NPS,(u) . n 
By assuming that the Wiener spectrum of film granularity is “white” 

too,g we are now able to explain the trend of the curves shown in Fig. 2.14. 
At low frequencies quantum mottle is the dominant source of noise and, 
due to its imperfect transfer properties, the screen-film system acts like a 
low-pass spatial frequency filter. At high frequencies NPStot decreases and 
film granularity becomes the dominant source of noise. 

Although [33] have shown that it is not strictly correct to write the 
Wiener spectrum as directly proportional to the square of MTF when deal- 
ing with screen-film systems, Eq. (2.26) is widely used as an approximation 
since it has the advantage of relating imaging parameters to the Wiener 
spectrum in a simple manner. 

2.5.3. DQE 

The detective quantum eficiency (DQE) is a fundamental parameter for the 
evaluation of the imaging characteristics of an X-ray detector. It describes 
the transfer of signal-to-noise ratio that takes place when recording an 
image: 

(2.28) 

gThat is valid as long as the size of the measuring system aperture is an order of mag- 
nitude greater than the largest developed size [34]. 
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As suggested by [27], DQE represents the efficiency of an X-ray imaging 
system as a photon counter. In fact, if we assume that N incident X-ray 
quanta per unit area are governed by Poisson statistics, cr$ = N and then 
SNR:n = N .  According to their interpretation it is possible to define a 
number of detected quanta per unit area N‘ so that SNR:,, = N’. From 
Eq. (2.28) follows that 

N’ 
DQE 1 - 

N 
(2.29) 

Since the output SNR will always be degraded compared to that of the 
input, i.e. DQE 1, it follows that an imaging system acts as an inefficient 
photon counter, and thus it detects a lesser number of quanta N’. Due to 
its definition and interpretation SNR;,, is called noise-equivalent number 
of quanta (NEQ). 

To obtain an absolute measure of system performance as a photon detec- 
tor, the spatial-frequency dependent NEQ was derived by mat hematically 
combining the MTF and NPS. Thus, the effects of signal and noise transfer 
characteristics of an X-ray detector at a given spatial frequency are ex- 
pressed by the ratio of NEQ to the input photon fluence, namely the DQE. 
As reviewed in the paper of [%I, the mathematical expression for NEQ(u) 
of screen-film systems as a function of both sensitometric and information 
transfer parameters is 

(2.30) 

where the MTF and NPS enter independently. The subscript in NPS refers 
to a measurement of Wiener spectrum in terms of density fluctuations. [15] 
developed a comprehensive model of a screen-film system by including the 
separate imaging components of screen and film in an overall expression of 
DQE 

(2.31) % 
E 1 DQE(N,u)  = 

I + _ + -  
SqtDQEdq, u ) M T F i ( u )  

where DQEF(q, u)  is the intrinsic detective quantum efficiency of the film, 
MTFs(u)  is the modulation transfer function of the screen, N is the mean 
number of incident X-ray quanta per unit area and q is the mean number of 
light photons which expose the film per unit area. At zero spatial frequency 
MTFs(0)  = 1 and by replacing the expressions of Eqs. (2.6) and (2.7) in 
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Eq. (2.31), we obtain 

(2.32) ‘Va 
DQE(N,O) = 1 _ - _  

I S + gvtDQEF(q, 0) 

A similar result was found by [36] who investigated information transfer 
properties of various X-ray screens. By determining SNR for the screen-film 
system from the number of grains which are developed after exposure to q 
light photons they found the following expression of DQE: 

(2.33) ‘Va 
DQE(O)= 1 1 1 

I g QU 
+r _ - -. 

where u is a parameter which depends on the film response to light photons 
emitted by the screen, just like the product ~ ~ D Q E F ( Q ,  0). If we neglect the 
information loss due to the film and recall that the average gain g is greater 
than 100 for X-ray screens, both Eqs. (2.32) and (2.33) reduce to 

DQE(0)  = 7 a I  (2.34) 

which is the expression, first derived by [I l l ,  for the DQE of an X-ray 
screen. 

2.6. Image Contrast 

For the radiologist the diagnostic task consists in the ability to see the 
difference in image signal between a region of a suspected abnormality and 
a normal region. We have seen in Sec. 2.3.2 that such a difference is the 
radiographic contrast. Since the concepts of contrast, spatial resolution and 
noise are interdependent we now briefly review how these three fundamental 
physical parameters are related. 

2.6.1. The Concept of Sampling Aperture 

Any radiographic system correlates the input distribution of X-ray quanta. 
That results in imaging points as blurs, spreading out the edges, and thereby 
degrading the contrast of the input distribution. We will now introduce 
the effective sampling aperture,  a very useful quantity that represents the 
average blur size of an imaging component. It was proposed by [37] as 
a straightforward index of image-quality, utilizing the concept of noise- 
equivalent passband N,  introduced by [38]. Wagner defined the effective 
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sampling aperture a, as the reciprocal of N,  where 

N,  = 11: MTF2(u ,  v)dudv , (2 .35)  

that is to say, in Wagner’s words, ‘the greater the volume under the squared 
MTF surface, the smaller the effective sampling aperture, and vice versa’. 
The properties of Fourier transforms allow us to calculate this figure of 
merit by knowing the PSF of the system 

(2.36) 

The blur function is thus reduced to an equivalent aperture of uniform 
transmission. 

As shown by [39], the effective sampling aperture approach leads to a 
very important result. In a cascaded imaging system the overall effective 
aperture is the sum of the apertures of each componenth 

atot = a1 + a2 + . . . + a,. (2.37) 

Hence, by imaging an object having an equivalent sampling area a,  with 
a system of equivalent sampling area a, we obtain ai = a, + a, as a resulting 
size of the object. This means that the image contrast Gout of the object is 
reduced compared to its input contrast Ci, by a factor a,/ai 

(2.38) 

2.6.2. Noise Contrast 

In the last section we have only considered the effect of the transfer char- 
acteristics of the imaging system as a contrast reduction factor without 
concerning about the fluctuations of the number of X-ray photons which 
contribute to image formation. It has been long recognized that the funda- 
mental limitation to the image information content is statistical noise [4O]. 
Therefore, the detectability of small or subtle structures in a radiologic im- 
age is ultimately dependent on the recorded X-ray quanta. The basic theory 
of image signal detection is known as the “Rose model”, after Albert Rose 
who first introduced a statistical analysis in the calculation of the minimum 
detectable contrast [41]. Indeed, an average absorption per unit area of N 

hThis is actually true only for Gaussian distribution of the respective blur functions but 
it has been found that the above formula can be also used as a general rule. 
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quanta will have associated with it a fluctuation of quanta characterized by 
a root-mean-square value fi. By supposing that an object of area a in- 
troduces a signal difference of A ( N a ) ,  according to Rose it can be detected 
only if 

A ( N a )  = k J N a  (2.39) 

that is to say, the image signal must be k-times larger than the root-mean- 
square fluctuations in the background. Rose called k = A ( N a ) / &  the 
threshold signal-to-noise ratio and showed experimentally that k = 5 is a 
reasonable value “for not mistaking a noise fluctuation for the real signal” 
[42]. As pointed out by [39], Eq. (2.39) can be also seen in terms of threshold 
contrast by rewriting it as 

C, = kCn (2.40) 

where C, = A ( N a ) / N a  is the signal contrast of an object of area a and 
C, = m / N a  = 1/m the noise contrast calculated for the same sam- 
pling area a. The motivation for this last relation is that by knowing the 
object contrast C, we can easily calculate the number of photons needed 
to detect it. It is worth noting that the Rose model neglects any additional 
noise introduced by the imaging system and thereby meaning that X-ray 
quantum noise is the dominant source of random fluctuations. Such an ideal 
system is called a quantum limited system. We have seen that screen-film 
systems are not quantum limited at high spatial frequencies (see Fig. 2.14) 
hence, the Rose model could represent a good approximation only for large- 
area objects. Also, the human visual system has a threshold of detectability 
of density differences AD on a photographic film. This means that small 
image signals can be detected by a screen-film system but the image infor- 
mation content is not visible to the radiologist in the image display. Such a 
visibility threshold is of the order of 0.01 and this value was used by [43] to 
estimate the minimum exposures required for the detection of image signals 
associated with particular radiological examinations. 

2.6.3. Contrast-Detail Analysis 

The Rose model represents the signal detection theory in its barest es- 
sentials. Lesions could be detected if we neglect the contrast degradation 
due to the spatial correlation of signal and noise, the scatter of X-rays, 
the variable pattern of normal anatomy which averages out the contrast 
itself, and the performance of the human eye. Modification to this model 

42 



Conventional Radiology 

were discussed by [41] himself, [44; 451, and more recently by [39]. Wag- 
ner attempted to construct a synthesis of the investigation of Rose, Schade 
and Schnitzler and showed how, with simple modifications of Rose statis- 
tical model which include some aspects of vision, an excellent agreement 
with Blackwell data on the detectability of disks as a function of contrast 
and size could be obtained. The work of [46] concerned with the determi- 
nation of the contrast threshold of the normal human observer. He used 
a single spot of varying size and,contrast under a wide range of illumi- 
nation to report on the ability of the eye to detect these visual stimuli. 
Test patterns based on arrays of grey disks were also used by Rose to 
measure the resolving power of a system in terms of size and contrast of 
single elements. Following the work of Blackwell and Rose, contrast-detail 
(CD) diagrams, i.e. plots of the minimum detectable contrast of an im- 
age feature as a function of its diameter, are used nowadays to evaluate the 
image-quality characteristics of X-ray imaging systems. These diagrams are 
measured with a test device adapted from the Burger-Rose phantom [47; 
421 in which simple objects, such as circular disks, are arranged in a matrix 
of rows and columns. The objects vary in one direction by size and in the 
other direction by contrast. An X-ray image of the CD phantom is evalu- 
ated by determining the detection threshold for each object-diameter and 
then averaging the data from the scoring over the observers. A schematic 
representation of a CD test object specifically designed for image-quality 
control in mammography is shown in Fig. 2.15 [48]. The typical CD curve 
of a screen-film combination for mammography in comparison with that of 
a full-field digital prototype at different entrance doses is shown in Fig. 2.16 
1491. 

The advantage of CD analysis is that the effects of blurring and noise 
on visibility can be evaluated in a direct and easily understood way when 
comparing imaging systems. However, it should be borne in mind that 
“threshold theory” suffers from the decision-making process of the observer. 
Statistical decision theory has been developed to provide a more complete 
description of image-quality. Readers interested in a psychophysical ap- 
proach to the evaluation of imaging system performance are referred to an 
excellent report published very recently by the International Commission 
on Radiation Units and Measurements [31]. 
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Fig. 2.15. Schematic of a CD phantom specifically developed for mammography. 
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Fig. 2.16. 
from IEEE, Inc.). 

Contrast-Detail curves of mammography systems (reprinted with permission 

2.7. Image-Quality of Screen-Film Combinations 

In this last section performance of screen-film systems commonly used in 
clinical examinations will be presented. Results will be shown in terms of 
the physical parameters that have been previously introduced. 
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2.7.1. MTF, NPS and DQE Measurement 

A common method of measuring the LSF of radiographic systems is to use 
a slit of very fine width (10 pm) and then scanning the exposed film by a 
microdensitometer. Since the screen-film is not a linear system, LSF data 
are obtained by converting optical density values to X-ray exposure values 
via the appropriate sensitometric curve. The MTF is then calculated by 
discrete Fourier transform of LSF data. This subject has been extensively 
considered in [SO] together with other measurements techniques and asso- 
ciated errors. Besides, a theoretical model has been recently developed to 
compare signal and noise properties of different measurement techniques 
[51]. MTF curves of screen-film systems available on the market are com- 
pared in Fig. 2.17 (adapted from [23]). The screens incorporate rare-earth 
phosphors and are produced by the same manufacturer for general (screen 
A) and high-definition (screen B) radiographic procedures. The same film 
was used in both systems. 

spatial frequency (cycles/mm) 

Fig. 2.17. MTF comparison of clinical screen-film combinations. 

A widely used procedure to measure Wiener spectra consists in scanning 
the film sample, which was uniformly exposed to X-rays, by a long and 
narrow slit. Digital data are Fourier transformed and after corrections for 
the aperture transfer function one section of the two-dimensional Wiener 
spectrum is obtained. Details of the calculation and correction methods can 
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be found in [23; 52; 531. Wiener spectra of systems with different sensitivity 
and resolution often intersect. This is illustrated in Fig. 2.18 where the same 
screens (and film) used in the evaluation of MTF are compared in terms of 
NPS. While spatial resolution properties are governed by the screen, noise 
properties depend on both screen and film characteristics. Indeed, Fig. 2.19 
shows what happens when screen A is coupled to films of different speed 
and gradient. 

1 o - ~  

i n-' . -  
0.1 1 

spatial frequency (cycledrnrn) 
0 

Fig. 2.18. NPS comparison of clinical screen-film combinations. 

Once both the MTF and NPS have been measured for that particu- 
lar screen-film combination the determination of DQE then follows from 
Eq. (2.30), provided the average number of X-ray quanta used to expose 
the system is known [35; 54; 551. Experimental DQE surface for a mammo- 
graphic screen-film system is shown in Fig. 2.20 (from [all). At the energies 
used in mammography the absorption efficiency of the screen is about 0.6 
and the reported Swank factor value is in the range 0.6-0.7. This explains 
the maximum of about 0.3 at low frequencies. Figure 2.20 clearly shows 
that signal-to-noise ratio capabilities significantly fall off both for spatial 
frequencies beyond few cycles per millimeter and for exposures outside a 
relatively narrow range. 
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Fig. 2.19. Wiener spectra of two screen-film combinations using the same screen. The 
combination with the higher-speed, higher-gradient film is represented by the continuos 
curve. 

DOE 

Fig. 2.20. 
for Q is in photons/mm2) (reprinted with permission from RSNA, Inc.). 

Measured DQE of a mammographic screen-film combination (absolute scale 

2.7.2. Quality Indices 

The goal of diagnostic radiology is to produce high-quality images at the 
lowest radiation dose possible. We have seen that physical parameters which 
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define the quality of the radiograph are related to  both image-quality (char- 
acteristic curve, spatial resolution, noise) and patient dose (sensitivity). 
To facilitate a comparison of screen-film systems from different manu- 
facturers and to  obtain an overall view of their performance, standard- 
ized evaluation methods have been suggested and defined [23; 24; 56; 57; 
581. 

As an example, basic imaging parameters that can be evaluated with 
standard instrumentation are compared in Table 2.2 (adapted from [%I). 
The aim is to show what quality indices are usually taken into account for 
comparative evaluation of clinical systems. Two manufacturers, here named 
1 and 2 ,  were considered in this study and three types of clinical exami- 
nations. Systems A, B, and C are suggested by the manufacturer for use 
in general radiography, chest radiography and mammography, respectively. 
Depending on the clinical examination different beam qualities are used. 
Since the speed of a screen-film depends on X-ray energy, a wide variety of 
speed values may be expected [60]. Details of system evaluation based on 
such indices can be found in [61]. 

Table 2.2. Physical parameters and quality indices for different screen-film systems. 

Screen-film Speed Average MTF value Noise Variance Base 
system (*lo%) gradient (2 lp/mm) ( ~ 1 0 - 3 )  plus Fog 

1A 369 2.45 0.27 1.18 0.23 
2A 334 2.46 0.45 1.86 0.22 
1B 247 2.40 0.21 1.16 0.22 
2B 322 1.80 0.29 1.04 0.22 
1c 15.5 2.95 0.25* 1.34 0.22 
2c 16.4 2.96 0.25* 1.46 0.23 

*For mammography systems the MTF value was calculated at 6 linepairs/mm 
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3.1 Introduction 

Digital Radiography (DR) is the science of devising X-ray digital 
imaging detectors that may substitute the conventional radiographic 
screen-film combination for use in diagnostic radiology. In projection 
radiography, a digital imaging detector maps the two-dimensional 
distribution of X-ray photons transmitted by the irradiated body in 
discrete spatial units (pixels) and discrete signal units (bits), as opposed 
to the X-ray film (plus the radiographic intensifying screen, when used in 
a screen-film combination) which directly provides only an analogue 
recording of the two-dimensional detected photon distribution. In 
principle, the digital approach has several significant benefits over the 
analogue film. First, it gives directly a digital image, able to be processed 
with computer methods as soon as it is acquired, for image storage, 
manipulation, archiving and network circulation within the hospital(s). 
This would avoid the necessity of film digitization with X-ray film 
scanners. This is an additional processing step after film exposure and 
development which would equally provide a digital X-ray image from X- 
ray film, but would add the cost of the film scanner which might 
represent a significant fraction of the cost of the entire X-ray unit. But 
the very true advantage of the direct X-ray digital image is related to the 
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linearity and dynamic range of the imaging acquisition process. A digital 
radiographic detector is expected to provide a linear response to the 
incident X-ray fluence (number of incident quanta per unit surface) up to 
several decades, covering the entire range of possible input dose with X- 
ray examinations. It is well known that the response of (radiographic) 
film to relative exposure EIEo is logarithmic, the optical density D of the 
exposed and developed film being proportional to the log relative 
exposure only in the (central) linear region of the (sensitometric) 
characteristic curve D=D(E/Eo). In this linear-response region, D = l- 
log(E/Eo), with a constant value of the "gamma" of the film. An ideal 
linear imaging system (with response S for a given exposure E )  would 
provide an image contrast ASIS equal to the object contrast AEIE at any 
exposure level. For the radiographic film with optical transmission T, the 
image contrast ATIT is proportional to object contrast AEIE only in the 
linear regime (constant gamma). At high exposure levels, saturation of 
the film response occurs and the slope of the characteristic curve is 
small; at low exposures, poor film response gives small slope of the 
characteristic curve and as before, image contrast will be poor. This 
would prevent the radiographic detection of low contrast objects at very 
low or very high exposure levels. 

The increase in exposure dynamic range permitted by a digital 
detector in an X-ray imaging system, with respect to the conventional 
screen-film detector, can be extremely significant. A dynamic range of 
just 100: 1 is 2 to 4 times that of a typical screen-film, but digital X-ray 
detectors exist that allow a dynamic range as high as 1OOOO:l or higher. 
This implies an extremely large range of X-ray attenuation in the body to 
be registered in the same digital X-ray image. Increased contrast 
resolution and image post-processing capabilities of digital systems that 
zoom into the range of exposure levels of interest ("windowingl'), then 
make it possible to detect anatomical details with lower image contrast 
than with film-based systems. In other terms, the use of digital detectors 
can improve detail visibility, and then image quality, so improving the 
diagnostic quality in radiography. With DR systems, lower contrast 
tissue features could be detected with respect to conventional film 
radiography-which would require higher exposures to reach the same 
performance; in addition, image processing can also enhance contrast, so 
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that the technology of DR is also expected to decrease radiation exposure 
(and dose) to patients. Finally, a digital system would not require 
chemicals and apparatuses for film development, which means more 
rapid response and a clear cut to consumer costs, certainly a major voice 
in the expenses of a film-based Radiology Department. 

The possibility of employing Computer Aided Diagnosis (CAD), in 
addition to teleradiology and digital archiving through currently available 
hospital information system (HIS), radiology information system (RIS) 
and Picture Archiving and Communication System (PACS), would then 
fully disclose the future of filmless, all-digital Radiology Departments, 
of which a few examples are now in the world, provided that the medical 
community offer widespread clinical acceptance of the new technologies. 
Industrial data storage formats and communication protocols exist, e.g. 
the DICOM standard, that make DR systems a mature reality in many 
industrialied countries (Fig. 3.1). 

Fig. 3.1. Block diagram of a complete Digital Radiography system (from Canon, 2000). 

In principle, the digital detector should perform linearly from zero 
counts up to the maximum photon counts possible with that system, but 
in practice the system noise level determines the minimum useful signal 
level, and count losses are present at high count rates that limit this linear 
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response, normally to 3 4  decades. The dynamic range of present DR 
systems is in fact between 12 and 16 bits, with most systems featuring 14 
bit resolution. However, these figures should be compared to the only 2 
signal decades accessible to the X-ray film system, which is well known 
to be a linear detector only in a restricted range of input levels of 
logarithmic relative exposures. While the large system-response linearity 
and large dynamic range are the most relevant imaging parameters to be 
expected from digital radiographic systems, other important aspects are 
of concern, like spatial resolution, detection efficiency, system noise, 
while other less determinant aspects should also be addressed, like 
temporal response and ease of integration within existing X-ray units. 

Given the requested benefits of a DR system and the overall 
performance and century-long experience with the conventional 
radiographic film, it can be seen that the realization of a good detector 
for a digital radiography system is an extremely complex scientific and 
technological task. The problem of a DR system with a definitely better 
performance than film-based systems has not been fully solved up to 
now, although researchers have been working in this field for some 
decades since the digital medical imaging field was opened by the 
clinical introduction of Computed Tomography (CT) in 1972. In fact, the 
first widespread commercial system for DR based on photostimulable 
phosphor plates, developed by Japanese researchers in the early '80s and 
still in use, is in fact a mixed analogue-digital system, in which an 
analogue detector (the imaging plate), after exposure is read-out digitally 
by optical methods. This system, commercially known as Computed 
Radiography (CR), provided the first serious way to approach the move 
to all-digital Radiology Department in hospitals, but its diffusion has 
been contrasted by the high cost of the dedicated CR units (up to several 
times that of a conventional system). 

Materials science and microelectronics are the research areas most 
involved with DR, since the detector for DR is essentially a solid state 
( e g  semiconductor) large-area X-ray detection system coupled to a fast, 
mixed (analog + digital) microelectronics read-out system (possibly 
coupled with a layer of scintillator material). Combined advances in solid 
state and electronic technologies, first for military and then for large- 
volume consumer products fields, have given rise in the last two years to 
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a class of commercial DR systems-based on amorphous semiconductor 
detectors and flat panel display read-out technology-with many features 
of an ideal X-ray imaging system. These detection systems are being 
commercialized by several firms both in stand-alone systems and as an 
integration to existing X-ray units (for general radiography), by 
substitution of the X-ray film cassette with the new portable digital 
imaging detector box. A DR system for full field mammography is also 
on the market. 

Digital radiography systems are presently under evaluation in some 
large Radiology Departments in USA and Europe; unfortunately, as a 
result also of the large costs for industrial research and development over 
many years, the cost of a complete DR unit can be between US$400,000 
and US$600,000. For comparison, a complete general purpose 
radiographic X-ray room costs from US$SO,OOO to US$200,000. It is 
evident that only large Departments could consider the purchase of such 
systems, to which one must add also the initial costs for digital 
workstations and PACS. Also for this cost reason and, in addition, for the 
changes needed in radiologists university education, related to the 
necessity of acquiring ability to view images on a digital screen and 
make diagnosis on them (digital radiographs may show different features 
than with film radiography, and even the same image may show different 
features on different viewing stations), and necessary changes in the 
capacity and retrieval rate of existing image archives, it is confidently 
foreseen that the radiographic film - this extraordinary image detector - 
will be exposed and processed for high-quality conventional radiography 
still for many years all the world over. 

In the following sections a brief review of detection systems for 
digital X-ray radiographic imaging will be presented, with the aim of 
providing some insight into both well established and emerging 
technologies, to illustrate experimental systems with potential of 
industrial exploitation and to indicate possible lines of further research in 
the digital radiography systems under development. 
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3.2 Characteristics of X-Ray Imaging Systems 

3.2.1 Figure of merit for image quality: Detective Quantum Efficiency 

The assessment of quality in image science requires the evaluation of 
many different parameters and image features, like detection efficiency, 
spatial resolution and image noise. An excellent classic textbook on this 
subject is available [ 11. In comparing the different detector systems for 
digital X-ray imaging, a main figure of merit will be used, namely, the 
detective quantum eficiency, or DQE. Though not the unique parameter 
for assessing the characteristics of an imaging system, the DQE is 
anyway generally accepted as a quantitative measure of the overall image 
quality, especially in comparing different digital systems. Furthermore, 
for its determination, knowledge of other image quality parameters is 
necessary, related to efficiency and resolution and noise, so that when the 
DQE of an imaging system is known, different image quality aspects are 
also known for that particular system. At a preliminary stage, the DQE of 
an imaging system can be defined as the squared ratio of the output and 
input signal-to-noise ratio (SNR): 

In other terms, the DQE gives an indication of how the SNR of an 
input image signal is transferred to the output image field. Ideal imaging 
systems have a DQE of 1. Since any real imaging system introduces 
additional noise from various sources, e.g. electronic, the output SNR is 
always reduced, so that the DQE takes values between 0 and 1. Higher 
DQE values mean higher image quality. Let no be the number of incident 
photons on a pixel of the detector; if the statistics of the input image 
source is Poissonian, as ultimately in X-ray imaging, then the input noise 
is no112 and SNR2in = no. This shows that DQE as defined above depends 
on the incident photon fluence. A complete imaging system comprising 
various parts has a DQE given by the product of the DQE of the single 
imaging parts. It can be shown that the DQE of an imaging system can 
be written as 
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Here, 7QE is the quantum efficiency of the detection system (the 
probability of a single incident photon to generate one electron in the 
interaction process), and qgen is a corrective parameter, between 0 and 1, 
that takes into account various inefficiencies in the collection of the input 
signal and in the generation of the output signal by the complete imaging 
system. This expression for the DQE shows that in order to have a high 
DQE, an (X-ray) imaging system has to show a high quantum efficiency 
(which depends on the energy of the input photon distribution and on the 
detector material, through its total linear attenuation coefficient) and low 
losses in the conversion process of the interacting photon into an 
electrical signal. For example, in semiconductor radiation detectors, the 
energy E of the interacting photon is converted, with efficiency %A 

(energy absorption efficiency), into a number of electron-hole pairs; if 
electrons or holes are collected at suitable sensing electrodes with 
efficiency CCE (Charge Collection Efficiency), then 7gen includes as 
factors both terms. 

As a matter of fact, both the input and the output image fields contain 
spatial variations in the number of incident photons, that can be 
described by the spatial frequency variable f (often expressed in line 
pairs per mm, lp/mm). This implies that the DQE as defined in (3.1) 
corresponds exactly only to the zero spatial frequency detective quantum 
efficiency DQE(0): 

Here, SNR,,,(O) 

(3.3) 

and SNRin(0) represent the zero spatial frequency 
signal-to-noise ratios of the output and input of the imaging system, 
respectively. Via Fourier transform and (shift-invariant) linear systems 
analysis, the description of the image fields can then be operated in the 
spatial frequency domain, through the optical transfer function of the 
imaging system, whose modulus is the modulation transfer function of 
the system, MTF( f ) .  The MTF describes the quality of the imaging 
system with respect to its spatial resolution properties, i.e. MTF( f )  
describes the ability of the system to distinguish variations in the spatial 
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distribution of the incident photon flux. The M T F ( f )  of an imaging 
system is a decreasing function of spatial frequency, since image blurring 
degrades the ability of a system to resolve frequent spatial intensity 
variations in the image. For undersampled systems, like digital 
radiography systems which imply the 2D spatial sampling of the detected 
photons distribution in the detector volume, the notion of presampling 
MTF must be introduced. The presampling MTF is the MTF of a digital 
system before the process introduced by the sampling aperture. This 
notion allows for evaluating the intrinsic resolution properties of the 
digital imaging system (which contains both an analogue and a digital 
part), avoiding the problems introduced by undersampling (aliasing) 
when MTF is measured directly using a narrow slit or a sharp edge as 
test objects [2]. The presampling MTF can be evaluated with the method 
suggested in [3], which requires the acquisition of the X-ray transmission 
image of a narrow slit slightly tilted with respect to the orthogonal x-y 
axes of the detector system. The MTF evaluated in this way implies to 
consider an equivalent detector pixel of a reduced size with respect to the 
real pixel size, and this causes the presampling MTF to extend to spatial 
frequencies beyond the Nyquist frequency of the detector. Then, the 
complete expression for the frequency-dependent D Q E ( f )  is: 

(3.4) 

where NPSo(f) is the noise (Wiener) power spectrum of the imaging 
system normalized to unity asftends to 0. The N P S ( f )  describes the 
fluctuations of noise with the spatial frequency: it represents the 
decomposition in spectral terms of the variance of the image after 
uniform exposure. 

The DQE is a very useful quantitative parameter to estimate the 
quality of an imaging system, but it is difficult to measure. 
Determination of input photon fluence, of MTF and of Wiener spectrum 
is required with the corresponding measurement procedures being 
possibly complex and time-consuming. In addition to SNR( f ) ,  MTF(f), 
D Q E ( f )  and NPS( f ) ,  other parameters like the noise equivalent quanta 
(NEQ) and the contrast transfer function (CTF) are usually considered 
when assessing image quality in a radiographic system. The N E Q ( f )  is 
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defined as ''the effective number of input X-ray quanta per unit area that 
would give the same SNR with an ideal imaging system as the real 
exposure quanta give with the actual imaging system" [4]. The CTF( f) of 
an imaging system measures the ratio of the output image contrast to the 
input contrast, as a function of spatial frequency. 

It should be noted that the spatial frequency behavior of an imaging 
system may depend on the direction on the image plane, i.e. on the x-y 
axes of the detector: this implies that two-dimensional quantities like 
m F ( f i ,  5) and DQE(fi, f y )  should be considered, instead of their one- 
dimensional forms [5] .  For simplicity of exposition, in the following the 
one-dimensional properties will be used. 

3.2.2 Integrating vs photon counting systems 

With the advent of digital modalities for X-ray imaging, a number of 
diverse technologies are being used for X-ray detection, which can be 
separated into two classes. To the first class, termed (energy or charge) 
integrating systems, belong those detectors which-during the 
elementary or overall acquisition period-measure the total energy 
(charge) deposited by all interacting photon in the detector material. This 
energy, e.g. in the form of electrical charges produced by ionization in 
the detector, is stored locally until it is read out. For example, in film- 
based systems, the blackening of the film in any given sensitive area is 
due to the energy deposited in that area by all photons that interacted 
with the film (or with the intensifying screen) during the radiography 
exposure. Similarly, in X-ray imaging systems based on CCD detectors 
or arrays of photodiodes, the radiation-induced current in each single 
CCD cell or diode is integrated during the acquisition period, giving a 
total charge which ultimately is proportional to the total energy deposited 
in the detector by interacting X-rays. The second class is single photon 
counting acquisition modality: here, each interacting photon depositing 
an energy (charge) in the detector greater than a detection threshold, is 
counted as one "hit", independent of the total energy it. deposited. While 
dark current and signal saturation are main problems in integrating mode 
acquisition, the photon counting modality requires signal discrimination 
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and counting logic in each picture element, a complex microelectronics 
task for large area, high granularity detectors. 

It can be shown that in principle, photon counting imaging systems 
offer a higher SNR and a better contrast with respect to integrating 
systems [6]. Experimental data obtained with a single photon counting 
readout chip and a Si detector confirmed this expectation “7-91. For the 
SNR-defined for a uniform illumination as the average counts/pixel 
divided by the sigma of the counts distribution-n increasing the 
acquisition time, the SNR increased up to only -30% of the theoretical 
(Poisson) limit of a quantum limited device. However, by suitable 
equalization of the response of single pixels (flat field correction), the 
SNR can reach 70% of the Poisson limit of l/dN (Fig. 3.2)  and, by 
increasing further the count rate, it can get close to quantum noise 
limited imaging conditions (Fig. 3.3) .  
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Fig. 3.2. Signal-to-Noise Ratio as a function of acquisition time, obtained with a 60 keV 
flood illumination from a low-activity Am-241 radioactive source and a single photon 
counting imaging system (Medipix series). Raw data (middle curve) show a poor SNR, 
but after correction for detector’s non-uniformities the SNR reaches 70% of the Poisson 
limit for a quantum limited device [9]. 

This lack of uniformity of response in photon counting systems can 
be due to detector non uniformity and to slight mismatch in the response 
of electronic cells in the detector array. 
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Fig. 3.3 .  Percentage of noise over pixel matrix as a function of average count rate. (a) 
Raw data from a flood image; (b) same data multiplied with an efficiency map; (c) 
Poissonian limit (from [7]). 

Fig. 3.4. Images of five 6 mm round-shaped low-contrast details of the mammographic 
phantom TOR(MAS) obtained with a screen-film system (bottom row) and with a 200 
pm semi-insulating GaAs pixel detector systemworking in single photon counting (top 
row). The exposure is 12.5 m A s .  The focus-detector distance is 64 cm. Nominal contrast 
values from left to right are: 8.5%, 5.5%, 3.8%, 2.6%, 2.0% (From [lo], reprinted with 
permission of Elsevier Science B.V.). 

As regards the expected improvement in image contrast, Fig. 3.4 
shows a graphical comparison between the contrast detail capability of a 
conventional screen-film combination and that of a single photon 
counting imaging system equipped with a GaAs detector [lo]. These 
tests, performed with a conventional mammographic unit at normal 
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settings for screening mammography, showed the improvement in detail 
visibility of this photon counting system with respect to screen-film 
energy integrating system (minimum contrast reached with the DR 
system was 2%, reaching about 1% by increasing twice the X-ray dose). 
This is a result of both high detection efficiency and high charge 
collection efficiency of the Gas detector (>90%), and of the low noise of 
the photon counting readout chip. 

3.3 Semiconductor Materials for X-Ray Digital Detectors 

Both elemental and compound room-temperature semiconductors have 
been proposed and used as substrate materials for digital radiography. 
This list includes, among others, Si, CdTe, HgI2, CdZnTe, GaAs, Se, 
PbI2, either in a crystal or amorphous or polycrystal form. However, 
scientific and technological research in this field is mainly concentrated 
on the use or improvement of the X-ray detection performance of 
Si (crystal or amorphous), Se (amorphous), GaAs (bulk and epitaxial), 
Cdl-,Zn,Te (with Zn fraction typically of 10% or 20%), especially for 
digital radiography [ 1 1-24]. 

The main physical properties of these materials for radiation detection 
are listed in Table 3.1. 

Many scientific workshops are dedicated to the study of radiation 
detectors, and the interested reader could refer to their published 
proceedings for details on the characteristics and the performance of 
these semiconductor detector materials (see e.g. [25-271). Here, it is 
important to note that among the main features of detectors for digital 
radiography, there are intrinsic detection efficiency and charge collection 
efficiency (CCE). The first is a result of detector thickness and material’s 
absorption efficiency in the diagnostic energy range, and it determines 
the efficiency parameter vQE. The second (CCE) is the ratio of the 
effective charge collected at the readout electrodes to the expected 
radiation-induced charge produced by a photon depositing all of its 
energy into the detector; it should be close to 1 in order to increase the 
qgen efficiency parameter in Eq. (3.2). So, both parameters are close to 1 
in a high-DQE imaging system. As an example, at zero spatial frequency, 
where 
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a conventional screen-film system has a DQE of about 6% and reaches 
20% at most, but DR systems are able to reach DQE values greater than 
50% [28]. 

Different problems are related to reaching high detection efficiency 
and high CCE in semiconductors like Si, epitaxial or semi-insulating (SI) 
bulk GaAs, or CdZnTe. High-resistivity 300 ym Si substrates are only 
-10% efficient for X-ray detection at about 25 keV (Fig. 3.5), but 200 
ym thick GaAs detectors have almost 100% detection efficiency for 
mammographic energies (below 25-30 keV), and 600 ym GaAs 
detectors are well suited for general radiography in the whole diagnostic 
energy range (Fig. 3.6). 

Table 3.1 : Physical properties of semiconductors for X-ray imaging. 

Material Si a-Si a-Se Cdo.9Zno.lTe GaAs 

Atomic number(s) 

Average atomic number 

Density (g/cm3) 

Bandgap E, (eV) 

Electron lifetime z, (s) 

Hole mobility ph (cm*Ns) 

Hole lifetime Zb (s) 

Ionization energy W 
(eV/e-h pairs) 
Dielectric constant 

Resistivity (SZcm) 

a The exact value depends upon the X-ray energy 
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Both detectors can be pixellated to very small pixel sizes of 50-100 
pm with optimum (Si) or acceptable (SI GaAs) spatial uniformity of 
response over large arrays. CdZnTe detectors are currently produced 
with thickness of a few mm, they have been pixellated down to 50 pm 
[29, 301 and have acceptable uniformity of response over about 1 cm2 
sensitive area. Their high detection efficiency (1-2 mm thickness) [3 11 
makes them ideal to extend the energy range to general radiography and 
to nuclear medicine, in addition to mammography (i.e. a 20-150 keV 
range). 
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Fig. 3.5. Experimental (points) and computed (line) detection efficiency of a silicon 
detector, 300 pm thick. 

Silicon (as p-n junction diodes) and SI GaAs (as Schottky diodes) 
detectors for imaging arrays [32] are normally operated reverse-biased in 
the hole-collection modality, and they are normally irradiated from their 
ohmic side. CdZnTe detectors are operated in photoconductive mode 
with electron collection, since electrons are better transported than holes 
in this material (Table 3.1). For full detection efficiency and high CCE, 
detectors must be biased at full depletion or over-depleted. High- 
resistivity (about lo4 Rcm) Si detectors can be fully depleted at reverse 
bias voltages below 100 V for 300 pm thickness, and in this condition 
they can show a CCE close to 100%. In the case of reverse biased high- 
resistivity (about lo7 Rcm) SI GaAs detectors, it is well known that the 
width of the depletion layer (i.e. the thickness of the region of high 
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electric field that is present in the detector under bias, where drift of the 
radio-induced charge can take place) increases starting from the junction 
side to the ohmic side, at a rate of about 1 pmN [33,34]. 

h 

g 1m 

Detector thickness 

Photon energy (keV) 
Fig. 3.6. Detection efficiency of GaAs, 0.2 mm or 0.6 mm or 1 mm thick (from [35], 
reprinted with permission of Elsevier Science B.V.). 

Experiments [ 161 with short-sided single-pad diodes showed that the 
CCE for SI GaAs detectors is close to 100% only for substrates of 200 
pm thickness or thinner, biased at over 300 V (Fig. 3.3). For 600 pm 
thickness, the CCE of small SI GaAs diodes can reach -80% at 500 V 
bias [35]. Slightly lower performance was observed for similar detectors 
with square pixel sizes greater than 500 pm, even at higher bias voltages 
[36]. In these conditions of high bias voltages, it can be assumed that the 
detector volume is almost fully active, namely, that the region of high 
internal electric field extends almost to the full thickness of the detector, 
so that a saturation value of CCE versus reverse bias, less than loo%, 
can be ascribed to intrinsic material defects, e.g. electron trapping 
centers. On the other hand, for pixellated SI GaAs detectors (200, 300 or 
600 pm thick) it has been found impossible to reach high voltages of 
reverse bias, and hence a fully active detector volume, even with a 200 
pm thickness [37-391. This occurs either because a high bias would 
produce a too large leakage current, or because high bias voltages could 
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produce electrical breakdown in the detector. In other terms, thick 
pixellated SI GaAs detectors have shown sub-optimal charge collection 
efficiency, but also sub-optimal X-ray detection efficiency, since for low 
bias voltage operation the detector is not fully active all over its thickness 
(Fig. 3.4). This situation worsens for detectors irradiated from the ohmic 
side (as in all previous cases referenced to), since in this case the zone of 
reduced or null electric field is located just on the side of the greater X- 
ray attenuation. Moreover, in this situation the lower the photon energy, 
the lower the detection efficiency. These efficiency problems, coupled to 
a certain spatial non-uniformity in pixel response, due to the lack of 
detector homogeneity [40], are still to be filly solved for thick SI GaAs 
pixellated detectors, yet it remains one of the best candidate, with 
CdZnTe, as a room-temperature semiconductor for DR. 
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Fig. 3.7. Charge collection efficiency of semi-insulating GaAs detectors (single pad 
Schottky diodes) as a function of reverse bias voltage, for (a) 200 pm and (b) 600 pm 
thick substrates, irradiated with 60 keV y-rays from a 24'Am source. 

68 



Detectors for Digital Radiography 

Also an important issue for X-ray radiography is radiation damage to 
the detectors and its associated readout electronics. A high efficiency 
detector in digital systems may also shield the downbeam associated 
electronics from the incident radiation, but even with thin silicon 
detector, very high radiation damage to the detector and to the underlying 
readout electronics have been observed only with extremely high flux X- 
ray sources, as with synchrotron radiation [41]. 
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Fig. 3.8. The charge collection efficiency of semi-insulating GaAs detectors (1 mm 
diameter single pad Schottky diode, 1 mm thick) has been probed by irradiating the 
detector on a side with an infrared pulsed laser beam, focused to a 50 pm spot at various 
positions between the ohmic and Schottky contacts. The diode was reverse biased at 300 
or 600 V. Once absorbed, the picosecond light pulse generates a charge transient (e-h 
pairs) that simulates the interaction of an energetic gamma ray. The charge collected at 
the Schottky electrode as a function of the position of the light spot, indicates that there 
exist a fraction of the detector volume on the ohmic side (anode) which is not fully 
active, and that this inactive layer has a thickness which decreases upon increasing the 
bias voltage. The thickness of the active layer is roughly proportional to the bias voltage 
(from [34], reprinted with permission of Elsevier Science B.V.). 

3.4 X-Ray Imaging Technologies 

Research and technological advances in X-ray medical imaging were 
significant in the last two decades, and the field is still very active mainly 
in the medical physicists community, but spin-offs from other fields like 
high energy physics occurred. A (non-exhaustive) list of detector 
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technologies available or under development for radiography systems, 
includes: 

Fluorescent screen + film 
0 X-ray image intensifiers with scintillator layers 

Photo-stimulable storage phosphor imaging plate 
0 Scintillation material (e.g. CsI) + Charge Coupled Devices (CCDs) 

Semiconductor material ( e g  a-Se) + readout matrix array of thin 

0 Phosphors + semiconductor material (e.g. a-Si:H) + TFT flat panels 
0 Build-up metal plate + Semiconductor material ( e g  a-Se) + readout 

0 Scintillation material (e.g. CsI) + storage array of thin film diodes 

2-D microstrip array on semiconductor crystal (e.g. Si, Cd(Zn)Te) 

0 Matrix array of pixels on crystals (e.g. GaAs, CdZnTe) + VLSI 

Multiwire Proportional Counters (MWPCs) [42] 
0 Gas Microstrip Detectors (GMDs) [43] 

Gas Electrons Muliplier (GEM) [44] 
0 X-ray-to-light converter plates (AlGaAs). 

film transistors (TFT) 

matrix array of TFT 

(TFD) + readout array of TFT 

+ integrated front-end and readout 

integrated front-end and readout 

In the next paragraphs, the above list will be detailed in part in order 
to describe some technologies already developed or under development 
for Digital Radiography. 

3.4.1 Photo-stimulable storage phosphor imaging plate 

In conventional screen-film radiography, the (analogue) image sensor is 
also the image display medium. The first commercially successful digital 
X-ray imaging system with significant diagnostic performance, to be 
regarded as a serious digital alternative to general screen-film 
radiography, is a system in which the X-ray image sensor (still analogue) 
is separated by the (digital) X-ray image display medium. Introduced in 
the early ' ~ O S ,  this system allowed the introduction of digital image 
processing and digital archiving in Radiography, coupled to a large 
improvement in image dynamic range resulted eventually in the 
reduction of patient dose. This kind of digital systems, first produced by 

70 



Detectors for Digital Radiography 

Fuji Photo Film Co. in Japan, is now present in the catalogue of many 
manufacturers of X-ray diagnostic devices, and is generally known as 
Computed Radiography (CR). Basic elements of a CR system are: the 
image sensor, here called the imaging plate (IP), which in a way 
analogous to film stores in a latent image the detected X-ray image 
distribution; an image reader, which converts the latent image into an 
analogue signal and then into a digital signal; an image display like a 
digital workstation for processing and viewing the radiographs and an 
image recorder, which allows the users to eventually record the digital 
image onto a film. The principle of detection is the following ([45] and 
references therein) (Fig. 3.9) (a thorough review of Computed 
Radiography technology has been published recently by [46]). 

The IP, a flexible plate of about 1 mm thickness, is coated with 
particular phosphor crystals included in an organic binder. The 
phosphors, made, e.g. from europium-activated barium-fluorohalide 
compounds like BaFCl:Eu, BaFBr:Eu, BaFBi:Eu or BaFI:Eu, show 
quasi-stable energy levels between the valence and conduction bands, 
which can act as effective long-lifetime traps for electrons and holes 
excited into higher energy states by the interaction of X-rays (or 
electrons or U V  light, etc.) with the IP (Fig. 3.10). 

Photostlmulabk Phosphors crystals 
Support 

1 X-rayQuanta 

I Uzht 

Fig. 3.9. Principle of use of an Imaging Plate for X-ray detection. In the exposure phase, 
charge trapping occurs in the fluorescence centers (continuous arrrows); in the reading 
phase, under external excitation with red light, luminescence is produced with relaxation 
to the ground state (dashed arrows) [45]. 
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Fig. 3.10. Energy diagram of IP detector material. The dashed path refers to the optical 
stimulation phase. 

As a consequence, when interaction occurs during exposure, charge 
carriers occupy these traps in an amount locally proportional to the X-ray 
energy deposited at the incident position in the plate. This produces the 
spatial distribution of X-ray photon fluence to be stored temporarily in 
the surface of the IP, forming a sort of "latent" image. In order to 
"develop" this image, energy is required to produce the detrapping of 
these charge carriers. This is done optically by generating free carriers in 
the storage phosphor material, that recombine with the trapping centers 
and produce emission of visible photons. In fact, the phosphor crystals in 
the IP, whose dimensions are about 8 pm, are photo-stimulable, in that 
when stimulated by long-wavelength visible or infrared radiation they 
emit short-wavelength luminescence radiation (via electronic relaxation 
to ground energy state), whose intensity corresponds to the amount of X- 
ray energy absorbed (this effect is known as photo-stimulable 
luminescence, PSL) (Fig. 3.9). This effect is used in the read-out of the 
IP: after exposure of the plate to the X-rays, it is raster scanned with a 
red laser beam (e.g. 633 nm radiation from a low-power helium-neon 
laser) and the corresponding PSL is collected and directed to a 
photomultiplier tube (PMT). 

The PSL intensity is proportional to absorbed dose of X-rays in the 
IP: hence, a detector for X-ray imaging can be made (Fig. 3.11). The 
analogue electric signal from the PMT is then converted to digital (via 
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digitalization at 10 bits resolution) and recorded as a function of the 
scanning position on the IP, and a digital image matrix is produced, 
which is processed by the digital image processor and is available for 
display and for recording on film via optical methods. 
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Fig. 3.11. Detection efficiency of IP detector material. 

In principle, the read-out process is destructive, i.e. once the latent 
image has been formed in the IP and then processed by the IP image 
reader, the information is cancelled and the latent image destroyed. In 
order to re-use the same IP, the residual energy eventually stored in it 
must be cancelled: this is done by a flood exposure of the plate with 
intense light, that "erases" the IP. Erased IPS can be used repeatedly up to 
hundred times. The IP comes in a cassette unit similar to screen-film 
combinations, which gives compatibility with existing X-ray equipment. 

The phosphor optical stimulation spectrum and the corresponding 
PSL spectrum depend on the specific barium-fluorohalide compound 
used in the fabrication of the IP. The optical stimulus for optimum 
response corresponds to visible wavelengths roughly in the range 500- 
700 nm, whereas output luminescence spectra are centered at about 
400 nm (Fig. 3.12). 
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Fig. 3.12. Optical absorption and emission spectra of IP detector material. 

Time (p s) 

Fig. 3.13. Temporal response of light emission of IP detector material. 

Optical response times also vary between 0.6-7.0 ps (Fig. 3.13). This 
allows for a complete 35 x 43 cm2 IP cassette for chest radiography to be 
read in a time as short as 90 s, and about 40 s are necessary to read, 
process and view a 18 x 24 cm2 IP in a mammographic CR unit (Fig. 
3.14). Finally, multiple-input CR cassette loading system allow increased 
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read-out productivity of the order of 100 IPh. The spatial resolution of 
the CR imaging system is determined by the choice of many factors like 
dimension of the read-out light spot (pixel sampling), read-out velocity, 
dimension of the image matrix, but ultimately it is limited by the optical 
diffusion inside the phosphor plate of the probe beam and of the 
luminescence light. 

Fig. 3.14. A Fuji FCR5000R-E IP-based mammography system, showing the IP cassette 
in the foreground and the IP reader on the left. 

This diffusion determines a lateral spread of the collected light in the IP 
reading process, which depends on the thickness of the phosphor plate. 
Optical read-out velocity and spatial resolution also depend on the power 
of the read-out laser beam. Improvements in this IP technology points 
toward new wavelengths of more powerful diode lasers, increased 
storage time of latent images through changes of phosphor grains 
chemical composition and increased phosphor grains density for 
increased detector uniformity and SNR [47]. Research on new 
photostimulable phosphor materials for digital radiography is still active 
[48]: here, the main problem is in finding suitable substitutes for the 
BaFBr:Eu-like phosphors of commercially available systems, which are 
affected by fading with time of the latent X-ray image. The dynamic 
range of a CR system is as large as 4 decades, i.e. relative exposure 
variations as high as lo4: 1 can be accommodated (Fig. 3.15). 
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Digital image processing is an important phase of image presentation 
in a CR unit. The most critical algorithms are related to the conversion of 
the pixel value to a gray level for image viewing. In fact, given the 
limitations in dynamic range of the display media and of the human eye, 
the relationship between input pixel value and output gray level is not 
linear but S-shaped (Fig. 3.16). 

Fig. 3.15. Dynamic range of an IP (from [45]). 
conipresston expansion compression 
I- 1 -  
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Fig. 3.16. Gradation curves of a CR system (from [47], reprinted with permission of 
Elsevier Science B.V.). 
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Image manipulation requires suitable algorithms to control the 
contrast (gradient) and gray level range (offset) of the display conversion 
function (so-called gradation curves). Other processing like dynamic 
range compression and edge enhancement are also available in the digital 
presentation and interpretation phase at the digital workstation. 

The spatial resolution and image matrix size depend on the type of X- 
ray examination. For mammography, the read-out sampling frequency 
can be 5-10 pixeldmm, which implies a limiting spatial resolution of 
5 lp/mm. Digital image size is then close to 1800x2400 pixels (for a 
18x24 cm2 field) or to 2400x3000 (for a 24x30 field). 

10 pixeVmm 

Spatial frequency (lp/'mm) 

Fig. 3.17. Detective Quantum Efficiency of Imaging Plate in a FCR9000N 
mammographic CR unit by Fuji Medical Systems, versus spatial frequency. Reading of 
the IP was performed at two sampling frequency, 5 and 10 pixel/mm. Exposure was 1 
mR (from [47], reprinted with permission of Elsevier Science B.V.). 

Fig. 3.17 shows the DQEV) of an IP used in a mammographic CR 
unit. It can be seen that the maximum DQE is above 20% and that at 
2 lp/mm, the DQE can be as high as 10% (10 pixel/mm sampling). While 
only slight differences exist between the DQEV) response of different 
types of IP, their DQE values are only slightly higher than that of 
intensifying screen-film detectors (Fig. 3.18). This translates into a 
reportedly equal dose efficiency of Computed Radiography and of 
conventional film-based systems. The great advantage of the extremely 
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high (linear) dynamic range of IP detectors-which eliminates possible 
under- or over-exposures of radiographic image-is counterbalanced by 
their lower spatial resolution, so that it is generally judged that the over- 
all clinical image quality of photostimulable storage phosphor screens is 
essentially equivalent to that reachable with well-exposed, high-quality, 
film-based systems, for general radiography. Nevertheless, the high 
throughput, the avoidance of films and chemicals and development 
procedures, are considered commercial assets of Computed Radiography 
systems for large Radiology Departments. Nowadays, it is evaluated that 
about 7500 CR systems are in use worldwide. 
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Fig. 3.18. Detective Quantum Efficiency of a Fuji storage phosphor Imaging Plate and of 
a combination intensifying screedfilm, versus spatial frequency (from [49], reprinted 
with permission of Nuclear Technology Publishing). 

3.4.2 Scintillators/phosphors + semiconductor material (e.g. a-Si:H) + 
TFT flat panels. 

Hydrogenated amorphous silicon (a-Si:H) has been evaluated, in the past 
two decades, as a possible semiconductor material for large area 
radiation detectors in digital radiography. Due to the low efficiency for 
absorption of diagnostic X-ray photons-as a result of both reduced 
detector thickness (of the order of microns) and low interaction 
probability in the low Z semiconductor-amorphous silicon imaging 
detectors are normally coupled directly to a scintillator or phosphor 
layer. X-ray photon interaction occurs in the front scintillator layer which 
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covers the detector surface; the underlying a-Si:H detector layer, which 
is sensitive to the light emitted by the scintillator, is organised in the 
form of a matrix array of photodiodes which convert this optical signal 
from the scintillator into an electrical signal. In this way, a digital 
radiographic system can be produced, in which an indirect detection of 
X-rays in a semiconductor material occurs. The technical distinction 
between direct X-ray imaging systems-where the X-rays convert in the 
detector-and indirect X-ray imaging systems-where the X-rays are 
first converted to optical photons which are then detected-reflects into 
peculiar characteristics of either type of imaging systems (Fig. 3.19). In 
fact, the higher detection efficiency expected for indirect detection 
systems with respect to direct systems, is counterbalanced by the loss of 
spatial resolution introduced by lateral spread of the light in the 
scintillator or phosphor layer due to light scattering. 
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Fig. 3.19. Comparison of different detection technologies in X-ray imaging [50].  

Since this spread-measured at the back side of the scintillator, which is 
in contact with the detection matrix-increases with increasing thickness 
of the scintillator layer, it is seen that good spatial resolution requires 
thin converter layers, but a thick layer is required for high X-ray 
detection efficiency. Both conflicting requirements, anyway, point 
toward having scintillators with high intrinsic detection efficiency, in 
addition to high light yield. 
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Typical optical converters used in combination with a-Si:H based 
systems, are gadolinium oxysulfides (e.g. Gd202S:Tb) phosphors or 
thallium-doped cesium iodide (CsI(T1)) scintillator. For a given readout 
scheme (e.g. flat panel technology), both direct and indirect detection 
modalities can be implemented (Fig. 3.20). The complete scheme of an 
amorphous silicon indirect digital radiography system (using Gd202S) 
with flat panel readout technology is shown in Fig. 3.21. With 
amorphous silicon as a semiconductor detector material, large matrices 
(e.g. 3000x3000 pixels) of single photodiodes can be produced, to be 
covered with a scintillator layer over a total area as large as 43x43 cm2, 
which allows full field DR. 

Fig. 3.20. Detector schematics of direct (a, c) and indirect (b, d) digital radiography 
systems (flat panel radout technology), using: a) single semiconductor diodes or c) 
photoconductor layer; b) phosphor or d) scintillator converter layer [5  11. 

Each image pixel is represented by the single photodiode layout cell, 
with a pixel side as small as 140-160 pm. However, electronic read-out 
of these large matrices at such pixel pitch in a conveniently short time, 
with detector and readout electronics on the same substrate in a 
monolithic device, is a major difficulty. Advances in flat panel display 
technologies for electronic read-out of large area active matrix arrays in 
liquid crystal displays-promoted by military and consumer industry- 
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provided the key technology for the read-out of detection arrays in 
amorphous silicon based digital radiography systems. 

Flat panels use arrays of thin film transistors (TFT), each coupled to a 
thin (E pm) a-Si:H sensor, obtained by vapour deposition and suitably 
structured using standard photolithographic methods. This produces a- 
Si:H pixel detectors with low efficiency for X-rays but highly sensitive 
to visible light. The entire matrix is then coated with the thick (~400-  
500 pm) phosphor or scintillator layer-whose emission corresponds to 
green light-in order to increase overall detection efficiency for 
diagnostic X-rays. This type of detector can be used in a variety of 
diagnostic imaging procedures like general radiography, mammography, 
fluoroscopy. 

Visible light or X-ray 
illumination 

Contact or projection 
imaging 

Gd 2 0 2 S  Phosphor layer 
(for X-ray conversion) 

Host 
PC m 4  

Amplifier 
I If0 via 

m P CI 

Fig. 3.21. Digital radiography with a-Si:H detector material and flat panel TFT readout 
technology [52]. 

Figure 3.22 shows the schematic diagram of the single pixel circuit in 
the matrix array of an amorphous silicon detector with flat panel readout 
technology. The sensor comprises a reverse-biased p+-i-n+ diode, which 
produces-during the acquisition time-a photocurrent whose intensity 
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is proportional to the flux of (fluorescence) light emitted by the coupled 
phosphor layer. This current produces, during the X-ray exposure, the 
accumulation of a negative charge -SQ on a sensor capacitance, normally 
fully charged at Q before acquisition via connection to the bias voltage. 
After exposure, a charge Q-SQ is present on this capacitor, which is then 
discharged and the output electrical signal +SQ is read (Fig. 3.23). 

I Bias voltage IJ Illumination 

Sensor 

line 
L 

Data line 

Fig. 3.22. Scheme for the electronic circuit of a single diode cell in an amorphous silicon 
based detector with Thin Film Transistor (TFT) electronic readout [52]. 

k 

Fig. 3.23. Inizialization, acquisition and readout phases in a a:Si:H diode [53].  

When the enable signal is sent to this pixel via the gate line, this 
electrical signal is then sent to the data line for external readout. The 
entire array is read line by line in sequence via multiplexer, after the 
acquisition period, by the readout electronic circuitry. Analog-to-digital 
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converters provide the digitization of the electrical signal that produce 
the final digital image matrix. The dead area in the pixel cell, due to the 
presence of the transistor switch, can be reduced with suitable cell 
layout, producing a pixelfillfactor close to unity (Fig. 3.24). 

The complete structure of a flat panel indirect-radiography digital 
detector is shown in Fig. 3.25.The TFT technology for readout of 
pixellated a-Si based devices is still in progress, and custom integrated 
circuits are being designed for the peculiar task required for the 
sequential readout of large, high-density matrix arrays [54]. In particular, 
the row by row readout sequence and the intrinsic parasitic capacitance 
and high resistance of the transistors, in addition to the requirement of 
reducing input noise, may limit the time response of flat panel imagers. 
When coated with a-Si, they have shown a long readout period of a few 
seconds, which is not a problem in one-shot radiography, but prevents 
high frame rate acquisitions for cine-radiography. 

Standard Pixel Design 
rsi - - 

Fig. 3.24. Detailed cell layout of an indirect digital radiography system using TFT 
readout. In the standard pixel design (upper row) the ratio of the sensor area to the 
phosphor layer (fill factor) is very limited, thus reducing the total sensitive area. With 
improved pixel design (bottom row) the fill factor can be increased and reaches values 
close to 100%. The arrow indicates a single pixel in the matrix array of TFTs [ 5 2 ] .  

Figure 3.26 shows two commercial types of radiographic "digital 
cassettes", based on a-Si detector + CsI(T1) coating. These cassettes 
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(commercially available by many industrial groups) are also intended to 
replace the analog film cassette in existing radiographic units, which can 
be upgraded with only digital detector readout technology. 

X-rays 

Fig. 3.25 .  Structure of a flat panel detector based on amorphous silicon technology [ 5 3 ] .  

sensor plate 

Fig. 3.26.  Digital radiography "cassette" containing the amorphous silicon based detector 
and associated readout electronics. Left: detector assembly structure [ 5 5 ] ;  Right: a 
commercial system from Trixell [ 5 3 ] .  
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Fig. 3.27. Modulation Transfer Function of 64-pm-pitch amorphous silicon 
detector array. Left: a-Si detector exposed to green light. Right: a-Si detector 
array coated with either of two different types of scintillator layers and exposed 
to X-rays; the ''fast" scintillator layer has a greater thickness than the "fine" layer 
and determines a worser resolution [52]. 

Cd(T1) 

a-Si:H 
* . I  - .._. . r 3 

4 10 pm 

Fig. 3.28. (Zejl) "Needle" structure of the scintillator layer in high resolution 
amorphous silicon radiography. (right) Lightguide mechanism in CsI(T1) 
needles [53]. 

The limiting spatial resolution of a scintillator coated detector 
depends on the spread of the scintillation light in the coating, which is a 
function of its thickness and of its optical scattering properties (Fig. 
3.27). Increasing the phosphor thickness improves detection efficiency 
but worsens the spatial resolution, with respect to thinner coating layers. 
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In order to improve the resolving power, in commercial a-Si systems 
coated with thallium activated CsI scintillator, a particular process for 
deposition of the coating layer has been adopted, by which CsI appears 
in the form of thin "needles" of about 10 pm diameter and half a 
millimeter length (Fig 3-28). 
This structure allows for a sort of light guiding in the needles, that 
contribute to limit the lateral spread of the scintillation light. The 
resulting spatial resolution increases significantly with the smaller 
diameter of the needles, as shown in Fig. 3.29. 

Fig. 3.29. Modulation Transfer Function of CsI(TI) scintillator for various diameters of 
the "needles" [53]. 

Amorphous Silicon (aSi) 
Photodiode Matrix 

Read-Out /r\ I 

Fig. 3.30. Structure of the flat panel CsI-coated a-Si detector fabricated by General 
Electric for a full-field digital mammography system. The pixel size is 87 pm arranged at 
a pitch of 100 pm (from [56] ,  reproduced with permission of Elsevier Science B.V.). 
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Fig. 3.31. Detective quantum efficiency plot of the General Electric full-field digital 
mammography system, compared with a screen-film detector (from [56], reproduced 
with permission of Elsevier Science B.V.). 

Fig. 3.32. General Electric Medical System's Senograph 2000D digital mammography 
unit using CsI(T1) and a-Si:H with flat panel readout technology (100 pm 
pitch,1929x2304 pixels, 14 bits dynamic range). 

This technology has been pushed up to provide needles 5-pm in 
diameter, for digital mammography, which requires a higher spatial 
resolution with smaller-size pixels. For example, in the Senograph full 
field digital mammography system by General Electric, a CsI-coated a-Si 
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detector with 100 pm pitch (and flat panel readout) has been used (Fig. 
3.30), which provides high DQE values (Fig. 3.31). This system has a 
19x23 cm field of view, at 14 bitdpixel. 

Few digital mammography systems based on scintillator coated a-Si 
flat panels have been developed due to the more stringent requirements 
of full field mammography (Fig. 3.32), but this type of imagers have 
shown satisfactory radiographic performance in general radiography 
(Fig. 3.33) [56, 571. 

Fig. 3.33. Clinical X-ray images showing the potential of commercial a-Si indirect 
Digital Radiography system (Images from Evergreen Hospital Medical Center, Kirkland, 
WA, USA) [55]. Top row: chest side, arm, abdomen; bottom row: chest, hand, head, 
knee. 

This flat panel technology is already in a mature state for replacing 
screen-film in conventional X-ray unit, however, clinical reports does not 
seem indicate a definitely better image quality with respect to 
conventional radiography. It is the author's opinion that true reduction in 
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X-ray dose and improved contrast expected with digital radiography will 
be provided only by single photon counting detectors, which are 
unfortunately only at an experimental stage of development. 

Preliminary data regarding this point may come from measurements 
made by the University of Pisa's medical physics group [28]. By 
comparing the (pre)sampling MTF and DQE of five radiographic 
detectors (a radiographic screen-film system, a mammographic screen- 
film system, a digital image intensifier, an a-Si + CsI + TFT system, a 
GaAs detector with single photon counting), they found that the photon 
counting system has always the best response up to the maximum 
measured frequency of 3.0-3.5 lp/mm (Fig. 3.34). In particular, for the 
single photon counting detector, it is remarkable to observe a DQE 
higher than 50%, at spatial frequencies lower than 2.5 lp/mm. These 
authors also showed that the response of this last digital system (curves E 
in Fig. 3.34) is practically limited by the pixel aperture function given by 
sinc(av), where a = 170 pm is the detector's pixel size in their case. This 
is an indication of the noise limited perfonnance of this single photon 
counting system. 

Fig. 3.34. Modulation transfer function (left) and detective quantum efficiency (right) of 
five different radiographic systems (E: Medipix 1 photon counting system bump-bonded 
to a GaAs detector; A: conventional screen-film system for general radiography; B: 
conventional mammographic screen-film system; C: X-ray digital image intensifier; D: a 
scintillator and amorphous silicon flat panel imager) (from [28], reproduced with 
permission of Elsevier Science B.V.). 
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3.4.3 Semiconductor material (eg. a-Se) + readout matrix array of thin 
film transistors (TFT) 

The digital imaging systems described in Section 4.2 employ indirect 
detection of radiation, in addition to flat panel readout technology. In 
digital radiography system based on direct detection of radiation, X-ray 
photons interact directly in a semiconductor substrate which is coated via 
evaporation on a thin-film-transistor 2D array. Here, incident X-rays 
generate electron-hole pairs in the substrate layer under a bias voltage 
applied across the detector structure; charges are collected by the pixel 
electrodes which are then sequentially read out, one row at a time, by 
customized electronics within the array, e.g. the TFTs array of an active 
matrix (Fig. 3.35). 

Amorphous selenium (a-Se) has been used for direct conversion of X- 
rays in digital radiography systems [58],  due to its high atomic number 
and density and its high resistivity (Table l), and to its capability to be 
uniformly evaporated over the TFT array in thick layers. Amorphous 
selenium has been long studied in the past for xeroradiography, and it is 
finding applications also in portal imaging devices with megavoltage X- 
rays, where it is bonded directly to a metal plate used as a radiation 
converter [ 591. 

X-ray top bias 
electrode 

Photoconductor 

TFT pixel eleztrode 

Fig. 3.35. (Zep) Cross-sectional view of one pixel in an direct digital radiography system 
using a-Se and active matrix readout. (right) Schematic view of the TFT array (from [60]; 
[61], reproduced with permission of IOP Publishing Ltd). 

Amorphous selenium can be evaporated up to a thickness of hundreds 
of micrometers; approximately, 50% detection efficiency for 50 keV 
beams is obtained with 360 pm of a-Se. When biased at 10 V/pm, its pair 
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creation energy W = 50 eV determines an average of 1000 electron-hole 
pairs per single 50 keV photon, a charge to be compared with the 
corresponding value of about 14000 electron-hole pairs for silicon, or 
12000 for GaAs. At 20 keV X-ray energy, the reduced amount of about 
400-500 charge pairs would be created: a-Se based X-ray imaging 
systems are less suited for mammography and for single photon counting 
applications. 

The use of indirect-conversion systems, mainly based on amorphous 
silicon coated with a CsI scintillation layer, seems to be favored by an 
increasing number of manufacturers of digital radiography units; 
however, the direct radiography systems may show a number of 
significant advantages, related to the intrinsically higher spatial 
resolution determined by the absence of the scintillator layer. The study 
of thick (20-50 pm) hydrogenated amorphous silicon layers in direct 
conversion detectors began in the '80s after initial work on 2-15 pm 
layers [62] for direct detection of charged particles, and research is still 
active [63] in the field of nuclear radiation detectors. On the industrial 
side, amorphous selenium technology for direct-conversion digital 
radiography system seems to be the choice. Such a system was 
announced by Direct Radiography Corp. (formerly Sterling Diagnostic 
Imaging, now a subsidiary of Hologic Inc.) in 1999. 

Fig. 3.36. The DirectRayB detector from Direct Radiography Corp. (now a subsidiary of 
Hologic Inc.). Its a 35x43 cm2 unit employing a-Se and TFT readout technology. Both 
the (encapsulated) detector panel and the controller logic are visible [50]. 
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Frequency (Ip/mm) 

Fig. 3.37. Presampling MTF of the Direct Radiography COT. a-Se based detector for 
direct digital radiography, compared with screen-film technology [50]. 

A 

a 

Fig. 3.38. Comparison of radiographies of the same human hand taken at equal dose with 
screen-film technology (k@) and Direct Radiography Corp.'s DirectRay@ technology 
(right), compared specifically in four points indicated by the arrows, may reveal the 
comparable or better overall image quality of this a-Se based detector [50]. 

Figure 3.36 shows the commercial prototype of the Direct 
Radiography Corp. a-Se + TFT readout cassette for direct digital 
radiography [50]. The first a-Se flat panel X-ray imager announced 
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commercially has full field capability for general radiography (35x43 
cm2 active area), with a 139 pm detector element pitch (fill factor 86%) 
and 14-bits dynamic range. With a 3.6 Ip/mm detector Nyquist 
frequency, it features a presampling MTF greater than 0.55 at 2.9 lp/mm 
(Fig. 3.37). According to the manufacturer, the quality of the 
radiographic images produced by this detector is comparable or better 
than the one obtainable with screen-film systems (Fig. 3.38). The 
industrial production of flat-panel imaging detectors with high 
uniformity of response over large areas (e.g. 43x43 cm2), a small pixel 
pitch and with low background noise is a major technological challenge. 
As a consequence, the potential for dose reduction of X-ray digital 
detectors vs. conventional radiography remains partly unexploited with 
these systems, which require essentially the same X-ray exposure to 
provide high-quality radiographs as with screen-film systems, yet 
producing readily-available digital images well-exposed in any condition 
due to their higher dynamic range. 

3.4.4 Scintillation material (e.g. CsQ + CCD 

Digital radiography requires large sensitive areas, fiom at least 18x24 
cm2 for full field mammography up to 43x43 cm2 for chest radiography 
(with the exception of intraoral dental radiography, with an approximate 
format of 2x3 cm2). Large area detectors can be obtained with the a-Si:H 
or a-Se photoconductors and flat panel readout technology, but small 
area high resolution detectors based on scintillator coated Charge 
Coupled Devices (CCD) can also be employed advantageously, in 
special applications like stereotactic mammography or in full field 
mammography using a scanning mechanism. CCD devices coated with 
CsI(T1) scintillator may offer high spatial resolution (up to 15-20 
lp/mm), also due to the availability of pixel sizes as low as 27 pm. The 
OPDIMA sensor commercialized by Siemens for high-resolution 
stereotactic digital mammography comprises a 9x5 cm2 CCD with 30 
million pixels, coupled to a CsI layer, for a limiting resolution of 
20 lp/mm [64]. 
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Fig. 3.39. (Zej?) Scanning head with X-ray tube, collimator and motor drive, of the 
SenoScanB slot-scan full field digital mammography system (right), employing CsI- 
coated CCD detector (from [65],  reproduced with permission of Elsevier Science B.V.). 

0 2 4 6 8 1 0 1 2  0 4 8 12 16 
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Fig. 3.40. (left> MTF of the Csl screen used in the SenoScanB slot-scan digital 
mammography system. (right) MTF in the (transverse) slot direction, for 27 pm pixel size 
or equivalent 54 pm pixel (fiom [65],  reproduced with permission of Elsevier Science 
B.V.). 

Each CCD module has a sensitive area covering 2048x400 pixels of size 
27x27pm2, for a total detector area of about 1x23 cm2. The dynamic 
range of the ADC is 12 bit (4096 gray levels). This detector module is 
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scanned continuously sideways to the chest wall; a thin linear beam is 
used that covers the detector area, obtained by a collimator in front of a 
transversely mounted X-ray tube (Fig. 3.39). The effective exposure time 
for the 1 x22 cm2 linear detector is 0.2 s, for a total full-field scan time of 
6 s. In order to have a smoothed-operation, in continuously scanning slot 
detector design, the CCD is read out with the Time-Delayed Integration 
(TDI) mode, which makes use of a buffering shift register to read the 
charge accumulated in each detector column just before the detector 
steps to the next scanning position. As for the resolution properties, the 
MTFs in the scan and slot (transverse) directions depend on the pixel 
aperture chosen (27 pm or 54 pm) and the MTF of the scintillator, in 
addition to the influence of the scanning mechanism. The MTF in the 
slot direction shows response up to 15 lp/mm (Fig. 3.40). 

X 

Fig. 3.41. (Top) Linear array of fiber optics connecting the converting phosphor layer to 
the readout CCD in a scanning X-ray imaging device (from [61], reproduced with 
permisison of IOP Publishing Ltd.). (Bottom) Mosaic of four tapered fiber optics in a 
phosphor+CCD 2-D radiography system. 
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In addition to these linear modules, matrix modules of tapered fiber 
optics can also be used to connect optically the phosphor layer to the 
readout CCD in a mosaic of identical X-ray imaging units [61] (Fig. 
3.41). An alternative to the use of scintillator converter layers with CCD 
has been proposed recently [66], in which a GaAs-substrate CCD for 
low-energy X-ray detection in the so-called Resistive Gate CCD 
structure provides both X-ray detection efficiency and readout 
capabilities. 

3.4.5 2 0  microstrip array on semiconductor crystal + integrated front- 
end and readout 

Microstrip detectors [67-741 use a semiconductor substrate (e.g. Si, 
CdTe, CdZnTe, GaAs, HgI2) on which there are segmented electrodes in 
the form of thin (e.g, 10 pm) long (e.g. 5-8 cm) metal contacts. These 
strips act as charge collecting electrodes for the underlying detector 
structures. These structures can be strip p-n junctions or Schottky barrier 
strip diodes, in the case of high-resistivity Si or GaAs substrates, 
respectively (Fig. 3.42). 

Junction side 

Al 
Ohmic side 

Fig. 3.42. Schematic drawing of a double-side silicon microstrip detectors, showing 
principle-of-operation of the device for 2D photon counting. On a (Junction) side a high- 
resistivity n-type silicon substrate p+ strip are implanted to form a series of parallel 
junctions; n+ parallel strips are implanted on the back (Ohmic) side, orthogonally to the 
other set of strips. In addition to the protective oxide layer in the interstrip zone, an 
aluminium contact is deposited on the strips for electrical connection to the readout 
circuit. Present technologies for fabrication of this type of detectors may introduce some 
changes to this layout. 
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For Cd(Zn)Te, ohmic contacts as well as metal-semiconductor 
barriers can be realized on either or both detector sides. In very 
schematic and simple terms, their principle of operation is the following. 
For the realisation of a 1D detector, only one side of the detector 
(Junction side) is equipped with n parallel microstrips, and the opposite 
side is covered with a uniform contact. Under external bias, radio- 
induced charges (electrons and holes) drift toward their respective 
collecting electrode, and on the Junction side, single-polarity charge is 
collected only in few adjacent strips. This gives the 1D position 
information of the coordinate of photon interaction. In 2D (double side) 
microstrip detectors, the back (Ohmic) contact is also equipped with rn 
parallel microstrips, but orthogonal to the n microstrips on the junction 
side. The Ohmic microstrips collect single-polarity charge carriers 
(electrons, in the case of reverse-biased microstrip detectors) and provide 
a 1D position information, too. The charge drift motion lasts a few ns, 
usually. By analysing the temporal coincidence of signals on the Junction 
and Ohmic side, the coordinate on one side (3 can be coupled 
(electronically or via software) with the orthogonal coordinate (Y) on the 
other side, giving a hit count in the projected (X,Y) coordinates of the 
photon interaction points. This allows one to reconstruct the number of 
interacting photons in each "pixel" of the n x m image matrix. In the case 
of charge sharing between adjacent microstrips, which produces above- 
threshold signals in (a couple of) close strips, the derivation of a center- 
of-charge allows the spatial resolution to increase beyond the limit 
intrinsically given by the strip pitch. 

2D microstrip detectors require only n + m front-end electronics 
channels, each connected to a single strip, for signal handling, but for 
many (e.g. n = 5 12) channels, a front-end Application-Specific Integrated 
Circuit (ASIC) is used for readout. Typically, such ASICs have 64 or 128 
channels, and a few of them are enough to cope with the readout needs of 
large microstrip detectors [75-791. Normally these same front-end 
circuits, or their associated digital chips, only allow for the retrieval of 
the number of photon "hits" per channel, rather than the pulse-height 
information. In other terms, in order to reduce the complexity of the 
electronics readout, information is lost on the energy released by the 
interacting X-ray into the detector. This prevents the possibility to 
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discriminate electronically, at least in part, the difference between 
primary and (Compton) scattered photons in the beam incident onto the 
detector. 

It is well known that the main problem for this acquisition modality 
with high count rate applications, like in X-ray radiography-which may 
require the processing of as many as 104-105 photons/m2-is in the 
timing performance in the preamplifier and in the coincidence circuitry. 
If the timing resolution in the coincidence between X and Y strip signals 
is larger than the minimum time interval between the (X1,Yl) and (X2,Y2) 
signals produced by two interacting photons in the detector volume, then 
a hit could be registered both in the right positions (X1,Yl) and (X2,Y2), 
and in the two wrong locations (X1,Y2) and (X2,YJ (a "double count"). 
Since the minimum arrival time of two photons on a given detector area 
depends on the incident X-ray photon fluence rate on the detector (e.g. 
lo4 photons/mm2/s), and on the total sensitive area, it is seen that this 
"double count'' problem poses a limit on both the maximum sensitive 
area and on the fast timing requirements of the front-end and coincidence 
circuits. A number of different approaches have been reported for 
handling these electronics requirements, both via hardware in list-mode 
or frame-mode, and via software [71,72,80-881. 

Superficially, in list-mode the data streams from the X- and Y-strips 
are separately time-coded and stored during acquisition, and recovery of 
coincidence events is carried out after the X-ray exposure. In frame- 
mode, on-line coincidence between X- and Y-signals is performed and 
interaction events, in the form of (X,Y) coordinate pairs, are stored and 
counted. 

Microstrip detectors can be realized on a variety of room-temperature 
semiconductor substrates, but major scientific and industrial efforts have 
been devoted to imaging systems based on silicon detectors, using a 
substrate thickness going from 0.3 mm to 0.6 mm. Given the low 
intrinsic detection efficiency of these Si detectors in the diagnostic 
energy range (Fig. 3.5), this restricts their possible use only to 
mammographic energies around 20 keV. Test images of mammographic 
phantoms or small animals have been shown with prototype 2D 
microstrip detectors (Fig. 3.43, Fig. 3.44). 
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Fig. 3.43. Pseudo-color coded microradiography of part of the spine of a quayle. Four 
vertebrae are visible. Image obtained with 2D microstrip silicon detector with a strip 
pitch of 100 pm. Dimensions are about 10x3 mm2. 

Fig. 3.44. (left) A 3x3 mm2 raw image at 60 keV of a mammographic phantom 
containing a 500 ym microcalcification, obtained with a prototype double-sided 
Si microstrip detector with 100 ym pitch. The color intensity is proportional to 
the pixel counts of the single photon counting system. (Right) After digital 
image processing, the detail is clearly visible (top right). 

Though a revival of interest has been shown in recent years on this 
microstrip detector technology for digital radiographic applications- 
which for all the above-mentioned limitations could likely be limited to 
small-field mammography (e.g. like in stereotactic mammography during 
breast b iopsy t i t  is evident that the co-occurrence of such heavy 
requirements as high detection efficiency, large sensitive area (e.g. 
18x24 cm2), high spatial resolution (e.g. 0.1 mm in mammography), high 
count rate (=lo6 cm-2s-'), imposes such a formidable set of technological 
challenges that cannot be solved by the state-of-the-art semiconductor 
microstrip detector technology, for digital radiography applications. 
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It is worth noting that, by releasing strongly some of the above 
requirements, useful imaging systems have been assembled with this 
microstrip technology. For example, in an application like 
autoradiography in which beta radiomarkers with activity in the order of 
some 10-2-103 Bq are used to label biological material, small area 
systems have been first demonstrated [89] and then produced 
commercially (IDE), with a sensitive area of several cm2, which show 
real-time imaging capabilities. Analogously, silicon microstrip detectors 
can be used in nuclear medicine applications, e.g. as detectors in compact 
probes for beta and gamma radioguided surgery, a relatively low coun 
rate application. 

3.4.6 Matrix array ofpixels on crystals + VLSI integrated front-end 
and readout 

The microstrip detectors described in the previous Section are a form of 
so-called hybrid detectors, in which the semiconductor detector substrate 
can be physically separated from the front-end electronics (usually 
fabricated on a low-resistivity silicon substrate). Semiconductors used, at 
room temperature, for such hybrid detectors are Si, CdTe, GaAs, HgI2, 
CdZnTe. The structure of a detector hybrid-the radiation detector 
coupled to its associated readout electronics-is the alternative to the 
structure of a monolithic detector, where, on the same substrate, both the 
detector and the integrated readout electronics are present. Principal 
motivation for hybrid detector structures is that the physical separation of 
the detector and read-out electronics permits the optimization of the 
detector's response on one side, and of the integrated electronics, on the 
other side. For example, a silicon CCD detector is a monolithic device 
with high spatial resolution and low noise, but totally inefficient for 
direct detection of X-rays; on the other hand, monolithic devices on high 
Z, efficient semiconductor substrates have been proposed [90, 661. These 
microelectronic circuits for hybrid sensors are designed for the analog, or 
analog and digital, processing of the detector signals. Also in this case, 
these circuits can implement either a photon counting acquisition 
modality, or a charge integration scheme for readout. The charge signals 
are produced by interaction of the incident photons directly in the 
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semiconductor detector. The readout electronics is usually implemented 
in the silicon CMOS technology. 

The hybrid technology can be thought of as including both classes of 
pixel detectors and microstrip detectors. In a pixel detector, an nxrn 
matrix array of single pixels is designed as metal contact pads on one 
detector surface; to these pads correspond either an underlying diode (p- 
n junction or metal-semiconductor Schottky junction) or a pure ohmic 
contact. On the opposite detector surface, a uniform back contact is 
realised, usually as a large ohmic contact. In the usual reverse-biased 
modality, all pixels on the junction side are connected to a lower 
electrical potential with respect to the ohmic side, and this situation can 
in principle reconstruct the ideal configuration of nxm separated diodes, 
under the same reverse bias (Fig. 3.45). 

pitch - bop view 
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Fig. 3.45. Scheme of a reverse-biased semiconductor pixel detector. When hybridized 
with a read-out microelectronic circuit, photon irradiation occurs from the ohmic side and 
charge collection is from the pixel side. 

In addition to GaAs, also Si, CdTe and CdZnTe have been used as 
substrate materials for hybrid pixel detectors, in the form of 
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photoconductors with ohmic response or junction diodes. The structure 
of a hybrid pixel detector is shown in Fig. 3.46 [91]. Here, a GaAs pixel 
detector consisting of a matrix array of Shottky diodes and a uniform 
back ohmic contact, is connected to the underlying readout chip. 

In this flip-chip technique, an ad hoc ASIC VLSI circuit must be 
designed for the readout of each specific pixel detector type. This ASIC 
readout chip has a matrix structure of single microelectronic cells, 
dimensionally analogous to the matrix (usually square) array of detector 
pixel to which it must be connected electrically (a single electronic cell 
to each single detector pixel), in order to transfer the charge (electrons or 
holes) produced by the ionizing particle in the detector pixel volume, to 
the input transistor of the preamplifier circuit of the corresponding ASIC 
cell. 

Flip-chip (hybrid) technology 

e(ectron9cs chip 

Fig. 3.46. Hybrid technology for pixel detectors (a GaAs detector is indicated here). The 
flip-chip connection between detector and readout microelectronic chip is obtained via 
the bump-bonding technique [92]. 

This connection can be done with the so-called bump bonding technique, 
which employs small (~10-20 pm) metal drops (mainly indium, but Pb- 
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Sn solder or gold can be used), deposited on specific contact micropads 
of the electronics cell of the matrix, in between the chip and the detector 
(Fig. 3.47). 

Fig. 3.47. Micrography of solder bumps (about 24 pm in diameter) deposited on pads for 
the bump-bonding technique. 

In the case of indium bump-bonding, a bump is deposited also on the 
detector pixels, and the two parts of the hybrid are then aligned, pressed 
and cold-welded together, while hot-welding is used with solder bumps. 
The pitch of the readout chip cells is the same as the detector's pitch: 
hence, a limit to this pitch (and to the granularity of the detector) comes 
from the resolution constraint of the microelectronics technology (e.g. 
CMOS: 1 .O pm or less) used in the fabrication of the readout ASIC. Use 
of the bump-bonding technique for hybrid detectors has been reported for 
Si, GaAs and CdZnTe substrates by several research groups in USA and 
Europe in the last several years [29, 30, 39, 93, 94, 1141, but this remains 
a critical industrial technology, expensive and with good reliability 
mainly for silicon-on-silicon substrates. In Europe, the AMS (Alenia 
Marconi Systems, Rome, Italy) industrial group has bump-bonding 
capabilities on Si and GaAs detectors; Fraunhofer IZM (Berlin, 
Germany) provides bump-bonding on Si, as does VTT Electronics in 
Finland: here, the AJAT company has large experience on bump-bonding 
on CdTe detectors. In USA, in the past, in collaboration with 
Universities, some aerospace industrial groups provided bump-bonding 
for CdZnTe detectors for medical imaging applications, but now only in- 
house bump-bonding service is provided. MCNC (Durham, NC) 
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provides bump-bonding for silicon detectors, while Advanced 
Interconnection Technology (Hong Kong) offers now bump-bonding for 
Si, GaAs, CdTe and CdZnTe detector substrates. 

Fig. 3.48. The layout of the Medipixl photon counting chip [95],  containing 170 pm 
square cells for the readout of 64x64 pixel detectors in a so-called hybrid structure. 
Readout of the chip is accomplished via the pad connections visible at the bottom side. 
The chip contains 64 rows of cells for pixel readout, plus one additional row for 
detector's leakage current measurement and compensation. Chip readout occurs in 
columns, in a minimum of 384 ps in the 16-bit I/O bus, at 10 MHz clock frequency. 

The dimension of the bump connections is at minimum =: 10 ym, a 
ultimate limit for the size of a detector pixel. Since the area of the 
detector pixel is practically coincident with the area of the cell in the 
readout chip, independently of the size of the pixel, the fill factor for 
these hybrid detectors is essentially unity. This represents a clear 
advantage with respect to a-Si or a-Se flat panel imagers, whose fill 
factor decreases for decreasing pixel size. Various readout ASIC families 
for hybrid detectors for DR have been designed. Among them, there are 
the MPEC series, the Medipix series, the MARY series, the ALADIN 
series. Much of the research activity in hybrid pixel detectors comes 
from high energy physics, and the CERN microelectronics group has 
designed various readout ASICs for hybrid (and monolithic) pixel 
detectors [96, 971: among the recent ones, the OMEGA series [96] has 
been used also for biomedical imaging applications [98] and was the 
forerunner of the Medipix series specially designed for medical imaging. 
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Medipixl is a circuit [92] fabricated with the SACMOS 1.0 pm 
technology, for the readout of a 64x64 array of hybrid pixel detectors 
using photon counting [95] (Figs. 3.48 and 3.49). This chip provides 
single photon counting with up to 15 bit per pixel at a maximum rate of 
2x106 photonsh per pixel. Its cell has a 170x170 pm2 size and contains 
about 400 transistors, hnctionally divided in an analog and a digital part, 
for a complete electronic chain (charge preamplifier, shaper, adjustable- 
threshold comparator, pseudo-random counter) (Fig. 3.49). 

Fig. 3.49. (Top) Schematics of the electronic chain in the single cell of the Medipixl 
readout chip. Single photons depositing energy above threshold in the corresponding 
detector pixel, are counted in the 15-bit (pseudo-random) counter. Maximum counting 
rate per pixel is 2 MHz. The average Equivalent Noise Charge is 150 electrons rms. 
Measured minimum detection threshold is 5-6 keV (Si). (Bottom) the layout of one pixel 
cell (170x 170 pm’). The input signal (ionization charge) is fed through the solder bumps 
through connection to bonding pad visible in the upper left comer of the cell [95] 
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In the Medipixl chip provision is made of a leakage-current 
compensation circuit. In fact, the leakage current of the reverse-biased 
detector provides a noise current input to the preamplifier of each cell of 
the readout array. This circuit allows for the compensation of the very 
different leakage currents of, e.g. a 300 pm thick silicon or 200-600 pm 
thick semi-insulating GaAs detectors as used by the Medipix 
collaboration [lo, 32,37, 99-1021. 

Input-Output (I/O) operations from such ASICs are performed by 
chip-specific readout electronics and software. For the Medipix 1 chip, 
the current readout system is the MUROS1 hardware and Medisoft 
software systems developed by the Medipix collaboration [ 1031. The 
Medipixl "image frame" (64x64 pixels, 15 bit) can be read in as low as 
384 ps at 10 MHz clock frequency. The maximum frame rate 
demonstrated is 135 frame per second. The Medipix photon counting 
chip has been bump-bonded to Si (300 pm) or GaAs (200 or 600 pm) 
detectors. For mammographic X-ray applications, GaAs is preferred, 
since the detection efficiency and the charge collection efficiency of 200 
pm GaAs are close to 100%. On the contrary, 300 pm high-resistivity 
silicon detectors have only <20% detection efficiency for mammographic 
X-ray energies, but 1-mm thick Si detectors can be produced. This would 
permit an increase in the detection efficiency without loosing detection 
performance. From the measurement of the pre-sampling MTF, the 
spatial resolution of Medipix chip bonded to Si and GaAs detector has 
been measured to be 4.3 lp/mm [37]. As regards to noise, the available 
Medipixl chip has always shown better performance when bonded to a 
Silicon detectors than to a SI GaAs detector. The minimum detection 
threshold over the whole array was (6 keV f 10%) in Si, and (10 
keV f 10%) in GaAs [7, 1001. The total system noise can be as low as 
140 e' in Si [104], and 250 e- in GaAs [loo]. 

The next version of this readout chip (Medipix2) [lo51 features a 
55 pm pitch, 256x256 cells and capability to readout bump-bonded 
CdZnTe or CdTe detectors, in addition to Si and GaAs. During the years 
2003-2004, using a multi chip module setup (i.e. a large sensor array 
read-out via a number of smaller ASICs), small field of view X-ray 
imaging systems with the Medipix2 readout chip and 300 or 600 pm 
thick Si pixel sensors are expected to be shown by the Medipix2 
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European collaboration [92]; the sensitive area of such a module is 
28x28 mm2 (512x512 pixels), and modules of 28x56 mm2 are foreseen. 
This next-generation single photon counting ASIC will have low noise 
and window energy discrimination, and after bump-bonding with Si 
detector is expected to show a noise threshold equivalent to about 5 keV, 
with an energy resolution better than 0.5 keV. Preliminary data available 
[106, 1071 indicate that low noise operation of Medipix2 chip- 
assembled with a 300 mm thick silicon detector-can be obtained, at 
around 6 keV threshold. 

Though, in principle, a pixel detector with a pitch as low as 50 pm 
would give access to a spatial resolution of 100 pm details or 10 lp/mm, 
required by such demanding applications as mammography (where 
microcalcifications have less than 500 pm size), a pixel pitch lower than 
-100 pm poses problems both of charge sharing between adjacent pixels 
and of reduced counting statistics. Charge sharing is due mainly to lateral 
spread by diffusion of the charge created by the interacting radiation and 
to the shape and strength of the electric potential field in the biased 
detector close to the pixel collecting electrodes, and varies for different 
semiconductor substrates. Simulations [ 1081 showed that for SI GaAs 
and hole collection (as used in Medipixl chips), with square pixels of 50 
pm size separated by 10 pm, in single photon counting, in order to 
suppress completely the charge sharing effect a detection threshold as 
high as 90% of the total deposited charge must be set, which implies 
lowering the detection efficiency to 65%. On the other hand, for 170 pm 
pitch and SI GaAs detectors, no charge loss has been observed at 60 keV 
irradiation [ 1091. 

The MPEC 2.1 readout chip [94] features 32x32 pixels, each 200 pm 
square, 18-bit counters, energy windowing and threshold correction, a 
maximum of 72 e- ENC noise; it has been bonded to Si and GaAs 
sensors. The MARY chip [29, 301 is an ASIC developed for readout of 
charge signals from bump-bonded semiconductor detectors like Si or 
CdZnTe, specifically for digital mammography. It uses a CCD with a 
Time Delayed Integration technique, an allows the readout of 192x384 
pixels arrays with 13 bit dynamic range. The ALADIN chip is the 
readout ASIC for the LADl X-ray imaging system developed by CLRC 
in U.K. [ 110-1 121. The LADl system is one of the largest-area hybrid 
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pixel detector known: however, its predicted use is in time-resolved X- 
ray diffraction studies rather than in digital radiography. It features a 
ladder architecture of pixel detectors for a total 300x300 mm2 sensitive 
area, pixel detectors each with 64x64 150 pm square pixels, single 
photon counting at 15 bits, 1 MHz maximum acquisition rate per pixel, 
up to 1000 fps, 3 keV system noise and 8-25 keV energy sensitivity 
range when bump-bonded to 300 pm thick Si detectors. ---- 

-.--a 

Fig. 3.50. (Left) Energy spectrum of an unfiltered Molybdenum-anode X-ray tube 
operated at 30 kV, obtained with the variable-threshold technique using a Medipixl chip 
bonded to a 300 pm silicon detector. In this case, a sequence of 21 acquisitions (0.3 s 
each) where required [9]. (Right) The same type of detector was used to acquire the 
cumulative and the differential spectra of a mammographic beam, Mo anode, 28 kV, 1 
mm Be + 0.003 mm Mo, 24 mAs (on the horizontal axis is the voltage threshold, 
proportional to energy) [39]. 

Though in principle the single photon counting acquisition modality 
does not provide any photon energy information, readout circuits like the 
Medipix or the ALADIN chips have a variable-threshold option that 
allows the energy spectrum of the X-ray source to be reconstructed (but 
energy-sensitive hybrid pixel detectors exist [3 81 or are under study 
[113]. This is done by taking successive exposures of the source at 
increasing detection thresholds (cumulative spectrum). Next, a numerical 
differentiation process of this curve yields the energy spectrum of the 
source with a resolution dependent on the threshold scan step and on the 
noise of the imaging system. This feature could be used in the 
monitoring of the output beam of X-ray units, for beam quality 
measurements [114] (Fig. 3.50). 
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Once bump-bonded to a pixellated detector, a photon counting chip 
requires a chip characterization and optimization phase. The procedures 
used aim at determining the best chip operating voltages in order to have 
minimum noise and uniform response, and at knowing the location of 
malfunctioning or noisy pixels. This is essentially due to defective 
electronic cells, or dead pixels after the bump-bonding process. A yield 
of 98-99% "good" pixels in a 64x64 matrix array is considered normal in 
the Medipix ASIC, which implies up to 40-80 sparse defective pixels in 
an array. These "bad" pixels are normally shut off (masked) during 
acquisition. This chip test process comprises chip wafer probing, 
electronic tests (by sending voltage pulses to each cell in the array, after 
assembling with the detector) and voltage versus energy calibration of 
the chip detection threshold (using X-ray laboratory sources) (Fig. 3.51). 
These semi-automatic test procedures are fundamental in any pixellated 
hybrid detector systems for radiography. 
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Fig. 3.51. The relationship of the variable detection threshold voltage (Vth, Volts) versus 
the equivalent energy in a Si detector (E, keV) bump-bonded to the Medipixl readout 
chip. This calibration curve can be obtained either experimentally by using radioactive 
gamma sources (points at 17.4 keV and 22.1 keV) or by sending test pulses of amplitude 
Th (mV) to the test input of the charge preamplifier of the ASIC cells [39]. 

The Medipix readout chips, bump-bonded to pixellated detectors with 
Si (300 pm) or semi-insulating GaAs (200 or 600 pm) substrates, are 
being used for dental radiography, synchrotron radiation X-ray imaging, 
angiography, mammography, electron microscopy, materials analysis, 
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defectoscopy, nuclear radiation monitoring, neutron radiography. During 
the year 2000, a 3-year industrial project started in Italy, scientifically 
supported by INFN, Italy, for producing a prototype detector head for 
digital mammography using a mosaic of Medipixl chips bonded to Si or 
GaAs detectors. Digital mammography systems would also allow one to 
use Computer Aided Diagnosis (CAD) algorithms for tumour mass and 
microcalcification identification, directly embedded in the software 
system for readout of the detector matrix array. In fact, these CAD 
procedures now require the use of a scanner for digitizing the film 
mammography [ 1 151. 

For single photon counting, direct digital mammography, a large 
series of tests with Si or GaAs detectors bump-bonded to Medipixl 
readout chip showed the potential for high contrast detail visibility, 
reduction in X-ray dose in excess of a factor of 3:l with respect to 
conventional screen-film mammography (GaAs detectors) [ 10, 28, 32, 
39, 93,99, 1141 (Fig. 3.52). 

125pm 1 O O p m  75pm 4 0 p  25pm 

Fig. 3.52. Comparison of the X-ray images of a lucite mammographic phantom acquired 
with a screen-film system and a 200 pm thick SI GaAs system with Medipixl read-out. 
The film radiograph (X-ray tube voltage = 28 kVp, Mo anode, additional 0.025 mm Mo 
filtration, 32 m A s ,  1 s exposure) has been digitized with a 12-bit scanner at an equivalent 
pixel resolution of 170 pm, equal to the pixel size of the Medipixl cell. The phantom is 
40 mm thick and contains, within 12 mm diameter, 3 mm thick holes filled with wax, a 
series of cylindrical, 4 mm diameter aluminium details, of various thickness down to 25 
pm. Even at the lowest radiographic contrast (25pm thick A1 detail), the Medipixl 
assembly produces better quality images [93]. 
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The Medipix2 chip bump-bonded to a 300 pm thick Si detector, has 
shown excellent linearity with X-ray tube output between 0.3 and 80 
mAs, and an MTF of 58% at 8.5 lp/mm [116]. Recently, Medipix2 has 
been bump-bonded also to 1 mm thick CdTe detectors and test images 
have been presented [ 1 171. Excellent X-ray test images with CdTe and 
CdZnTe detectors bump-bonded to readout ASICs have been reported 
[ 1181, this hybrid technology appearing very promising for future DR 
system. 

The great problem for current hybrid pixel detectors is in the 
realisation of large detector arrays via a mosaic of single chips. In fact, 
one should avoid the presence of dead spaces between adjacent detectors, 
a condition not currently possible due to the presence, at least on one side 
of the chip, of its readout logic circuitry, which could require chip areas a 
few mm wide. Hence, in a mosaic detector of many single hybrid pixel 
detectors, the dead areas between chips must be accounted for, e.g. by 
multiple exposures with the shifted-detector technique. Or, with hybrid 
detectors featuring no dead space at least on one chip side, a linear array 
could be fabricated, which could be employed in small-field slot scan 
imagers. For example, the Medipix2 ASIC quoted above has three-sides 
buttability, having a dead space of less than one pixel on three sides, the 
other side showing the presence of the external I/O lines and supply lines 
connections. 

Fig. 3.53.  X-ray images of an electrical fuse taken at 60 keV with the Readout 
Integrated Circuit (ROIC) chip developed by IMC (Sweden) and a 200 pm 
GaAs detector, 3838 pm2 pixels: (Z@) raw image, (right) images corrected for 
noisy pixels and background non-uniformity [ 1 191. 
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In Fig. 3.53 a 320x240 pixels, 38-pm pitch Readout Integrated 
Circuit (ROIC) chip developed by IMC (Sweden), indium bump-bonded 
to the semi-insulating GaAs detector, was employed to image an 
electrical hse.  Some defective response in the ROIC and in the GaAs 
detector produced a background non-uniformity which was corrected via 
software. This image correction allowed the SNR to increase from a 
value of about 4 to about 13 [ 1 191. The MTF of this setup, when 
compared to a conventional screen-film combination or with a CCD 
camera coupled to scintillator, showed a significantly better performance 
up to the maximum characteristic spatial frequencies (Fig. 3.54). It is to 
be noted that with this hybrid pixel detector, which operates in the charge 
(energy) integration mode, large spatial and temporal variations in the X- 
ray sensitivity of the SI GaAs detector were systematically observed 
[ 1201, that decreased the SNR. These variations in sensitivity were not 
observed for SI GaAs detectors bonded to the Medipix photon counting 
chip [99], which proved almost quantum-noise (Poisson) limited imaging 
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Fig. 3.54. Modulation Transfer Function of a hybrid pixel X-ray detector (200 pm GaAs 
+ Readout Integrated Circuit). The response of this single photon counting system is 
always better than that of conventional screen-film system or of a silicon CCD camera 
coated with scintillator layer [ 1191. 

3.4.7 X-ray-to-light converter plates (AlGaAs) 

J. Pozela and collaborators at the Semiconductor Physics Institute in 
Vilnius, Lithuania, showed that a high-energy particle detector can be 
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fabricated by measuring the light intensity emitted in the recombination 
of electron-hole pairs generated in a semiconductor traversed by those 
particles [ 12 11. The semiconductor was a graded-gap A1,Gal-,As/GaAs 
heterostructure, where the Aluminium fraction, x, varied linearly 
between 0 and 0.3 in the material thickness. Subsequently, they showed 
that this detection principle could be employed for acquiring projection 
X-ray images using a mammographic X-ray tube, hence establishing a 
new detector technology in X-ray imaging. This new type of detector 
works without collecting any electric signal and acts-in a manner 
analogous to fluorescent screens-as a frequency-shifter plate, where 
high-frequency X-ray photons are converted to lower-energy visible 
photons and give an optical image that can then be viewed, e.g. with a 
common TV camera. The physical principle is as follows. 

In a semiconductor particle detector, electrons and holes generated in 
pairs by the interaction of a high-energy particle in the semiconductor 
material are usually collected electrically and give the output response. 
During the collection phase, in their process of losing kinetic energy, 
electrons and holes can also recombine, emitting light (in a time period 
of the order of 0.1-1 ns) whose intensity can be measured. In the case of 
a 1 OOx 1 OOx 100 pm3 GaAs detector, with about 40 keV total energy loss 
in the material by an interacting particle, they calculate that the light 
emitted power after 1 ns can be as high as 2 pW, at a wavelength strictly 
close to 0.83 pm, corresponding to the GaAs band gap energy. However, 
since at this wavelength light is also strongly absorbed in GaAs, a 
graded-gap AlxGal,As material was used in order to collect the emitted 
light outside of the detector surface. 

In Fig. 3.55 the band energy structure is plotted versus the percent 
concentration x of Al, which increases linearly from the top to the bottom 
surface of the detector. 

The band gap energy Eg increases with increasing concentration x, 
from its value for pure GaAs up to a few tens of meV, sufficient for 
decreasing the optical absorption coefficient of the compound by two 
orders of magnitude (from lo4 to lo2 cm-'). This means that emitted light 
can escape with negligible absorption from a =lo0 pm thick AlXGal,As 
layer, exiting from the side of higher A1 concentration. As a consequence 
of the different energy gap in the graded-gap detector, particles 
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interacting at different depths in the detector produce recombination light 
with a slightly different wavelength than that corresponding to GaAs 
bandgap. 

Generated e-h pairs 1 1 

Fig. 3.55. Schematic view of the band structure in a graded-gap A1,Gal.,As detector 
(courtesy of Dr. K. Pozela). 

Hence, emitted light has a wide spectrum. At this stage of the conversion 
process, one may add a surface GaAs thin layer that has the function of 
absorbing this wide-spectrum luminescence and re-emitting a 
monochromatic light by electron-hole recombination in this GaAs layer, 
at an energy corresponding to the bandgap, &The enormous advantage 
of this technology is that it does not require any detector bias or front- 
end electronic circuits (like charge-sensitive or current-sensitive 
amplifiers) for processing the signal, apart from the optical readout with 
a moderately sensitive CCD camera. Fiber-optic coupling between the 
rear side of the semiconductor plate and the read-out system is also 
possible, as well as relay-lens optical coupling, both allowing one to 
introduce magnification in the viewing of the interacting particle beam. 
In addition, side particle irradiation is feasible, while keeping the surface 
of optical read-out of the detector, normal to the direction of the incident 
beam. This group has also reported results on using this new detector 
technology in X-ray imaging. Irradiation of low-contrast test objects with 
an X-ray tube at mammographic energies produced clear radiographic 
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projection images when viewed "through1' the AlGaAs graded-gap 
detector [122]. Samples up to 200 pm thick have been produced, over an 
area of several cm'. By 20-40 kV X-ray imaging of thin metal wires, 
Pozela and collaborators reported a limiting spatial resolution of about 30 
pm (Fig. 3.56). Improvements in the light yield and photoconversion 
efficiency of this graded-gap AlXGal,As X-ray detectors has also been 
shown recently [ 1231. 
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Fig. 3.56. Contrast resolution of the graded-gap Al,Ga,,As detector under 20-40 kVp X- 
ray tube irradiation (courtesy of Dr. K. Pozela). 

3.5 Conclusions 

In the last 10-15 years, scientific and technological research in the 
design and fabrication of detectors for digital radiography has made a 
largely significant progress, with the final realization, now gone 
commercial, of flat panel imagers. These detectors, which are mostly 
based on amorphous silicon semiconductor coupled to a scintillator layer, 
can be fabricated with large sensitive areas with a small pixel size. This 
result is now in the hands of major companies and vendors of 
radiological equipment, who invested huge funds in the last decades for 
this and related R&D. Hence, there is little doubt that in the next decade 
this flat panel imaging will be the technology of choice for general 
radiography, with further development steps required for realizing 
similar systems with improved performance for digital mammography. 
These X-ray imaging systems produce images of good quality, well 
exposed in all conditions due to their large dynamic range, but they have 
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still to prove clinically, in large trials, their much advocated benefits in 
terms of improved diagnostic quality with respect to film radiography. 
This phase will likely slow the process of technology acquisitions in 
hospitals, in addition to the other obstacle represented by their great cost 
and by the practical problems in maintaining large hospital PACS. 

On the other hand, direct DR systems based on hybrid pixel detectors 
have the potential to surpass the performance of flat panel imagers, in 
terms of spatial resolution, DQE, frame rate, minimum detectable 
contrast. University research on this technology is active both in Europe 
and in USA, but financial sources are still inadequate, and as mentioned, 
large industrial investments in this field are not likely to come, at least 
until it will demonstrate large area imaging capabilities with efficient X- 
ray detectors. This, in fact, is the principal scientific goal in this field, 
which requires investigation on uniform, thick detectors (CdZnTe, CdTe, 
GaAs), fabrication of pixel readout ASICs with reduced or no dead space 
andor multichip modules for large (e.g. 2kx2k, 50 pm pixels) sensitive 
areas. On the contrary, for less demanding (as regards large sensitive 
area) applications other than DR, the small area hybrid detector 
technology is essentially already available, and could gain scientific, 
industrial and commercial interest. Areas of interest could be, for 
example, X-ray imaging in materials science with X-ray tubes or 
synchrotron radiation, or CT thomosynthesys (all high-count-rate 
applications, for which high chip readout rates are still to be reached). 
Additional areas of enormous scientific interest for these detectors would 
be nuclear medicine (e.g. 140 keV scintigraphy) and astrophysics with 
space-borne X-ray and gamma-ray telescopes. For the former 
application, high detection efficiency must be showed; for the latter case, 
low-threshold operation (about 1 keV equivalent) and Fano-limited 
energy resolution are also required. These combined industrial and 
scientific interests could provide additional consensus and relevant 
financial sources for large research efforts by cooperating Universities 
and Research Organizations, needed to realize a large-area hybrid 
detector for digital radiography and mammography, in the next decade. 
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CHAPTER 4 

DETECTORS FOR CT SCANNERS 

Willi A. Kalender and Theobald O.J. Fuchs 

Institute of Medical Physics, University of Erlangen-Niirnberg, Germany 

4.1 Introduction 

Within this chapter we will discuss most of the requirements on Xray 
detectors which are specific to Computed Tomography (CT) scanners. In 
order to facilitate a detailed understanding of the special properties a 
detector should provide for CT measurement, we will give a short 
introduction into the basics of CT measurement, the standard 
configuration of modern clinical CT systems and some typical 
performance parameters of a typical CT scanner. This will include the 
mechanical and geometrical set-up, special alignment features, the X-ray 
source, filtration and collimation. In the following, the physical detector 
principles and properties and their influence on image quality are 
discussed. Wherever necessary we will take into account modern 
concepts for multi-row detectors which are state of the art with the latest 
generation of modern clinical CT scanning units. Special fields of 
medical CT such as >dimensional (3D) angiography or non-destructive 
material testing with MicreCT will be addressed in the outlook. 
Although there is very interesting work going on in these fields, we will 
not treat these topics in great detail, but rather focus this contribution on 
modern clinical CT systems for standard radiological applications. 
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4.2 Basic Principle of CT Measurement and Standard Scanner 

To be able to compute an image in acceptable qualm following Radon's 
theory, a sufficiently high number of attenuation integrals or projection 
values have to be recorded. It is necessary to camy out measurements in 
all directions, i.e. at least over an angular range of 180°, and to determine 
many narrowly spaced data points for each projection. (For general 
aspects of CT see any textbook, e.g. [ 11). 

A simple measurement set-up fulfilling this purpose is sketched in 
Fig. 4.la. A radiation source with adequate collimation emits a pencil 
beam and the intensity, attenuated by the object, is registered by the 
detector placed opposite. For a given angular position, this set-up of 
radiation source and detector is moved linearly (translation), and the 
intensity is measured either at single discrete points or continuously. This 
results in an intensity profile recorded for parallel rays. By determining 
the ratios of the primary intensity recorded in the periphery and the 
attenuated intensities recorded behind the object and taking their 
logarithms, an attenuation profile results which is generally termed a 
projection. Projections are measured successively for successive angular 
positions. The complete set of projections, here determined in parallel 
ray geometry over 180", is then transferred to the data processing unit. 

Configuration 

fan beam 
/- 

Fig. 4.1. Basic principle of CT measurement. In the simplest case X-ray intensities and 
therefore object attenuation will be measured with a pencil beam for many different 
angular positions (a). Standard fan-beam configuration of a so-called 31d generation CT 
system where an x-ray tube and a detector arc are both continuously rotating around the 
patient (b). 
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CT scanners today measure typically in fan-beam geometry 
(Fig. 4.lb) over an angular range of 360". The extension to 360" resulted 
from several considerations, initially focussing on image quality and 
better data sampling. By proper geometrical alignment of the detector, 
the quarter detector offset, overlapping sampling is achieved (see below). 
The path of a single attenuation integral is determined by the position of 
the respective detector element within the arc and the current position of 
the focal spot with respect to the patient. Therefore, high geometrical 
precision of the whole system in general and the detector assembly in 
particular are crucial for the quality of the resulting images. Practical 
considerations also demand 360" scanning; for spiral CT in particular, 
this is a prerequisite. 

Modern CT scanners typically measure 800 to 1,500 projections 
during one rotation with 600 to 1,200 sampled data points per projection. 
Accordingly, the number of physical detector channels assembled within 
the detector arc of a 3rd generation scanner can be up to 1,000 in each 
row with a spacing of typically 1.0 mm between the centres of adjacent 
detector elements. Already in the first CT scanner built by Hounsfield in 
1972 the scan times were reduced by measuring two slices 
simultaneously. Nevertheless, over decades a single-slice detector was 
the standard configuration in medical CT. In 1998 several manufacturers 
introduced the latest generation of multi-row detector systems, which are 
characterized by a varying number D of physical detector rows whereas 
the number of thereby acquired slices is M = 4 (see below, Table 4.3). 
For instance, a multi-row detector system with D = 16 rows can thus 
contain up to 16,000 detector elements. With rotation times down to 0.5 s 
the data acquisition system has to process over 40 million signals per 
second; thereby the integration time of the detector signal is in the order 
of a few hundred microseconds. Another challenging demand on X-ray 
detectors for clinical CT is the relatively high count rate the detectors 
have to cope with. Due to the large aperture more than 2 x 106 photons 
per mA and s have to be registered by a single channel with tube voltages 
in the range of 120 to 140 kV. Thus the detectors cannot be operated in a 
photon counting fashion but work with charge integration. 
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4.3 Mechanical Design 

The two largest single components of a CT unit are the actual 
examination unit, the so-called gantry, and the patient bed. They are 
similar in design for most CT units. A typical unit is shown in Fig. 4.2, 
taking the installation at the Institute of Medical Physics, Erlangen, as an 
example. 

Fig. 4.2. Typical CT examination suite (SOMATOM Volume Zoom in the IMP, 
University of Erlangen). Photo of the examination room showing the patient bed and the 
gantry, which typically can be tilted by +30° and contains the x-ray components and the 
measuring system. 

The actual measuring system, which is hidden in the gantry, is shown 
schematically in Fig. 4.3a; the geometry and dimensions given here refer 
to the specific scanner shown in Fig. 4.2, but can be taken as typical 
values. A field of measurement (FOM) of about 50cm and a gantry 
opening of about 70cm, which allow the examination of patients with 
larger cross-sections, can also be considered as an ‘industry standard’ in 
the medium and upper price segments. The different components and the 
definition of the fan beam are described in detail below. 

The mechanical design of a CT scanner, which may appear to have 
been a trivial matter for the first CT units, has always imposed high 
demands on engineering due to the required mechanical accuracy of the 
sampling process. Among these are the demand for a quarter detector 
offset to improve sampling, where the distance between the central ray 
and its direct neighbour measured at the centre of rotation is taken as the 
sampling distance. If the central ray is offset by one fourth of the 
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sampling distance from the axis of rotation, then this ray will again be 
shifted by one fourth of the sampling distance in the opposite direction 
after 180" rotation. 

frontal view lateral view 

................................ 
............... shaped filter 

............ adjustable 

............ fixed collimator f fixed collimator 

T 
570 collimator ............ 

......... center of 
field of 
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detector array 
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......... 
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...... rotating detector .. 
...... ............ f .  
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Fig. 4.3. Schematic representation of the scanning geometry and important components 
of the CT measuring system in frontal view (* plane) and in lateral view (y/z plane) (a). 
By misaligning the measuring system by one fourth of the sampling distance, a doubling 
of the sampling frequency is achieved for 360" measurements (b). An additional similar 
effect can be reached by use of the so-called flying focus (c). 

This means that the two measurements with the central ray taken in 
opposite direction (and in an analogous fashion for all other rays) are 
offset relative to each other by half the sampling distance (Fig. 4.3b). 
The sampling frequency is increased by a factor of two compared with a 
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measurement over 180". The so-called flying or dynamic focal spot 
serves a similar purpose. This technical performance feature of some CT 
X-ray tubes allows controlling the focus position electro-magnetically. 
That is, if the focus is moved on the anode opposite the direction of 
movement of the X-ray tube, it is then kept fixed in space for two 
successive measurements. Thereafter the focus 'flies' back to its starting 
position on the anode, and the process repeats itself. For each focus 
position in space two measured interlaced projections result, since the 
detector continues to move continuously. The sampling frequency is 
thereby doubled (Fig. 4.3c), thus enhancing the spatial resolution. 

Fig. 4.4. Modem CT systems employ slip ring technology to allow for continuous data 
acquisition. Photograph of a measuring system during assembly with slip rings (left) and 
components (right) visible (a). Schematic representation of slip rings, which allow the 
transfer of electrical energy to the x-ray components and data from the detector system to 
the image reconstruction unit (b). 
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The demands on mechanical design have risen continuously with the 
rotation speeds offered today. The resulting centrifugal forces pose 
further technological challenges. To appreciate this, one has to take into 
account that the rotating part of the gantry, i.e. the components shown in 
Fig. 4.3, represent a mass of typically 400 - 1000 kg. To accelerate these 
masses to two rotations per second, linear drives integrated into the 
rotary bearing are preferably used which also guarantee sufficiently 
uniform motion. 

The transfer of electrical energy to the X-ray tube and to the other 
components on the rotating part of the gantry and data transfer back to 
the stationary part is mostly achieved by slip rings (Fig. 4.4). The data 
from the data acquisition system can alternatively be transferred optically 
or by high frequency transmission systems. The choice of the respective 
components will be made according to cost and reliability. 

Further functions which the CT system must offer can easily be 
provided with today’s technical means. Among these are the capability 
of gantry tilt; most CT scanners allow a tilt of the scan plane up to &30° 
with respect to the axis of rotation. This allows the selection of scan 
planes directly through the structures of interest, which is important for 
critical regions, such as the base of the skull or the lumbar spine. 

4.4 X-Ray Components 

CT has always demanded relatively high X-ray power. This demand has 
risen dramatically with the increase in scan speed and the introduction of 
spiral CT. Typical values for the maximum power are 20 to 60 kW, with 
the high voltage ranging from 80 to 140 kVp. The maximum ratings 
provided by a given system constitute a limit which cannot be sustained 
over a longer period of time, such as the typical scan times of 30 to 60 s 
for spiral CT. In particular the heat storage capacity of anode discs 
available today would be exceeded, but also the generator capacities, 
which are mostly adapted in their specifications to the respective X-ray 
tube. Longer pauses for tube cooling were therefore required for 
examining larger volumes by sequential single slice scanning. In much 
the same way, in spiral CT the tube current and thus the power have to be 
reduced, which often leads to the choice of slice widths thicker than what 
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can be considered optimal. A typical sketch of power versus time is 
shown in Fig. 4.5. This documents the dependence of the maximal 
selectable tube current on the desired spiral scan duration. 

80 
power, 

kW 
70 

60 

50 

40 

30 

20 
0 20 40 60 80 100 120 

scan duration, s 

Fig. 4.5. Maximal x-ray power depends on scan duration and prior tube load. For spiral 
scans of long duration power has to be reduced to avoid excessive loading. The reduction 
of total scan time offered by multi-row detectors allows reduction of tube loading or, 
alternatively, the selection of higher power values and/or the choice of the thin slice 
settings necessary for high resolution in all three dimensions. 

These technical limitations, which will remain for the foreseeable 
fbture, explain the particular attractiveness of multi-row detector 
systems. The available X-ray power is used much more efficiently, since 
M slices offer a solid angle which is A4 times larger than for a single one. 
To a first approximation, the scan duration will be reduced by this factor 
M and allow for a selection of higher power settings. Alternatively, 
multkrow detectors may allow the utilization of X-ray components with 
correspondingly reduced power ratings at lower cost. This does not 
appear generally desirable, since high power ratings are obligatory for 
many special applications and for single slice scans as will be seen. 

X-ray tubes used in CT today offer focal spot sizes of typically 0.5 to 
2.0 mm. Often, a selection of foci is available. The SOMATOM Volume 
Zoom, for example, offers two focus sizes of 0.8rnmx 1.2mm and 
0.7 rnm x 0.9 mm. Smaller foci are preferable for scans with thin slices 
and high resolution; for scans of large volumes with the primary aim of 
high soft tissue or contrast resolution, larger focus size with higher power 
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ratings are desirable (Fig. 4.5). The optional performance feature of a 
‘flying’ focus, which allows controlling the focus position on the anode 
during the scan, has already been alluded to in the previous section. 

With respect to spatial resolution, the limiting factors are the focal 
spot size and the spacing between successively sampled rays, i.e. the 
physical spacing of the detector channels in connection with the data 
acquisition mode. For example, in the case of a detector quarter shift 
(interlaced sampling) a physical spacing of the detector elements of 
1.0 mm corresponds to a sampling distance of 0.284 mm at the center of 
rotation assuming a geometrical set-up as shown in Fig. 4.3 
(magnification factor 570/1005). In comparison the focal spot size of 
0.7 mm for the same set-up corresponds to 0.303 mm (magnification 
factor 435/1005 if projected from a point on the detector array). Thus the 
focal spot size is more critical in this case, but detector dimensions are 
critical just the same, of course. 

4.5 Collimators and Filtration 

CT systems feature various collimators, filters and shielding designs 
which provide filtration of the X-ray spectra, definition of the measured 
slices, guarding the detector against scattered radiation and general 
radiation protection (Fig. 4.3). They may vary from scanner type to 
scanner type, but in principle they always offer the same functions. A 
first collimation is provided very close to the focus to reduce the 
generated radiation roughly to the maximally anticipated beam for the 
given detector and geometry. This first reduction of the radiation cone is 
provided by the lead housing of the X-ray tube itself, which provides an 
aperture for rough definition of the fan beam. In a second step the 
maximum permitted fan is defined exactly by a fixed collimator. An 
additional adjustable collimator allows variable collimation to the desired 
slice width S and M x  S for single slice and multi-slice systems, 
respectively. The latter collimator is placed as far from the focus as 
possible, i.e. close to the gantry housing, to minimize penumbral regions 
caused by the finite focus size. 

The influence of collimator geometry and focus size on the definition 
of the slice is illustrated in Fig. 4.6. For an ideal point focus a perfect 
rectangular slice profile results. For any real extended focus penumbral 
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regions and, to a first approximation, a trapezoidal profile result. The 
deviation from a rectangle can be reduced by a movable collimator in 
front of the detector; such means are used in particular for defining very 
thin slices, since here the highest relative deviations from the ideal 
rectangular form have to be expected. It must be accepted, however, that 
the dose profile will be wider than the sensitivity profile. This simply 
reflects the situation that the exposed section is thicker than the section 
measured by the detector (Fig. 4.6 right). 

collimator 

axis of 

collimator j 
detector , .  . .  . .  . ,  , .  . .  . .  . ,  . .  , .  

full width at - 
half maximum 

Fig. 4.6. Definition of the scanned slice. The width and profile of the exposed slice are 
determined by the focus size, collimator geometry and width. The use of a detector 
collimator (right) will have a positive influence on the slice profile (solid), whereas the 
dose profile (dotted) will remain wide and therefore exceed the slice profile. 

Collimators in front of the detector-in addition to the optional 
movable collimator there is always a fixed collimator with a width 
corresponding to the maximum collimation-serve to minimize signal 
contributions from scattered radiation. Optional anti-scatter collimators 
serve the same function, reducing contributions from scattered radiation; 
these are mostly implemented as a system of thin lamellae made of 
strongly absorbing material, e.g. 100 pm thick tantalum sheets, which are 
positioned between the single detector elements and aligned exactly in 
the direction of the X-ray focus. This alignment, although technically 
demanding, is necessary to avoid a reduction of signal-carrying primary 
radiation and can only be implemented in scanners with a rotating 
detector. Scanners with stationary detector rings (so-called 4th 
generation) in consequence suffer a severe disadvantage with respect to 
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the suppression of scattered radiation. This can be considered as one 
reason why, apart from a dual-row detector system for electron beam CT, 
multi-row detector systems are not offered with stationary detectors. 

Several components add to the filtration of the X-ray spectrum. In 
addition to the inherent filtration of the X-ray tube, which typically 
amounts to 3 mm aluminium-equivalent thickness, flat or shaped filters 
are also used. Flat filters, for example copper sheets of 0.1 to 0.4 mm 
thickness, shift the spectrum to higher energies. Low energy portions, 
which contribute strongly to the dose, but less to the signal, are reduced 
to a high degree. The use of additional filtration is therefore welcomed, 
but also demands higher X-ray power. 

So-called shaped or 'bow-tie' filters attenuate radiation hardly at all in 
the centre, but strongly in the periphery (Fig. 4.3a frontal view). They 
reduce the demands on the dynamic range of the detector system and 
scattered radiation intensities arising from peripheral object zones, and 
also the patient dose. The material for shaped filters should be of low 
atomic number in order to keep the spectral and beam hardening 
differences between the centre and the periphery of the fan beam as small 
as possible. Teflon, for example, is an efficient filter material for this 
purpose due to its high density combined with a relatively low effective 
atomic number. 

One further component of the collimator system, which is employed 
close to the detector in some systems, is the so-called 'high-resolution 
comb'. The teeth of the comb overlap with the gaps between detector 
elements and, depending on their width, reduce the detector aperture to 
improve spatial resolution. It is clear that this will also reduce the 
geometric dose efficiency of the total system. Such devices are therefore 
only used for high contrast scanning, where increased noise does not 
pose a particular problem. 

With multi-row detectors there is a technical problem associated in 
respect to dose. To ensure proper normalization of all measured intensity 
values it is desirable that all detector rows are offered the same primary 
intensity value 10. This implies that penumbra regions of the fan beam 
which are of no or little concern in single-slice CT should be avoided in 
multi-slice CT. This situation is sketched in an exaggerated fashion in 
Fig. 4.7. While penumbral radiation intensities are fully utilized in 
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single-slice acquisition, they are to be excluded in practical MCT 
implementations to exclude errors in attenuation measurements. This 
implies a reduction of geometric efficiency and a corresponding increase 
in dose values. Typical increases of 20% to 30% have to be expected 
depending on the design and the slice width used [2]. 

Single-slice CT Multi-slice CT 

focus 

collimator 

axis of rotation - . - . 

detector 
1 “24mm” element 8 “1 mm” elements 1 “24mm” element 8 “1 mm” elements 

fully and partly exposed fully exposed 
Fig. 4.7. While radiation intensity in the penumbral region is fully utilized in single-slice 
acquisition it is generally excluded in multi-slice CT implying a loss in geometric 
efficiency and a relative increase in dose. 

Since real systems are inevitably susceptible to thermal, mechanical 
or other disturbances, manufacturers try to build in a safety margin by 
keeping the dose profile wider. Proper control of all system parameters, 
in particular of the focus position, is the alternative. It will remain a 
particular challenge for MSCT designers to limit dose increases due to 
lacking usage of penumbral radiation. The effect’s relative importance 
will decrease with increasing values of M x S, i.e. it will be of less 
significance when wider arrays become available, since the relative 
proportion of the penumbral region decreases. It will necessarily remain 
significant for submillimeter slices and small M ,  e.g. for special 
collimations such as 2 x 0.5 mm, which should therefore be reserved for 
high-resolution high-contrast imaging. 
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4.6 Detector Systems 

The detector, the system for quantitative recording of the incident 
ionizing radiation, constitutes one of the most important and 
technologically most critical components of the entire CT system. It has 
to transform the incident X-ray intensity into a corresponding electrical 
signal, to amplify this signal and to convert it from analog to digital 
form. The decisive components are the X-ray sensitive detector elements 
and their geometrical configuration, the preamplifiers and the analog-to- 
digital converters. 

The demands on the electronics, i.e. preamplifiers and analog-to- 
digital converters (ADC), can be specified relatively easily. The 
electronic noise level generated by these components should be 
significantly lower than the statistical fluctuations in X-ray intensities 
due to quantum noise. A frequently stated requirement is that the 
electronic noise must not be higher than half the magnitude of the 
maximally expected quantum noise, i.e. oE < 0.5 oQ. The demands on the 
dynamic range are high, too. Since the rotation time can typically vary 
between 0.5 and 2.0 s, the integration time of each detector channel can 
vary by a factor of 4; the tube current is typically 50 to 500 mA, a factor 
of 10 in intensity; slice width S too can be selected within a wide range, 
typically from 0.5 mm to 5.0 mm. Thus the intensity incident to a single 
detector channel can vary by a factor of 400 alone due to technique 
factors which are determined by the operator. On the other hand, with 
realistic patients attenuation values as high as 12 can occur, which means 
that the dynamic range of the ratio of intensities is larger than 216. 
Usually, 16-bit ADCs are employed, which alone would not be 
sufficient. Additionally, the dynamic range is increased by on-line gain- 
switching of the preamplifiers and block-wise scaling the digital data of 
complete projections depending on the maximum X-ray intensity 
reaching the central parts of the detector array. Typical gain selections 
are I ,  16 and 64, thus providing additional 6 bits, resulting in effective 22 
bits, which is sufficient to avoid digitization noise to become visible in 
the reconstructed images. 

Several other characteristics of the detector system and their 
evaluation are more difficult to specify, however. Some of the essential 
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demands are summarized in Table 4.1. 

Table 4.1. Demands on CT detector systems 

Demands on CT detector systems Acceptable values 

High dynamic range lo*- lo6 

High linearity over the complete dynamic range 

High quantum absorption efficiency > 90 % (ideally 100 %) 

High luminescence efficiency* for scintillation detectors > 5 YO (ideally 100 %) 

High geometric efficiency 80 YO - 90 % (ideally 100 YO) 

Fast temporal response and decay 

Low afterglow 

Decay constant < 10 ps 

< 0.01 %, 100 ms after end of 
irradiation 

Low radiation dnft I 0.5 YO for longest scan duration 

Electronic noise low compared with quantum noise oE 5 0 . 5 ~ ~  
for all scan modes 

Low cross-talk between detector elements < 3 Yo 

High homogeneity of the material of each detector i.e. purity of the material 
> 99.99 % 

Equal response of all detector elements within a detector < 0.1 YO difference 
array (after optional correction) 

Detector material machinable in a simple manner with 
high precision 

Feasibility for configuration as single or multirow array D 2 4 rows 

Environmental acceptability of the detector material Low toxicity, low disposal cost 

Chemical stability e.g. resistant to moisture 

Stable against environmental influences e.g. thermal expansion coefficient 
< 10” per oc 

element for good artefact behaviour 

* 10 pm tolerance 

Feasibility of collimation against scattered radiation 

Low cost and easy to service 

* Ratio of the energy of visible light to be detected 
to the energy of the absorbed X-ray intensity 

For the implementation of detectors, many approaches have been 
discussed and pursued. In CT two conversion principles and detector 
types have predominantly been set to use: 
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0 Ionization chambers, mostly filled with the noble gas xenon under 
high pressure 
Scintillation detectors (Fig. 4.8a) in the form of crystals, such as 
cesium iodide or cadmium tungstate, and ceramic materials, such as 
gadolinium oxysulfide. Specific details about various ceramic 
scintillators can be found, e.g. in [3,4]. 

A sketch of these two detector types and their operating principles is 
shown in Fig. 4.8. Semiconductor materials, solid state detectors which 
provide an electrical signal directly and are therefore often called direct 
converters, have not been used in clinical scanners until now. Such 
developments are not expected in the short term. 

0 

high voltage entrance pressure 
electrodes window tank 

signal P d  ' 
electrode 

Xenon detector 

x-rays 

tion 

scintillation crystal 

g 6  !E;: 
\ 
connectors 

m Scintillation detector 

Fig. 4.8. Two detector systems dominate CT: xenon ionization chambers (a) and 
scintillation detectors (b). 
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Lower quantum efficiency has to be listed as a disadvantage of xenon 
detectors in comparison with solid state detector materials. This does not 
mean in general, however, that xenon systems are necessarily inferior to 
scintillator systems. All factors of influence must be taken into account. 
The total efficiency of the detector system is not given by the quantum 
absorption efficiency of the detector material and depth alone, since a 
number of additional factors also contribute. Geometric efficiency is also 
essential and mostly determined by the dead spaces between the 
individual elements. These are typically of the order of 0.1 to 0.2 mm in 
the fan direction for detector element widths of 1 to 2mm. Xenon 
detectors may vary strongly in their performance depending on the 
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design: their efficiency may vary drastically, depending on the pressure, 
chamber depth, thickness of the entrance window and other construction 
details (Table 4.2). 

Image quality in general, in particular detector-dependent artefact 
behaviour, influences low-contrast detectability and thus also directly or 
indirectly the dose efficiency of the complete system. Xenon detectors 
offer advantages in this respect due to their homogeneous gas 
distribution and the resultant uniform response. This explains why they 
were considered the system of choice for a long time. In combination 
with their temporal response, this also explains why some manufacturers 
changed their systems from solid state detectors to xenon in the late 
eighties when faster systems were demanded. 

The demand for very short decay times has gained in importance with 
the introduction of sub-second scan times, as was mentioned before. To 
illustrate this point, Fig. 4.9a shows decay curves for some typical 
detector materials. The temporal decay of a signal after a short radiation 
pulse is determined in essence by two phenomena: (1) by its decay, the 
rapid exponential falloff of the largest signal components, and (2) by its 
afterglow, a second much slower decay phase with smaller signal 
contributions which can also be approximated by a multi-exponential 
function. The superior characteristics of UFC (Ultra Fast Ceramic), a 
sintered ceramic gadolinium oxysulfide (Gd202S) material with a decay 
time of s, are evident. Their effect on spatial resolution and image 
quality can be demonstrated by means of simulation. For this purpose 
measured data of a SOMATOM PLUS 4 with UFC detector were 
manipulated in the following way: to each of the measured data obtained 
in intervals of 0.5 ms, an afterglow contribution was added according to 
the function exp(-tlz). Even for a decay constant z= 1 ms a significant 
smoothing influence on anatomic structures becomes visible (Fig. 4.9b). 
This influence of the decay characteristics on spatial resolution has also 
been verified in a direct comparison of a UFC detector and a xenon 
detector in an otherwise unchanged CT system; a significant 
improvement in spatial resolution was found to result for the UFC 
detector [5 ] .  Any advantage with respect to image quality amounts 
directly to an advantage with respect to dose efficiency; accordingly, 
temporal response has to be considered an important detector 
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characteristic with respect to dose in addition to quantum efficiency. In 
any case, for the high scan speeds reached today, xenon detectors are no 
longer considered to be the gold standard of today's technology. 

log M0 

0 

1 

-2 

-3 

.A 

-5 

0 20 'la 60 e4l 100 
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b) 

Fig. 4.9. (a) Temporal response of detectors: Decay characteristics of different detector 
materials after a short x-ray pulse. (b) Slow signal decay may influence image quality, in 
particular spatial resolution, in a negative way. Simulations of this effect demonstrate that 
this is already the case for a decay constant z = 1 ms. 

A further disadvantage of xenon detectors - and this may possibly be 
the decisive disadvantage with respect to future developments - is the 
fact that linear arrays for single-slice scanning can be built very easily, 
but multi-row designs or complete arrays are extremely difficult to 
manufacture. Accordingly, all multi-row detectors in the past and all new 
detector systems have been built with ceramics or scintillation crystals 
(Table 4.3). 

High geometric efficiency is a requirement for detectors which has 
particular importance for multi-row detectors. This implies that dead 
spaces should be as small as possible. The septa and, whenever in use, 
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Manufacturer 

EM1 

Siemens 

Siemens 

Imatron 

Elscint 

GE 

Siemens 

the anti-scatter collimators between the individual detector elements 
which are oriented towards the focus, have a width of typically 0.1 to 
0.2 mm, while the separation of elements in the z-direction is 
approximately 0.1 mm. Values of geometric efficiency of 80 to 90% are 
therefore the best available today. For arrays with a finer separation of 
detector elements in the z-direction a stronger reduction of geometric 
efficiency must be accepted. 

Scanner type No. of rows D No. of slices M Year 

Mark I 2 2 1972 

SIRETOM 2000 2 2 1974 

SOMATOM SD 2 2 1977 

c-100 2 2 1983 

Twin 2 2 1994 

LightSpeed 16 4 1998 

SOMATOM Volume Zoom 8 4 1998 

Table 4.3. CT scanners with multi-row detector systems. D represents the number of 
detector rows, M the number of simultaneously scanned slices. 

Marconi 

Toshiba 

Mx8000 8 4 1998 

Aquilion 34 4 1998 

4.7 Concepts for Multi-Row Detectors 

Examples for multi-row detector arrays are shown in Fig. 4.10. Due to 
cost considerations complete separate electronic channels are not 
provided for each individual detector element. Whenever slice thickness 
larger than the minimum thickness given by the array pitch is selected, 
the signal from several elements is combined in the z-direction, amplified 
and AD-converted. This implies the capability to define the slice width 
by an electronic combination of signals, whereas the X-ray beam is 
collimated close to the X-ray source in the usual way. 

Figure 4.1Oa shows the technical solution promoted by GE Medical 
Systems. The 16 individual rows of the detector array which offer a 
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minimum slice thickness of 1.25 mm at the centre of rotation can be 
combined to single slices of 1.25 mm, 2.5 mm, 3.75 mm or 5 mm, 
respectively. Toshiba Medical Systems offers a similar solution of a 
more or less isotropically structured matrix array in a technically more 
demanding way with a 34-row array design for its Aquilion. The 
innermost four rows define a 0.5 mm slice each, followed on each side 
by 15 rows of 1 mm. Here also, only four slices can be measured 
simultaneously, i.e. in this case four slices of 0.5 mm, 1 mm, 2 mm, 
4 mm or 8 mm, respectively. 

Slice definition 

and electionic switching 
..._I by near-focus miiimators 

4 x  1.25 mm 

a) 

t 
l x l r n m  Sllce definition 

by near-facusmilrmators 
and electronic switching 

Fig. 4.10. Multi-row detector systems for spiral CT. The number of the slices scanned 
simultaneously and their width are defined by pre-patient collimation and post-patient 
electronic combination of signals from the detector array. (a) Isotropically structured 
detector array (GE Lightspeed). (b) Anisotropically structured detector array Siemens 
SOMATOM Volume Zoom and Marconi (Mx8000). 

An alternative solution which in principle represents a similar 
approach, but attempts to minimize dead spaces, was developed by 
Siemens in cooperation with Elscint and is provided in the SOMATOM 
Volume Zoom and in the Marconi Mx8000. The design of such a so- 
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called adaptive array is shown in Fig. 4.10b, where only the two 
innermost detector rows define thin 1 mm slices directly, while offering 
increasing slice widths off centre. Here also, slices are defined by pre- 
patient collimation and the post-patient combination of measured signals. 
Of course additional post-patient collimation is always possible also. An 
important advantage of an adaptive array of this type is that the 
outermost thicker slices, in this case 5 mm slices, do not contain septa 
and do not cause a reduction in geometric efficiency. A definition of very 
thin slices is possible by narrowing the pre-patient collimation and 
limitation to only the two innermost detector rows. 

Both detector concepts presented here, regularly structured isotropic 
and “adaptive” anisotropic arrays, represent decisive technological 
advances which will characterize CT in the years ahead. An expansion to 
higher numbers of rows and slices are to be expected for the near future. 
They require greater efforts and investment with respect to detector 
electronics. Arrays expanded in the z-direction constitute a continuous 
transition from fan beam to cone beam. Consequently they require 
further efforts with respect to image reconstruction and data corrections 
to reduce or eliminate a negative influence on image quality due to the 
increasing cone beam angles and contributions from scattered radiation 
which will increase drastically. 

4.8 Outlook 

The next significant improvement of CT systems can be expected to be 
the utilization of large area semiconductor detection devices, which are 
currently being introduced into projection radiography. 

The transition from scanning one or only a few slices to data 
acquisition for an entire field means the transition from fan beam to cone 
beam geometry. The underlying considerations represent a decisive 
future-oriented development for computed tomography. Various 
approaches to this goal are under investigation today; nevertheless, a 
solution which would lend itself to clinical CT imaging with its high 
demands on image quality and, in particular, low-contrast detectability 
has not yet been established. 
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There is no exact definition in the literature for when a fan beam, 
assumed to be planar, becomes a cone beam. For the clinical systems in 
use today, for example, strict planar geometry is always assumed, even 
for four fans although they cover up to 4 x 8 mm in z-direction. It may 
therefore be appropriate not to base the definition on the detector or the 
type of scanning, but instead on the type of reconstruction. For all multi- 
slice CT scanners in use today an ideal fan beam geometry is assumed; 
there are no additional assumptions with respect to geometry or 
corrections for divergence of the fan. A 2-dimensional reconstruction is 
simply applied in all cases. Whenever the non-planar geometry is taken 
into account and a 3D reconstruction is carried out this should be referred 
to as cone-beam CT. 

The data sets recorded by any single row in cone beam geometry will 
become increasingly inconsistent with increasing distance of the specific 
row from the central plane. If this is ignored, artefacts will result 
whenever the cone angle exceeds a few degrees. For this reason, true 
cone-beam CT with area detectors is employed in practice today only 
when compromises with respect to image quality are permitted. This is 
mostly the case for high contrast displays, which require high spatial 
resolution, but do not require the degree of freedom from artefacts 
necessary for low-contrast detail detectability. Examples are the imaging 
of vessels after administering contrast medium, preferably by an intra- 
arterial injection, or applications in non-destructive material testing in 
medicine or industry. 

In most cases conventional area detectors were used. As an example, 
3D CT angiography scans can be acquired with a rotating C-arm and 
standard image intensifier after intra-arterial injection [6]. This 
application only allows the assessment of vascular anatomy and 
pathology, but not of soft tissues, which exhibit low contrast. Micro-CT 
systems are in widespread use today and already commercially available, 
e.g. for examinations of biopsies and small animals, or for non- 
destructive material testing. 

Most systems make use of CCD arrays (typically 1024 x 1024) with 
cesium-iodide or gadolinium-oxysulfide scintillators [7, 81 , but in the 
meanwhile the applicability of several prototype flat-panel detectors for 
Micro-CT is under examination (see e.g. [9-131). Usually, an 
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approximate 3D image reconstruction of the Feldkamp algorithm type is 
employed. Spatial resolution is extremely high, consistent with the given 
task and the implementation using about 100 pm and 10 pm effective 
detector element dimensions, respectively. The requirements for low- 
contrast detectability, which would have to be provided by a clinical CT 
scanner, have not yet been fulfilled. New reconstruction procedures and 
corrections for the increasing contributions from scattered radiation must 
still be developed and evaluated to achieve this. Proposals are available 
by now [15,16]. Both the development of high-quality detector arrays 
and cone-beam reconstruction algorithms constitute the greatest 
challenge to physicists and engineers in CT today. 

Fig. 4.11. The knee joint of a mouse scanned with a micro-CT unit that employs a 10242 
CCD camera as detector. A sagittal slice (left) and a corresponing shaded surface display 
of the whole specimen (right) are shown. The scan was performed with the following 
parameters: tube voltage 70 kV, tube power 3 W, focus size 5 pm; size of the 
reconstructed voxels (6 ~ m ) ~  [14]. 
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CHAPTER 5 

SPECIAL APPLICATIONS IN RADIOLOGY 
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Sincrotrone Trieste S. C.p.A. di interesse nazionale 
Strada Statale 14 - km 163,5 in AREA Science Park 

34012 Basovizza, Trieste ITALY 

5.1 Introduction 

Worldwide synchrotron radiation facilities [I] provide an extraordinary 
kind of X-ray source, which offers a large variety of application in 
several fields such as material science, crystallography, micro- 
spectroscopy, X-ray diffraction and more recently a variety of medical 
applications as for example are described in [2]. 

The main feature of these sources is the wide and continuous energy 
spectrum providing a very high photon flux over an energy range up to 
some 50 keV or even higher. Moreover, the beam comprises a high 
natural collimation at least in the vertical direction and a high degree of 
coherence in both, space and time. In the horizontal direction one can 
produce a large area, fan-like photon beam shape. 

All the unique features mentioned in combination with sophisticated 
optics make synchrotron sources well suited instruments, e.g. for medical 
applications. Thus during the past years several synchrotron radiation 
(SR) facilities have developed dedicated medical beamlines. Those make 
not only use of the excellent source characteristics but also from fact that 
the high intensity SR spectrum allows one to select and to tune 
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monochromatic photon beams with a very narrow energy bandwidth. 
Besides, the laminar geometry reduces scattered radiation and thus 
avoids image blurring. As a consequence an enhancement of the image 
quality is observed while the dose is conserved or is even reduced at the 
same time. This is simply due to the fact that for each application the 
right energy window can be chosen. Moreover, the monochromaticity 
can be utilized to implement multiple energy techniques. 

A dedicated imaging system is required for each specific medical 
application and various approaches have been pursued with the 
development of different X-ray digital detectors with appropriate features 
like the geometry, the X-ray detection mode and the electronics. In 
general a high detective quantum efficiency (DQE) is the essential 
parameter for medical radiology (see appendix). During the last two 
decades several systems for medical imaging based on synchrotron 
radiation have been developed. Of note here are synchrotron-based full 
field digital mammography, transvenous coronary angiography, 
bronchography and multi energy tomography. Moreover, new imaging 
modalities have been recently developed aiming a further improvement 
in the image quality based on the detection of phase shift information, 
important effect especially for low absorbing biological materials. 

5.2 Special Applications 

5.2.1 Mammography 

Mammography is a screening technique with the highest sensitivity for 
detecting early breast cancer, which statistically lead to a significant 
improvement in breast cancer survival [3]. The demands on the image 
performance in mammography, in terms of contrast and resolution are 
beyond those of any other medical imaging modality. Subsequently the 
requirements on both, the X-ray source and the detector are very high. Of 
note are here the detection of low contrast details and small size details 
such as low contrast masses and clusters of micro-calcifications, which 
are possible indicators of early breast cancer. At the same time special 
care has to be taken for an efficient use of the radiation dose to the 
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patient: since the breast is one of the most radiosensitive organs the risk 
of cancer induced by X-ray exposure has to be minimized. The visibility, 
e.g. of micro-calcifications, which are embedded in a tissue background, 
can be described by the signal to noise ratio (SNRm). Taking into account 
the Poisson statistics of the photons the SNRB it is defined as: 

where Nl is the average fluence of photons on the image in the 
background region and N2 is the average fluence in the area of the detail. 
The SNR is higher at lower energies because the difference of the 
attenuation coefficients decreases with the energy. On the other hand 
lower energy means higher absorbed dose in the organ. A parameter 
which describe the image quality versus the energy is the Figure of Merit 
(FoM) which is defined as the signal-to-noise ratio normalized to the 
mean glandular dose (MDG): 

The FoM curve shows (Fig. 5.1) a maximum corresponding to a 
certain energy and consequently at that energy the image quality is 
maximized for the same radiation dose. Since the FoM depends on the 
tissue thickness and the tissue composition, a selectable monochromatic 
energy should be chosen according to the breast thickness and variation 
in the composition between more transparent adipose and denser 
glandular tissue. The example in Fig. 5.1 shows how the maximum 
moves to higher energies as the thickness of the sample increases. 
Utilizing now monoenergetic X-rays generated by a synchrotron 
radiation beam line it is possible to tune the photon energy always on the 
maximum of the FoM. 

Since the first mammographic units became available in the 1970s 
several technical improvements have been reported on the X-ray beam 
quality, adequate breast compression and automatic exposure control. 
Unfortunately, there are still several limitations and approximately 10% 
of clinical obvious breast cancers are not visible with mammography [3].  

151 



R. H.  Menk 

Even today screen film systems are dominating as imaging detectors in 
mammographic units. Even though film screen systems feature excellent 
spatial resolution they have several inherent limitations [4]. One of the 
main drawbacks of film systems is their non-linear response. The 
contrast properties of a radiographic film are described by its 
characteristic curve, which has typically a sigmoidal shape (Fig. 5.1). 
That means that the range of the X-ray exposure with linear 
correspondence with the optical density is limited to a factor of about 25. 

The noise in this system is due to the structure of the fluorescent 
screen and, mainly, to the granularity of the film emulsion that prevents 
the system to be "quantum limited" decreasing the contrast resolution. 

An important challenge in film screen mammography is the capability 
to diagnose early stages of breast cancer in radiological dense breast (or 
breast types that contain a large amount of fibroglandular tissue). Subtle 
attenuation variation in breast tissue requires a high contrast sensitivity 
that means a steep slope in the characteristic curve of the film. On the 
other hand a trade-off between the contrast sensitivity and the film 
dynamic range (latitude) has to be considered. 

7.0 cm 

narrow 
exposure 
latitude 

/ - 
relative exposure (log) 

shoulder 
/ 

1 

Fig. 5.1. (Left): Figure of merit (FoM) versus photon energy. The FoM is shown for three 
different tissue thickness (2.5 cm, 4.5 cm and 7.0 cm, respectively). (Right): Typical 
exposure curve of a film screen system. 
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High contrast sensitivity in not suitable for a large range of 
transmitted exposure due to the presence of dense (radiographically 
opaque) and adipose (transparent) part in breast composition. As a 
consequence dense parts can be underexposed or transparent parts can be 
overexposed corresponding to the toe and to the shoulder of the 
characteristic curve. Another limitation of film screen mammography is 
the compromise between spatial resolution and X-ray interaction 
efficiency. 

To perform a radiograph at a reasonable dose the film is used in 
contact with a fluorescent screen that converts the X-rays in visible light. 
The absorption efficiency depends on the phosphor thickness, but as the 
thickness increases also the screen blur increases reducing the spatial 
resolution. This is due to the diffusion of light from the point of 
absorption of the X-ray to the film. In mammography high spatial 
resolution (18-20 LP/mm (Line Pairs per mm)) is essential thus the 
screen must be relatively thin with a consequent reduction of the 
detection efficiency. 

The DQE of screen-film system reaches a maximum of 0.25-0.30 
(Fig. 5.2) at low spatial frequencies and drops to less than 1% at higher 
frequencies [5].  The loss of DQE is attributable primarily to film 
granularity noise. 

For a diagnostic interpretation, e.g. of micro-calcifications, a signal to 
noise ratio of at least 3 is required. Utilizing a detection system with 
matched pixel size and monoenergetic photons the skin dose D s b  is 
given according to [6] by 

2ep L SNR& 
D . =  skm D Q W M  -2 w 4 Cp 2 q 3  

(5.3) 

Here L is the length of tissue traversed by the beam, ji and p are the 
absorption coefficient and the density of tissue, respectively. C p = A p / p  
is the object contrast, i.e. the relative change of the absorption coefficient 
in the object with respect to its neighborhood. Note that &in increases 
with the inverse fourth power for a cubic object of the size w and 
increases with the square of the signal to noise ratio SNR, required. If 
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one consider a micro-calcification of w = 0.025 cm embedded in breast 
tissue of L = 4.5 cm (length of compressed breast) and SNR, =5 then the 
following values for contrast, count rate in a 75.75 pm2 detector pixel 
and skin dose can be found (Table 5.1). 

0 1 2 3 4 5  

spatial frequency [LP/mm] 

Fig. 5.2. DQE curves as function of the spatial frequencies for a Kodak (Kodak 
Insight) and a Fuji (Fuji CR) film screen system [7]. 

Table 5.1. Contrast as function of the (monochromatic) photon energy and the 
associated count rate per pixel and the skin dose per DQE(0) of the imaging detector. 

Fluence 
c, ["/.I [photons/pixel] 

Energy 
[keVI 

20 5.9 1600/DQE(O) 0.00045/DQE(O) 

30 1.9 9070/DQE(O) 0.0004/DQE(O) 
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5.2.2. Digital Mammography with Synchrotron Radiation 

To overcome the present limitations in mammography both the detection 
device and the source have to be optimized. 

In order to improve the source quality SR-based mammography 
experiments have been carried out. Comparing the energy spectrum of 
SR source and of a mammographic X-ray tube it turns out that the SR 
intensity is orders of magnitude higher than that of a clinical unit. A 
monochromator can be utilized in order to obtain a beam with high flux 
and with a narrow energy bandwidth. The appropriate energy can be 
tuned according to the density and thickness of the breast to the best 
FoM value. In addition the highly vertical collimated SR geometry 
inherently reduces the scattering in the image thus avoiding the use of 
anti-scatter grids. Approximately a decade ago first pioneering work was 
done at ADONE (Frascati, Italy) using a channel-cut Si( 11 1) crystal as 
monochromator and a conventional screen-film system [8]. 

Double crystal 
monochromator 

Beam stop 
for white t: 

Safety system with 
dose monitors and 

fast shutters 

Silicon strip 
detector ‘edge on’ 

Fig. 5.3. Principal set up for synchrotron based mammography with SR and digital 
detector in line scan geometry. 
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The conclusion of these experiments was that the images of test 
object as well as breast tissue specimens taken with the monochromatic 
SR have higher contrast resolution at similar or less radiation dose. Over 
the past years other preliminary investigations have been carried out by 
the medical research group at NSLS (Brookhaven, USA) with screen- 
film and imaging plate detectors [9] and at SRS facility (Daresbury, UK) 
with screen-film system [lo] using in both cases flat Si(ll1) crystal 
monochromators. 

Utilizing digital detectors for mammography several limitations can 
be overcome [11 ,  121. It should be pointed out that in digital 
mammography the image acquisition, display and storage are performed 
independently allowing optimization of each procedure. The response of 
detector is linear over a much wider dynamic range (12 bits or more), 
therefore more ideal for radiological dense breast types with improved 
lesion detectability. 

To fulfill the severe requirements of mammography the digital 
detectors must feature low intrinsic noise and a very high detection 
efficiency in order to keep the dose to minimum, hence, a high DQE 
system is necessary. The spatial resolution should be also very high and 
reasonable pixel size is supposed to be about 100 - 50 pm2. Moreover, a 
digital image presents all the advantages of the computer manipulations 
to improve the detection of subtle and small suspicious lesions with off- 
line contrast enhancement procedures. 

In order to fully validate and exploit the method of digital 
mammography with synchrotron radiation a dedicated beam-line called 
SYRMEP was designed and built at the SR facility ELETTRA, Trieste 
(Italy) and it is under operation since 1996 [13, 141. A Si (111) double 
crystal monochromator in Bragg mode provides a 150 mm wide laminar 
fan beam at the experimental hall (Fig. 5.3). The energy of the beam can 
be tuned in the energy range from 10 to 35 keV. As depicted in Fig. 5.3 
two-dimensional radiographs are obtained by a vertical scan of the 
sample/patient through the laminar beam. 

From the FoM curve in Fig. 5.1 it turns out that for a tissue thickness 
of 4.5 cm the highest value can be expected at energies of about 20 keV. 
Such a tissue thickness is obtained by the compression of the breast. 
Since this is a painful procedure higher compressions are normally not 
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suitable. Hence the advised imaging energy for synchrotron radiation 
based mammography is around 20 keV. According to Table 5.1 for this 
energy the fluence per detector pixel (75.75pm2) of 1600 [photons/pixel] 
for a detector featuring a DQE(f=O)=l and 3200 for a DQE(f=0)=0.5 
is required in order to resolve a microcalcification of 0.25 mm with a 
SNR, =5 . These values seem to be suitable for single photon counting. 
Thus a counting detector should be a better solution than an integrating 
one if the dead time can be kept in the order of some hundred ns (see 
figure in the appendix). In the scanning approach, however, not the 
fluence but the fluence rate [photons/pixel /s] is crucial and thus the 
requirements on the detector become fairly challenging as shown in the 
following. Taking into account, that the patient can withstand the 
compression some ten seconds and that longer scan time induce image 
blurring due to the patient movement (like breathing) an entire image has 
to be taken within 10 s. If the field of view is 7.5 cm in the vertical 
direction and the spatial resolution is 75 pm then the fluence rate is 
1.6-106 photons/pixel/s for a detector with DQE(f=O)=l and for 
SNR, =5 . If SNR, =3  is sufficient then the fluence rate is around 600 
kHz. In both cases a counting device can be employed for this 
application however, a commercial device featuring these rates is not 
available. Thus included in the SYRMEP project study is the 
development of a novel digital detector based on a linear silicon array of 
pixels that is able to digest these fluence rates. The prototype detector 
consists of a micro-strip silicon detector which is irradiated from the side 
in an “edge on” geometry [15]. In this configuration it acts as a linear 
pixel detector with a horizontal pixel size of 200 pm defined by the strip 
pitch and a vertical pixel size of 300 pm due to the wafer thickness. 
Hence the absorption efficiency is of about 80%-90% in the energy 
range of interest since the beam impinges parallel to the longitudinal 
dimension (10 111171) of the strips which becomes the effective detector 
thickness. If dead time effects are negligible the DQE(f  =0) is equal to 
the absorption efficiency. Higher efficiency values cannot be obtained 
for this kind of detector because of the presence of an insensitive 
volume. This is due to the fact that the strips are implanted 250 pm from 
the edge [ 161. Thus, photons absorbed in this region are not detected. 
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The electronics is realized in a custom made VLSI and works in 
single photon counting mode [17]. Each channel features an analogue 
part, which consists of a charge sensitive preamplifier, a shaping 
amplifier, an analogue buffer, a threshold discriminator, and a 16 bit 
pulse counter. The read-out of all counters in the circuit is done in serial 
up to a rate of 20 MHz. The counting rate of the first prototype 
electronics using periodic signals is close to 100 kHz per pixel which is 
in fact one tenth of the required flux. At present a counting electronics up 
to 1 MHz per channel is under production. 

Joining the SR features with the digital mammography approach 
promising experimental results have been obtained with both, phantoms 
and in vitro full breast tissue samples. It turned out that for the images 
taken with the digital detector the applied dose to the sample was smaller 
or comparable to that of the clinical unit. However in terms of contrast 
resolution the digital ones are superior (Fig. 5.4) 

Fig. 5.4. Full breast tissue recorded at the Syrmep beam line at the Sincrotrone Trieste, 
Italy with the “edge on” silicon strip detector [18]. 

5.2.3. Subtraction Techniques at the k-Edge of Contrast Agents 

Applying formulae (5.3) it can be shown that dose-contrast 
considerations prevent direct imaging of low absorbing details such as 
the arterial system in the heart or the bronchi. Diagnostically both are 
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from great interest since headung diseases are the leading causes of 
dead in most regions of the industrialized world [ 191. 

In order to increase the image contrast, for instance of the coronary 
arteries in clinical routine iodine based contrast agents are utilized, which 
are power injected for example into the lumen of each of the coronary 
arteries. For this procedure it is necessary to introduce a catheter into a 
peripheral artery and threading it into the ostium of one of the two 
coronary arteries. During and after the power injection transmission 
radiographs of the upper torso are recorded either in a static fashion or in 
a time sequence (so-called cines). In this fashion the coronary arteries are 
imaged with excellent signal to noise ratio. This imaging modality 
represents the most reliable evidence that can be obtained in vivo about 
the status of the coronary artery circulation [20]. However, hazards 
associated with the catheter placement are numerous spanning from 
arterial perforation to embolic obstructions in various distal arteries 
including those of heart and brain. 

image I 

-I 

iodine 

p-.. 

I high energy 
I image 

I AE = 100-400 eV - 

photon energy [keV] 

Fig. 5.5. Mass absorption coefficients for iodine, bone and soft tissue versus energy. 
Depicted are also the positions of the high and low energy band, which are used for 
dichromography . 
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Already in 1953 [21] efforts were reported to avoid the arterial 
catheter and image the coronary arteries after an intravenous injection of 
the contrast agent. Since in this modality the iodine bolus is substantially 
diluted before it arrives in the coronary arteries (factor 20 or more) the 
iodine contrast is in the order of 1% and is hooded by higher absorbing 
structures like bones and muscles. The idea of Jacobson was to use 
dichromatic absorption radiography that is to say two images are 
recorded one after the other with two different energies bracketing 
somehow the iodine absorption edge (Fig. 5.5). The image which is taken 
with energy beyond the k-edge of the iodine (33.18 keV) - in the 
following called “high image” comprises absorption effects from iodine, 
bones, fat and muscles while the image taken at lower energy (“low 
image”) has negligible iodine contrast and serves as a mask. In order to 
increase the iodine contrast one simply has to perform a logarithm 
subtraction of the high image and the low image. In the image attained in 
this fashion only iodine should contribute to the signal. 

Double crystal 
monochromator 

Beam stop 
for white beam 

Detector /chair control 
image processing 

Fig. 5.6. Sketch of the angiography beam line at HASYLAB at DESY. 
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Even though the idea was advanced that time this modality actually 
was never really utilized since the sources available at that time would 
not deliver sufficient flux. Neither appropriate detection systems were 
available. Moreover, high and low images were taken in a time sequence 
that is to say one after the other. Since the heart is a rapidly moving 
organ and the patient could move in the mean time the subtraction never 
really worked out and moving artifacts destroyed the image contrast. 
This problem could be overcome thirty years later and was due to the 
availability of synchrotron sources [ 191 and more advanced detection 
systems. Utilizing perfect crystals it is possible to generate two 
monochromatic X-ray fan beams out of the polychromatic synchrotron 
radiation whose energy closely bracket the iodine absorption k- edge 
(100 eV - 400 eV). Both beams are simultaneously available and are 
spatially separated at the source and at the detector but intercept in the 
patient (Fig. 5.6). 

By translating the patient in vertical direction through those beams 
two images are taken simultaneously by a dual line digital detector. In 
order to avoid movement artifact of the heart the scan should be 
completed within 250 ms. 

Under the (simplified) assumption that the patient consists only of 
water and iodine (see appendix) one can calculated an iodine image and a 
“water image” by a simple matrix inversion. If S denote the logarithmic 
and normalized images taken at the two energies, p, j~ are the densities 
and absorption coefficients for water (tissue) and iodine and x describes 
the thickness of the specific material, then one obtains an equation 
system of two unknown. These are the water image Xwate,) and the 
iodine image (piodine &,,dine) which can be obtained by a matrix inversion 
on a pixel basis as shown in the appendix of the following matrix: 

low low 
Piodine P w a t e r  

Piodine Pwater  

-- 

high high 
-- Piodine P w a t e r  

Piodine Pwater  

Piodine Xiodine 

Pwater  X water 
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Here the subscripts low and high, respectively, refer to the energy 
below and above the iodine k-edge. Depicted in Fig. 5.7 are the two 
simultaneous taken energy images and the resulting water and iodine 
image, demonstrating how the right coronary artery (RCA) emerges from 
the background by the subtraction method. Visible in the proximate part 
of the RCA is a stenosis indicated by the arrow RCA, which was treated 
by a bypass (CABG-RCA).A metal loop indicates the attachment of the 
bypass to the aorta. 

Fig. 5.7. Upper row: Energy image above (left) and below (right) the iodine k-edge 
recorded with the NIKOS 4 system at DESY, Germany. The imaging detector is a 
highly segmented 2-line ionization chamber with 19 bit dynamic range. Depicted also 
are the associated water (lower row left) and iodine images (lower row right) obtained 
by the inversion of the matrix of the mass absorption coefficients. 
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The skin dose per iodine image is about 40 mSv and the total dose for 
three scans in two different projections including some low dose 
positioning scans amounts approximately 300 mSv, which is somewhat 
smaller than the dose of a standard invasive coronary angiography. It 
should be noted that the RCA but also the left coronary artery (LCA) are 
relatively easy to image since both can be projected without being 
obscured by other (bigger) iodine filled structures such as the ventricle, 
the aorta or the atrium. Typically the fluence in the vicinity of these 
vessels is at least lo9 photons/s/mm2. Hence sufficient flux is available 
and according to the graph in the appendix the DQE even for a “noisy” 
integrating detector can be reasonable high. Counting detectors, 
however, featuring such a count rate and subsequently an accordingly 
short deadtime - that is to say high DQE values- are difficult to realize 
and very expensive. 

Therefore integrating detectors are more suitable for imaging free 
projected arteries in this special application Obviously the described 
imaging modality can be easily modified for imaging for instance 
pulmonary structures. Instead of iodine, here a xenon oxygen gas mixture 
(80% and 20%) is used which is inhaled while the image sequence is 
taken. 

left lung, respectively with a xenon concentration at the level of the first bronchial 
bifurcation of 75%. Third and fourth order bronchial branches are visualized. The 
study was approved by the institutional committees on human research at both the 
Stanford University medical center and the Brookhaven National Laboratory and was 
carried out at the medical beam line at the NSLSBNL. 
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Since the k - edge of Xenon is with 34.56 keV slightly higher than 
that of iodine the values in the mass absorption coefficient matrix in (5.4) 
have to be adjusted accordingly. 

Dichromography can provide clinically significant diagnosis 
information and appears to be well suited for the detection of 
intraluminal lesions or of parenchymal lesions that distort the adjacent 
airways [22]. 

Initial results on synchrotron radiation based bronchography in 
humans were obtained at the medical beam line at the National 
Synchrotron Light (NSLS) at Brookhaven National Laboratory (BNL) 
[22]. The spatial resolution in the images acquired with this modality is 
at least three times higher than of those recorded with novel MRI 
approaches based on lZ9Xe or 3He, [23-251. The approximation done in 
(5.4) that the patient consists of water and iodine/xenon only is clearly a 
rough approach. And in fact the formula produces artifact in those parts 
of the image, where the mass absorption coefficient is substantially 
different from that of water, for instance in the bones, such as the rips or 
the spine (Fig. 5.7 or Fig. 5.8). 
Besides an iterative software approach to overcome this problem one can 
also use an image taken at a third energy which is far away from those 
energies that are bracketing the k-edge of the contrast agent. For instance 
one can use the third harmonics of the wiggler spectrum which is also 
transmitted by the monochromator system. Normally the contamination 
of the third harmonics is in the order of a fraction of a per cent. But 
blocking the ground wave utilizing an appropriate filter one can obtain a 
pure third harmonic beam. At this point formulae 5.4 has to be expended 
to the third energy and one gets 

s2]= Sl 

s3 

1 I 1 
piodine pwa te r  p b o n e  

Piodine Pwater  Pbone  

2 2 2 
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3 3 3 
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--- 
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Pwater  . ‘water 
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(5.5) 
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Once three images Si (i = 1,2,3) are measured at the three different 
energies the inversion of the mass absorption matrix leads to the density 
images of water, iodine and bone. Some feasibility studies on three- 
energy or multi energy tomography (MECT) were carried out at the 
NSLSBNL [26, 271 to verify this approach (Fig. 5.9). It turned out that 
this method allows a direct segmentation of tomographic reconstruction, 
a common problem in diagnostic computer tomography. It should be 
noted, that the benefit of image processing in noise limited images 
should not be overestimated. Any improvement in intensity resolution is 
at the expense of the spatial resolution and vice versa. Clearly, the 
subtraction of large structures can help for the interpretation, as does the 
k-edge subtraction method in spite of the factor of 21'2 loss in the 
intensity resolution for constant skin dose [28]. 

hslve 8- 

Fig. 5.9. Feasibility study of 

Jh energy (33.289 k q  

rm. i- 

hree-energy tomography on a cow tail sample. Shown 
are the three energy images recorded at the NSLSBNL, USA at three energies 
(33.069 keV, 33.269 keV and 99.807 keV) and the associated water, bone and iodine 
image (two 1 mm tubes filled with 37 mg/ml iodine). The imaging detector was a Li 
drifted Si detector operated in integrating mode. 
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5.2.3.1 Detectors and detector requirements for dichromography 

It becomes obvious from the discussion above and in the appendix, that 
the requirements on the detector for transvenous coronary angiography 
are exceptional high. To summarize: A signal of a coronary artery of a 
diameter of 1 mm filled with 20 mg/ml iodine lies in the order of 1% or 
less. This weak signal is superimposed by a strong varying background 
with variations of at least three orders of magnitude and should be 
imaged in at least 250 ms (or less than 1 ms per line) in order to avoid 
motion artifacts. The field of view is 10.10 cm2 and the required spatial 
resolution is around 1 LP/mm. Moreover, dose considerations suggest a 
DQE close to one. 

Of note is that the left circumflex branch (LCX) is always partially 
obscured by the left ventricle. The fluence rate here can drop down to 
3.2 lo5 photons / mm2/s (see appendix). On the other hand the system has 
to digest the maximum photon fluence of some hundred GHz per mm' 
which is the typical fluence rate behind the lungs of a patient. Hence it 
turns out that the noise equivalent of the detector system has to be lo5 
photons per mm2 and 1 s integration time while the maximum photon 
fluence is around 10" photons/mm*/s. Therefore the required dynamic 
defined as the maximum signal divided by the noise is lo6. Feasibility 
studies on single photon counting devices and pulse integration detectors 
[29] showed that the DQE(f=O) in high fluence regions such as 
behind the lungs dropped tremendously due to dead time effects. A high- 
count rate photo multiplier tube system was developed in Novosibirsk 
[30]. For this device a maximum count rate up the 6 MHz per cell was 
reported. 

One possibility to increase the count rate of a counting device is to 
increase the number of segments in the beam direction however, making 
such a system technically very difficult and expensive. Therefore almost 
all systems developed so far for transvenous coronary angiography in 
human studies are integrating devices using electronics with a dynamic 
range of at least 16 bits. 

As a representative example of detectors used in this specific 
application a low noise ionization detector developed by the University 
of Siegen, Germany in collaboration with HASYLAB, DESY, Germany 
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will be briefly discussed in the following. More details can be found in 
[31, 321. This detector consists of two segmented anodes realized on 
printed circuit boards and a shared drift cathode defining the two detector 
lines. For the discussed application a strip pitch of 0.4 mm was chosen, 
since a spatial resolution of 1 LP/mm is sufficient to image an artery of a 
diameter of 1 mm. In order to cover a field of view of 10 cm in the 
horizontal direction each line comprises 336 anode segments. In the 
direction of the beams the strips measure 56 mm. As indicated in Fig. 
5.10 each line comprises also a grid made of gold coated tungsten wires 
mounted at a distance of three mm above and below the drift cathode. All 
these components are accommodated in a pressure vessel capable of 
holding noble gases such as Xe or Kr under medium high pressure up to 
15 bar. In the discussed energy range the X-ray photons are mainly 
absorbed via the photoelectric effect releasing a certain amount of 
electrons and ions as discussed in the appendix. The formers are 
collected on the drift cathode, while the latter form the signal collected 
on the anode strips, once they passed the grids. These are almost 
transparent for electrons, but provide a sufficient electrostatic shielding 
for the ions. Without the grids the ions would induce slow signal changes 
on the strips due to their small drift velocities and thus produce cross talk 
between adjacent image lines. 

......... . . . . . . . . . . .  ' F  .......................... ~. .. 
, .  
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Fig. 5.10. (Left): lateral view of the multi-channel ionization chamber. (Right): read 
out electronics for one channel (Patent No. 19758363.6) 
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Table 5.2. List of groups that are working on human studies in transvenous coronary 
angiography 

Facility Detector Monochromator Operation 
NSLS Dual line Si(Li), integrating 1 bent Laue Started in 1990 
Brookhaven mode, 5 mm thick, 250 pm Si( 1 1 1) Human studies 
(USA) pixel, 4 ms integration time 30 patients 

/line, 16 bit dynamic 
DQE,,(f=O) = 0.5 

integrating mode, 400pm pixel, Si( 11 1) Dedicated beamline for 
integration time 0.8 ms per line a large program on 
19 bit dynamic, DQE,,(f=O) = human studies since 
0.8 1997,400 patients 

ESW HPGe dual line integrating 1 bent Laue Started in 1998 first 
Grenoble mode, 2 mm thick, 350 pm Si( 11 1) animals. Human studies 
(France pixel, integration time 0.8 ms beginning of 2000,6 

Hasylab Dual line ionization chamber, 2 bent Laue Started in 1981 
Hamburg 
(Germany) 

per line, 16 bit dynamic, patients 
DQE,,(f=O) = 0.8 

As a consequence a decrease in the spatial resolution in the vertical 
direction would be unavoidable. 

Each of the anode strips is connected via a gas tight connection to an 
electronics channel that comprises a current to current converter and a 20 
bit ADC" (Fig. 5.10) outside the pressure vessel. All 672 channels can be 
read out via a fast fiber link within 0.2ms. With a noise equivalent of 3.1 
photons / pixel and integration time a dynamic of almost 19 bit was 
achieved. 

A detailed comparison of two detection systems used in this 
application (NIKOS at the HASYLAB at DESY, Germany and the image 
detector at the NSLS at BNL, USA)) has been performed using the 
methods described in the appendix [33]. Worldwide several groups are 
working on transvenous coronary angiography with humans. Those are 
summarized in Table 5.2. A complete summary of the groups' 
approaches in using synchrotron for intravenous coronary angiography 
with differences in X-ray optics and the types of digital detectors can be 
found in [ 181. 

a Type DDC 101 from Burr Brown 
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5.2.4. Phase Effects 

As seen in the previous chapters these special applications rely not only 
on the tunability of the SR but also on the natural collimation and hence 
on the natural scatter rejection. A careful analyzes of the images obtained 
with SR however, shows that even here a substantial scatter contribution 
mainly due to refraction andor scattering in the p-ad range contributes to 
the images. 

Object on 
movement stage 

Scattered radiation monochromator 

White synchrotron 
radiation 

Fig. 5.1 1 .  Sketch of a setup with analyzer crystal. 

The scatter angle can be expressed as the gradient of the phase shift 
given in the lowest order by 

(5.6) 

where re is the classical electron radius, I. the wavelength of the 
electromagnetic wave (X-ray) traveling in z-direction through an object 
with the electron density p, . 

If the phase shift depends on one of the transverse variables, for 
instance x, the wave is refracted by an angle 

w, Y )  = - 5q p, (x, Y , z)dz  

Note, that the phase shift and subsequently the scattering angle is 
proportional to p, and hence to the nuclear charge 2. This dependency is 
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similar to that of the Compton cross-section. The latter, however, is well 
known to produce little contrast in images when compared to absorption 
imaging providing much higher contrast since here the cross section is 
proportional to z5. 

l . O l  

-0.004 -0.002 O.( 

Si [l l l]  

A/ 

L I 0.002 0 

Angle [degree] Angle [degree] 

Fig. 5.12. (Left): comparison between the reflectivity curves of the Si [l l l]  and the 
Si[333] reflection. (Right): Radiographs obtained of a 700 pm Nylon wire with a 
detuned analyzer crystal. Arrows indicate the angular positions on which the images 
were recorded. 

But the expectation of faint images in phase imaging is not justified 

both Compton and photo effect cross-sections are proportional to 
r2, instead of the much larger factor r,il appearing in Eq. (5.6), 
the phase shift at a given energy is only weakly coupled to 
absorption through the dispersion relations, and 
the interference with the primary wave gives a strong 
enhancement [28]. 

Both the phase shift as well as the scattering angle can be exploited as 
sources of radiographic contrast if the X-ray source is sufficiently 
coherent such as synchrotron radiation sources. The former is used in the 

for three reasons: 
0 
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so-called phase contrast imaging modality, where the detector is simply 
placed at a substantial distance downstream of the object. Here the image 
contrast arises by interference effects between the undisturbed wave and 
the refracted wave, which occurs on the boundary of objects with 
different refractive index [34-361. In order to appreciate these 
interference fringes detectors with high spatial resolution (such as high- 
resolution films direct coupled CCDs) are necessary. 

Even if interference is not visible the scattering in angular range 
mentioned before can be exploited as shown first by Foerster [37], 
Produrets [38], Somenkov [39] and Beliavsky [40]. By means of an 
analyzer crystal placed between the object and the detection device (Fig. 
5.11) it is possible to convert the angular distribution of the refracted 
beams into intensity changes onto the detector. This is due to the fact that 
a perfect crystal has a very narrow angular acceptance (around p radian) 
for X-rays of a certain energy/wavelength. For monoenergetic radiation, 
only the beams reflected are those, whose angles with respect to the 
surface of the crystal are within a certain range around the Bragg angle. 
The reflectivity as function of the Bragg angle - also known as rocking 
curve - is shown in Fig. 5.12 for a Si [ l l l ]  and Si [333] crystal and 
X-ray of energy of 25 keV. If the analyzer crystal is perfectly aligned 
with respect to the direction of the incident wave (and its energy) then 
only those rays are reflected on the detector and subsequently form the 
image there that are within the FWHM of the rocking curve. Beams 
refracted under higher angles however are rejected. In this configuration 
the analyzer crystal serves as a perfect slit with almost no contributions 
from refracted X-rays. 

Beyond simple scatter rejection a crystal analyzer reveals another 
more sophisticated feature when detuned (e.g. moved to the slope of the 
rocking curve). In this fashion well-defined amounts of the 
scatteredrefracted radiation contribute to the measured image Z, 
recorded by the detector. Z, can be now considered as a mixture of two 
components only - namely a pure absorption (ZR) and a pure refracted 
part ( A @ ) .  Initially the weight of both components is unknown. If, 
however, two images Z, and ZmH are recorded - one with the analyzer 
crystal detuned to smaller angles (0,) and the other with the analyzer 
detuned to higher angles (&) as indicated in Fig. 5.12 - then the 
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equation with two unknowns can be solved by a simple matrix inversion 
on a pixel basis as follows: At first the images are recorded at the 
steepest slope of the rocking curve R(O). 
Here R(O) is almost linear and can be expanded in a first order 
approximation in a Taylor expansion and one obtains 

I ,  = I ,  R(o,)+-(@,>A@~ 

I ,  = I ,  R(o, )+- (@~)A@, 

( ao aR 1 
1 ( ao 

aR 

where I?(@,), R(OH) are the values of the rocking curve at the angle 0, 
and OH , respectively and d ! d O  (0,) and dWdO (OH) are the values of 
the derivation at those angles. Since the rocking curve and its derivation 
are known (5.8) can be solved for the unknown ZR and AO,. One gets 

ZR and AO, are called ‘apparent absorption Image’ and ‘refraction image’ 
while the technique itself is called ‘Diffraction Enhance Imaging (DEI) 
and was suggested and proven first by Chapman [41, 421. The name 
implies that the diffraction of a perfect analyzer crystal is utilized to 
enhance the contrast of the images. 

Sources of contrast in the apparent absorption image are absorption 
and extinctiodscatter rejection. Extinction here means missing intensities 
of those X-rays that are refracted under angles substantially higher than 
the acceptance of the analyzer (Fig. 5.13). In contrast the refraction 
image gives for each pixel the angle of refraction in the object plane. 
Thus the white horizontal line in the refraction image (Fig. 5.13) 
indicates the upper boundary of the wire where the X-rays are refracted 
to positive angles. The black line represents the lower boundary of the 
wire. Here X-rays are refracted to negative angles. Note that the steeper 
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the slope of the rocking curve the higher is the contrast enhancement. 
Therefore the use of higher reflections such as Si [333] instead of the Si 
[ 11 I] (see Fig. 5.12) is of substantial advantage. 

right image was recorded in transmission mode like a standard radiography at 25 keV. 
Depicted in the upper right radiograph is the same wire but this time with the analyzer 
in place and tuned on the peak of the rocking curve of the Si [ 11 11 crystal. The images 
in the lower row are the refraction and the apparent absorption image calculated from 
the images shown in figure 5.12. The high contrast of the apparent absorption image 
is due to extinction of X-rays. 

In order to understand the improvements of this technique with 
respect to normal transmission radiography a simple phantom made of 
wires with different diameters and for instance a hollow cylinder can be 
used [43]. Depicted in Fig. 5.13 is a small part of this phantom. 

For the wires shown, a contrast improvement by an average factor of 
about 1.5 has been observed moving from the standard transmission 
image to the DEI images using a Si [ l l l]  analyzer. A further 
improvement by an average factor of around 5 is obtained when instead 
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of the Si [ill] reflection the Si [333] reflection is used. The contrast C 
here is defined as 

(5.10) 

where NI and N2 are the average counts per pixel measured respectively 
on the background and on the detail of the image (Fig. 5.14). 

0 1 2 3 4 5 6 7  0 1 2 3 4 5 6 7  
abpddW(mr) *-(m 

Fig. 5.14. C and FoM for the images of the nylon wires and the Plexiglas cylinder 
acquired at Elettra at 25 keV. The transmission, the DEI [ l  113 (peak) and the DEI 
[333] (peak) images are compared. 

These improvements are also apparent in the FoM plot in Fig. 5.14: the 
average gain factor for the wires when moving from transmission to 
[ l l l ]  is approximately 2.5, and from [ l l l ]  to [333] is as large as 60. 
Overall, the visibility of the wires (as expressed by the FoM as defined in 
Eq. (5.2) is improved by more than two orders of magnitude in the [333] 
DEI with respect to the transmission image. As an example for the 
tremendously improved image quality a DEI radiography of skull of a 
bird is shown in figure 5.15. This image was taken at photon energy of 
20 keV. Without the contributions of scattering even small details such 
as the feathers can be appreciated as demonstrated in this post mortem 
image taken at the medical beam line at Elettra. The apparent absorption 
image is more pronounced than a normal transmission radiograph. 
Additional information gives the refraction image. Here the overall 
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attenuation differences between bone, soft tissue, and feathers are not 
seen in the conventional fashion. Moreover, edges are enhanced. Since 
the physical effects upon which these images are based are sensitive to 
boundaries, one can also see inclusions in the bones that are not visible in 
the associated apparent absorption image. 

Fig. 5.15. Apparent absorption image (left) and refraction image (right) of a skull of a 
robin. 

5.2.4.1 Detectors for Phase Imaging 

Up to now no specific detectors are build for this new imaging 
modality. All groups working on this subject use rather “off the shelf’ 
detectors such as image plates, film screen systems, high-resolution films 
and CCD cameras equipped with phosphors. None of these feature high 
DQE and good spatial (better than 10 pmj resolution at a time. In other 
words the spatial frequency depending DQE is too small for all of these 
devices. Good candidates at least in the energy range below 30 keV 
could be silicon strip detectors. Also suitable even for higher energies are 
multi-segmented, high-pressure gaseous detectors filled for instance with 
xenon. The latter can feature a high dynamic range (of 19 bit or more) as 
in the case of the imaging detector for non invasive coronary 
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angiography and a good spatial resolution (c 50pm). For the DEI 
formalism as discussed above this is in principle sufficient. However, the 
analyzer can be used also in another fashion. Since the scattering angle is 
inverse proportional to the object size one can produce scattering from 
special spatial arrangements like muscle fibers, collagen fibers etc. In 
principle this is done in so-called USAXS experiments using a Bonse 
Hart interferometer [44]. However, the scatter probability several 
FWHM far away from the peak of the rocking curve is fairly low 

Thus the dynamic of the system has to be in this order of magnitude. 
This is crucial in order to record a diffraction pattern or refracted rays 
very close to the direct beam (e.g. typical flux around 1OI2  

photons /(mm2.s) at a wiggler beam line at Elettra), which represents 
large structures ( > 2500 Angstrom) as well as the diffraction signal for 
weak scattering samples that has to be recorded with a precision of a 
single photon. At present no detector exists that fulfills such high 
requirements on the dynamic range. However, recent developments in 
gas amplification structures such as MicroCATs [45] or CATS [46], but 
also GEMS [47], and MicroMegas [48] enable several new modes of 
operation for gaseous detectors in the domain of X-rays. Due to their rate 
capability these new Micro-pattern devices are well suited for combining 
gas gain operation and integration at the same time. 

It was demonstrated [49] on a 128 channel prototype detector that the 
gas gain mechanism can be utilized to adjust the total charge in the 
detector according to the incoming photon flux. In this fashion for each 
single photon a signal is generated which is significantly higher than the 
noise background of the integrating electronics. Hence, for almost all 
photon fluxes single photon precision can be obtained (without using 
ultra-low noise electronics) and thus the maximum of the DQE curve 
(figure in appendix) can be shifted to whatever lower photon fluxes. 

Such a MicroCAT detector (see Fig. 5.16) is operated either with 
argon-based or xenon-based gas mixtures for converting the energy of 
incoming photons into primary charge. By adjusting the gas mixtures and 
pressures (typically 1-5 bar are used) detection efficiencies larger that 
70% can be maintained for photon energies between up to 30 keV. A 
constant drift field within the conversion region transports the primary 

( 1 o-~- 1 0-lo). 

176 



Special Applications in Radiology 

electrons towards the gas gain and encoding stage. The system is 
equipped with a novel gas gain structure, namely the Micro-CAT, which 
performs a charge amplification of the primary electrons by factors 
between 1 and lo4. The working principle of this structure is based on a 
strong increase of the electrical field in the vicinity of micro-holes and is 
very similar to that of other gas gain structures mentioned above. 

Encoding structure 

Fig. 5.16. (Left): Sketch of a prototype MicroCAT detector. (Right): Direct beam and 
diffraction pattern of a rat-tail tendon collagen recorded with a MicroCAT detector. 

The Micro-CAT is supplied with negative high voltage (cathode) and 
is mounted at a short distance above the grounded read out structure 
(anode). The detector records the deposited charge by charge integration. 
In this case the gas gain mechanism is used to adjust the total charge in 
the detector according to the incoming photon flux, so that for each 
single photon a signal is always generated which is significantly higher 
than the noise background of the integrating electronics. Hence, for 
almost all photon fluxes single photon precision can be obtained. 

Position resolution is obtained by collection the deposited and 
optionally amplified charge on a fine structure with gold-plated parallel 
strips with a pitch of 150 pm and a length of 20 111111. For reading out the 
128 existing strips two VLSI chips are used. One chip has 64 input 
channels with low noise integrating stages (integration times down to 
100 ps can be adjusted) which are read out via one output channel using 
an analogue multiplexer (64:l). The two output voltages of the VLSI 
chips are digitized with a 1 MHz ADC with a precision of 16 bits 
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realized as a PC card (ANALOGIC). During read out the integrating 
stages are fully sensitive, that is no dead time is introduced. 

Due to the unique features of the Micro-CAT structure it is now 
possible to combine the advantages of the integrating detector with that 
of the single photon counter and adjust the DQE curve with respect to the 
photon flux available to the application of interest. If high flux 
measurements are required the Micro-CAT detector is basically working 
as an ionization chamber while for single photon resolution the gas gain 
characteristics are utilized. Combining the two modes it was possible to 
image the direct beam and the diffraction pattern of a rat-tail tendon 
collagen was recorded (Fig. 5.16) featuring more than 8 orders of 
magnitude. 

Another interesting candidate could be a thin Si-strip detector build 
on a Si [ 1 1  13 or Si [333] silicon waver. In this fashion the strip detector 
could be used for both, the analyzer crystal (but this time in transmission 
mode and not as described above in reflection mode) and as imaging 
detector. Similar to dark field microscopy the detector would measure 
only scattered radiation, when tuned to the peak of its rocking curve. The 
under-the-Bragg-angle deflected beam could then be recorded for 
instance by a high DQE MicroCAT detector. 

5.3. Conclusion and Outlook 

The unique features of synchrotron radiation enables a variety of medical 
applications among them those that were briefly discussed here. The 
success of these applications however depends strongly on the 
performance of the imaging detectors. For instance non-invasive 
coronary angiography would not have been possible without custom- 
made detectors. Further improvements in image quality and image 
contrast at reasonable dose will be only possible if the DQE of the 
detector systems is optimized for each specific application. For some 
future applications a new generation of ionizing radiation detectors is 
required. The effort in terms of human resources as well as the financial 
effort will be high but will pay off at the end. 
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Appendix 

A. Image Formation and Detector Characterization 

A comparison of the performance of different detectors is not 
straightforward. In order to do so appropriate methods have to be used 
and a common measure has to be found. In the following such a common 
measure, namely the detective quantum efficiency (DQE), will be 
developed for both, integrating and counting X-ray detectors with, spatial 
resolution. 

In X-ray radiographs image formation is a statistical process and the 
intrinsic limitations are given by Poisson noise only. A common measure 
of the image quality is the signal ( S )  to noise (0) ratio (SNR,,,) in the 
entire image or parts of the image. 

Consider a homogeneous area A illuminated for a certain time T (a 
flat field image). At each single point of A, a flux density (in the 
following denoted @(.x,y,t)) can be assumed to be superimposed with 
noise due to the Poisson statistics. The signal to noise ratio within this 
illuminated area is then given by 

N denotes the integral number of quanta in the entire area A. Note that 
this expression describes the intrinsic limitation for all kinds of photon 
imaging systems. Photon integrating or, more precisely, energy 
integrating devices such as CCDs ionization chambers, Silicon strip 
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detectors in integrating mode etc. contribute additional noise to the 
image. Thus, in general, the image information is degraded at each step 
of the detection. An image of the flat field recorded with a real, and 
hence noisy detector, delivers the following degraded SNR,,; 

This relation might be considered as a definition of the DQE. Obviously, 
a reduced DQE value requires an increased number of quanta (or dose) in 
order to achieve the same signal to noise ratio in the recorded images. To 
avoid unnecessary dose applied to patients in medical application, the 
DQE values of detector systems should be close to 1. With the 
knowledge of both the SNR,,, and the SNRi, it is possible to evaluate the 
DQE for a given detector system. 

Images are sampled at discrete positions in the space domain with the 
period defined by the pitch of the segmentation. Obviously this kind of 
image recording underlies the sampling theorem and the smallest detail 
transmitted is defined by the Nyquist frequency in the reciprocal domain 
of the space. In the following this domain is denoted as the domain of 
spatial frequenciesfand g*fis the frequency in a direction parallel to the 
segmentation of the detector. Formula (A.2) can be rewritten in terms of 
the spatial frequencies as 

where SNRo,,Cf;g) and SNRin@g) are, respectively, the output and input 
signal to noise ratios at the spatial frequencies f and g. The 
transformation in the domain of the spatial frequencies allows the 
convenient evaluation of the DQECf;g) in terms of experimental 
measurements as shown in the following sections. It will turn out that the 
unsampled input signal Sin as well as qn is  independent of spatial 
frequencies since the latter is considered to be white noise. Thus the 
SNRi, in the domain of the spatial frequencies is constant for all spatial 
frequencies. This can be shown by utilizing a pin hole aperture at the 
position x = 0, y = 0 which covers the flat field introduced earlier. The 
input signal in the spatial domain is then a convolution of the flux 
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density with the pin hole which can be written in terms of a two 
dimensional Dirac distribution. One gets 

Sin (x,  Y >  = $Jk Y >  (A.4) 

and in the domain of the spatial frequencies 

The input noise in the Poisson case is 

which results in SNR& g) = a. 
The detector system, however, responds to the input impulse at the 

object coordinates x = y = 0 with a characteristic transfer function. Due 
to the effects of charge generation within the detector the ionization 
which consists of the image information does not necessarily remain at 
this specific position but rather spreads over adjacent pixels. This causes 
a blurring or enlargement of the signal at the image coordinates x', y ' .  
This effect is described by the point-spread-function (PSF). 
Mathematically the output signal So,, in the space domain of the image is 
a convolution of the input signal with the PSF of the detector and with 
the quantum efficiency E of the detector. With the assumption of E = 
constant one gets 

So,, (n, y )  = E I $$(x ', y ')PSF(x - n', y - y ')dx 'dy  -- (A.7) 

= q p F ( x ,  Y >  

Formula (A.7) is suitable for all kinds of photon integrating detectors but 
has to be extended, when dealing with energy integrating detectors, such 
as the discussed. The total charge released in a particular detector pixel 
with a pixel width of B, a beam or pixel height of A and during an 
integration time T is 

FE 
Q = --?r-&ABTe, 

Y o n  
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if we consider a constant flux &,of photons with the energy E,  Here FEY 
denotes the total absorbed energy in a detector element, WiOn is the 
ionization energy required producing an ion - electron pair (or one 
electron - hole pair) and e denotes the electron charge magnitude. F is a 
factor that takes into account that not all the energy carried by a photon is 
really deposited in the detector and hence F is always less than one. For 
example a fluorescence photon generated after a photoelectric effect can 
escape out of the active detector volume. With (A.8) a new expression 
for So, in (A.7) can be found 

where x is a property of the acquisition electronics that describes the 
conversion of charge to gray values in the image. Note that K ~ ~ , E ,  is 
without dimension. 

A Fourier transform delivers the output signal in terms of its spatial 
frequencies and one obtains 

m m  

sout ( f ,  g> = KE, E J’ J’ G ~ P S F ( ~ ,  y>e-2n*e-2nigyddy 
-m -m (A.lO) 

where OTF is the optical transfer function. The modulus of the OTF is 
the modulation transfer function (MTF). In practice the MTF is a 
measure of how well a detail of a certain size is recorded with the 
detector system. Note that for an ideal detector MTFCf, g)  = I at all 
spatial frequencies. For such a detector the noise would be independent 
of spatial frequencies, similar to the input noise in formula (A.6). 

The low pass characteristics of a real detector, however, degrade the 
high spatial frequency signals as well as the high frequency noise. In 
general the image noise can be subdivided into three major constituents: 
one part due to the Poisson statistics, a second part that describes the 
fluctuations in the generated charges or the absorbed energy and a third 
additional noise source in the following denoted with c k d .  The latter 
consists of inherent detector noise, electronics noise and ADC noise, 
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which add in quadrature since they are statistically independent. In the 
model developed so far the total image noise in the space domain 
utilizing error propagation would be 

h this notation oadd has the dimension of a photon fluence at the input of 
the detector. With respect to formula (A.8) and with 

1 
- && equation (A. 1 1) can be rewritten to 
ABT 

The first term is due to Poisson statistics, the second term describes the 
contribution of the single event energy resolution 

m m 

$o = j n (E)dE  and Ey = jn(E)EdE . (A. 13) 
0 0 

The Fourier transform of (A. 12) delivers directly the noise in the domain 
of spatial frequencies d(f, g) when utilizing the Parseval Theorem: 
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(A. 14) 

W, and Wd are the so called Wiener spectrum of the Poisson noise and 
the additional noise, respectively. With equations (A.5), (A.6), (A. 10) 
and (A. 14) the following expression for the DQE is found 

(A. 15) 

or for the one dimensional case 
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(A.16) 

According to general conventions /MTF(f , g )  I' is normalized in such a 
fashion that /MTF(O,O) I' = 1. From special interest is a detector 
property, which relates variations in detector exposure at zero spatial 
frequency to variations at the output. This is often denoted with Zero 
Spatial Frequency DQE (f=O) 

Formula (A.17) reveals three characteristics of the DQE(f=O) for 
integrating detectors: 

For high photon fluence the expression is dominated by the 
quantum efficiency E of the detector. Obviously DQEcf=O) values 
close to 1 are achievable by detectors with a high absorption 
efficiency only. 
In the energy range considered here the second term in the 
denominator becomes negligible if the fluorescence and Compton 
contributions are small. 
Since the additional noise term shifts the DQE(f=O) rather than 
changing its shape, Wadd should be as low as possible in order to 
achieve high DQEcf=O) values even for small photon fluence. 

At least for the frequency depending part the DQE for a multi channel 
single photon counting detector is the same as discussed before. Changes 
occur in the DQE(f=O), however. A rigorous treatment of the DQE 
problem taking into account the real case that the counting statistics is 
modified by the dead time would go beyond the scope of appendix. 
Therefore in the following discussion the simplified assumption that the 

185 



R. H.  Menk 

dead time of a counting detectors does not alter the Poisson statistics is 
applied. 
For single photon counting detectors one has to distinguish between the 
non-paralyzing (detector does accept another photon while the actual 
photon is processed) and the paralyzing case (the detector does not 
accept any other photon while the actual photon is processed). If n is the 
real rate in the detector, z the deadtime of the system then the measured 
rate rn is in the non-paralyzing case is given by 

En 
l+nz 

m=- 

The associated Poisson error is then given as 

l+nz 

and thus the SiVZ?2,ut 

En 
l+nz 

SNR,~,, =- . 

(A. 18) 

(A.19) 

(A.20) 

Since the real rate in the detector is n photons per time unit the SNR2i, = 
n and thus the DQE(f=O) according to (A.2) 

E 
DQE( f = 0) =- 

l+nz 
(A.21) 

for the non paralyzing case. 
For the paralyzing case the measured rate m is given by 

m =me-" (A.22) 

with an associated error of 

Am=dEne-"' , (A.23) 

which leads accordingly to 

DQE(f  = 0)=~e-"' (A.24) 

It is obvious that the noise properties of an imaging system determine the 
radiation dose which a patient has to accept for a given signal to noise 
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ratio. The fraction of the radiation dose a patient has to bare due to 
imperfections of the imaging system is I-DQE. Hence, for medical 
applications the DQE should be close to one. Any dose quoted without 
proper consideration of the spatial and intensity resolution is therefore 
meaningless. As a consequence there is only one reliable method to 
compare the performance of different detectors, namely to compare the 
DQE as a function of the spatial frequencies at the most critical intensity 
m1. 

B. Digital Subtraction Technique 

The measured transmission 
considered to consists of water and iodine only, is 

of the high energy beam through a patient, 

P: P; --P& - - P A %  
4, =&e pi e p w  (A.25) 

and that of the low energy image $2 

P: P; --P&t - - P , k  & =$,,2e e pw (A.26) 

where 401 and 402 are the fluences for the high and the low energy beam 
in front of the patient and p(p are the mass absorption coefficients for 
iodine and water below (<) and above (>) the iodine k-edge. p, and pi 
are the densities and Ax, and h i  are the effective thickness of water and 
iodine. 

Normalized to the incident flux (A.25) and (A.26) can be rewritten as 

The inversion of the absorption coefficient matrix gives the water and the 
iodine images 
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For the iodine image one gets 

Siod = piAxi = [In [k)- In [ k)] = &In [ t] (A.29) 
PI? - PI< 

for @OI = 40~. Since the mass absorption coefficients are well known 
(A.28.) might be written as 

= [ 0.023 1926 0.0239174 
(A.30) 

With the assumption that only Poisson noise of the two energy images 
contributes to the total image noise the minimum flux required for a 
given SNR can be calculated: 

SNR2 2 
(A.3 1) 

For example: In order to image a vessel ( 1 mm and filled with 
10mg/ml iodine) with a SNR = 3, a flux density of at least 20.000 
photons /(ms pixel) are required, when a pixel covers 0.5 mm2. The 
electronics noise should be at least three times smaller than the Poisson 
noise of this minimum flux, which is 144 photons/pixel and 1 ms 
integration time. For a 2 mm vessel, however, a flux of 800 photons/(ms 
pixel) is required with a noise of 30 photons/pixel for 1 ms integration 
time. 
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CHAPTER 6 

AUTORADIOGRAPHY 

Maria Evelina Fantacci 

Physics Department of Pisa University, Pisa, Italy 

Autoradiography is a well suited technique used as a standard and 
powerful analysis tool in biological, biochemical, medical and 
biophysical fields. Applications of autoradiography ranges from 
morphological studies on biological samples and biomolecular studies 
(as analysis of dot blots, electrophoresis, proteinlamminoacid uptake and 
localization) to dynamic studies of biological mechanisms. It consists in 
mapping the distribution of a radioactive marker (the most common used 
are 3H, 14C, 35S, 32P) in a radiolabelled sample, and takes advantage of the 
fact that animals and plants cannot distinguish between stable and 
radioactive isotopes of the same elements m their physiological 
reactions. 

6.1 Autoradiographic Methods 

"Blots" [l] are membranes such as nitrocellulose or coated nylon to 
which nucleic acids have been permanently bound. Blot hybridizations 
with specific nucleic acid probes provide critical information regarding 
gene expression and genome structure. The most common blot 
applications used in modern laboratories are Northern blots, Southern 
blots and dot/slot blots. Regardless of the type of blot, the principles of 
probe synthesis, hybridization, washing and detection are the same. 

Southern blotting [2] involves separating DNA eagments on agarose 
gels then denaturing them in situ. Fragments are then transferred to a 
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nitrocellulose or nylon membrane where they are immobilized. After 
prehybridization to reduce non-specific hybridization with the probe, the 
membrane is hybridized with the desired labeled nucleic acid probe. The 
membrane is subsequently washed to remove unbound and weakly 
binding probe, and is then exposed to film. 

Northern blotting [3] is in principle the same as Southern blotting 
except that RNA instead of DNA is isolated, size fractionated on an 
agarose gel, transferred and linked to a membrane, and then probed. The 
specifics of Northern blotting, however, differ substantially from 
Southern blotting for several reasons. The first major consideration is 
that RNA is both chemically and biologically far more labile than DNA. 
From a practical viewpoint the extreme sensitivity of RNA to RNases 
and the wide prevalence and stability of these enzymes means that in 
order to prepare intact molecules of RNA (particularly large RNA), one 
must pay carehl attention to eliminating RNases. Secondly, only a few 
percent of the total RNA of a cell is m-RNA, so that blotting against total 
RNA is not a very sensitive way of detecting rare mRNA. Therefore, 
although one can often detect a target mRNA in a preparation of total 
RNA, one can attain greater sensitivity by isolating first the poly A+ 
mRNA fraction and carrying out Northern analysis. 

Western blotting [4] is a method for identifying a specific protein in a 
complex mixture and simultaneously determining its molecular weight. 
The name came about this way: DNA blotting was first described by E. 
M. Southern and, hence, became Southern blotting. RNA blotting then 
was dubbed Northern blotting. Thus, it was inevitable that protein 
blotting would become Western blotting. The procedure can be broken 
down into a series of steps: size separation of the denatured proteins in 
the mixture by Polyacrylamide Gel Electrophoresis (PAGE); transfer of 
the separated proteins to a membrane while retaining their relative 
position; detecting the protein under investigation by its specific reaction 
with an antibody and determination of its size relative to standard 
proteins of known size. 

The major steps in determining a DNA sequence are: preparation of 
the template DNA: annealing of the primer; carrying out the sequencing 
reaction; separating the products on an acrylamide-urea gel; reading the 
sequence. Primer end labeling during manual sequencing is usually done 
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32 using P-ATP to label the 5’ end of the primer with polynucleotide 
kinase. P labeling has the advantage that it is a relatively high energy 
beta emitter which exposes the film in a short period of time allowing 
faster acquisition of sequence information. Unfortunately, due to its high 
energy, P beta particles scatter over a relatively large area which causes 
poorer band resolution than when the DNA is labeled internally with 35S. 
This resolution problem can be avoided by carrying out end labeling with 
the more expensive 33P-ATP which has beta particle emissions which are 
only about one fifth the strength of 32P. This provides less sensitivity than 

32 

32 

P, but provides excellent resolution. 32 

6.1.1 Traditional autoradiography: methods 

In traditional autoradiography the radiolabelled sample is put as close as 
possible to a photographic film in order to obtain the autoradiographic 
image. A photographic film consists of a support covered by a 
photographic emulsion [5] ,  which is essentially a dispersion of silver 
halide (AgBr) crystals in a gelatin matrix. The emulsions used for 
nuclear measurements, as in this case, have several distinguishing 
features: the silver halide crystals are very uniform in size and 
sensitivity; there are very few crystals that may be developed without 
exposure to a charged particle (very low chemical fog); the silver to 
gelatin ratio is much higher than in a conventional emulsion. When such 
an emulsion is exposed to the ionizing radiation emitted by the isotopes 
used as markers, clusters of silver atoms are produced. These are known 
as latent image centres. Then the emulsion is developed and the latent 
image is made visible by the reduction of silver ions in the silver halide 
crystal to metallic silver. Thus, after the development of the film, a 
negative is obtained which precisely displays the distribution of 
radioactivity within the sample. The negative can then be read by a 
microdensitometer. The spatial resolution is determined by various 
factors: dimensions of the AgBr crystals, distance sample -emulsion, type 
and energy of radiation. The isotopes most used in autoradiography are 
p- emitters. Their mean energies and their ranges in photographic 
emulsion are reported in Table 6.1. 
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Table 6.1 Mean energies and ranges for the nuclides most used in autoradiography. 

Isotope p- mean energy (keV) Range in photographic emulsion 
(ILm) 

3H 5.1 1 
I4c 50 10 
35s 49.2 10 
32P 694 800 

With film autoradiography a spatial resolution of about 30 pm can be 
reached. An improvement can be obtained by the use of photographic 
emulsions in liquid or gel form, without any support. In these cases the 
coating of the specimens ensures a very close contact between source 
and emulsion to achieve maximum spatial resolution. The reading of the 
image in this case is made with light microscopy and a value of 0.5 pm 
can be reached. The use of monomolecular layers of photographic 
emulsion read by electron microscopy is also possible. In this other case 
a spatial resolution of 0.1 pn can be obtained. 

Recently [6,7] the atomic force microscopy (AFM) has been also 
applied for measuring very small etch pits on CR-39 solid state track 
detectors. In this technique, the CR-39 is etched for a short time and then 
the etched surface is scanned with the AFM. The resolution is 
determined by the size of the etch pits which can be observed with the 
AFM. After irradiation with 1 MeV Helium ions, the position resolution 
of imaging for the charged particle track was 30 nm (FWHM). The 
ultimate resolution of this method was thought to be of the order of 
several nanometers; thus it can be considered as a new technique for 
subcellular scale imaging. 

An other important parameter is the detection efficiency, which 
critically influences the exposure time. Moreover, a high and precise 
detection efficiency is necessary if a quantitative measurement is 
required. The intrinsic efficiency of the film is very low, thus requiring 
very long exposure times. It can be increased by the use of phosphor 
intensifying screens [S], which work by generating photons through the 
interaction of the radiation within the phosphors. In this case the spatial 
resolution is worsened. The p particles interact with the phosphors to 
generate a large number of photons which are detected by the film. The 
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optimal sensitivity in such a system is reached when the photons 
(generated by the screen) wavelength match the spectral response of the 
film. Conventional intensifying screens work by placing the 
radiolabelled sample on a sheet of autoradiography film with the 
intensifying screen laying under the film (i.e. the film is sandwiched 
between the screen and the sample). To make use of the intensifying 
screen, the radioactive particles must have enough energy to pass 
through the film and to come in contact with the intensifying screen. "P 
and lZ5I have sufficient energies to penetrate through the film, but there is 
no benefit for weak and medium energy radioisotopes such as 3H, 14C, 
and 35S. 

One method to improve the efficiency of autoradiographic detection 
of weak beta emitting radionuclides [9] is fluorography, which involves 
the use of a solvent containing the primary scintillator PPO (2,5- 
diphenyloxazole); following sample chromatographic separation, the 
paper is immersed briefly in this fluorographic cocktail, and dried 
leaving the PPO impregnated throughout the sample and then exposed to 
the photographic film Thus, there is a very close contact between the 
radionuclide and the scintillator. Within the matrix of the paper the light 
undergoes attenuation which can be avoided by the use of EA-Wax, a 
new medium melted at low temperature (55') directly on the sample 
matrix. This method is use l l  in particular for tritiated samples. 

6.1.2 Traditional autoradiography: limits 

Although traditional film-based autoradiography can provide images of 
radiolabelled biological specimens with excellent spatial resolution, it is 
a time consuming process, with very long exposure times (from several 
days to several months). The main limits of this method, more evident in 
quantitative measurements, are the nonlinearity of response, the 
dynamics range (maximum lo2) and the background noise level. 
Moreover, this method does not allow for energy and time resolution and 
a chemical development process is still necessary. 

The challenge is the development of a realistic and feasible 
alternative to film detectors, that has to be digital, faster in acquisition, 
quantitative in the determination of radioactive isotope, competitive or, 
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at least, comparable in spatial resolution performance and able to 
perform real time acquisitions for dynamic studies. An other application 
for such a method is the double-label measurement [lo], which can 
greatly increase the information obtained from a radiolabelling 
experiment. The limited dynamic range and nonlinear response of the X- 
ray film make it difficult to determine the contribution of different 
isotopes to the autoradiographic image. The use of a digital detector has 
been suggested to eliminate these problems and to make quantitative 
double - label autoradiography possible and practical. 

6.1.3 New detectors for autoradiography 

Many attempts have been made in the last decades to design systems that 
would detect and localize the ionizing radiation for autoradiographic 
applications. We show here the main research fields and describe some 
commercial systems now available. 

6.2 Imaging Plates 

6.2.1 Principles 

The Imaging Plate [ 111 is a radiation image sensor made of specifically 
designed phosphors that trap and store the radiation energy. The stored 
energy is stable until the plate is scanned with a laser beam, which allows 
the release of the energy as luminescence. In particular, an Imaging Plate 
is a flexible image sensor in which bunches of very small crystals (grain 
size about 5 pm) of photcsstimulable phosphors are uniformly coated on 
a polyester support film. The photo-stimulable phosphors used are 
BaFX:Eu, with X=C1, Br or I, and SrS:CeSm. The most used is the 
barium fluorobromide containing a trace amount of bivalent europium as 
luminescence center. Exposure of samples to the Imaging Plate is 
performed in a similar manner to the film case. The exposed Imaging 
Plate is inserted in a phosphor reader and is scanned with a focused laser 
beam. The photostimulated luminescence released upon the laser is 
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collected by a photomultiplier tube through a light guide and is converted 
to electric signals. Depending on the purpose on the collected image, 
reading density, reading sensitivity and sensitivity range may be selected 
and image analysis and data processing can be made. The Imaging Plate 
is reusable after erasing the residual latent image with uniformly 
irradiated visible light. 

6.2.2 Commercial systems and performance 

The various systems commercially available (for example 
PhosphorImager of Molecular Dynamics [lo], Molecular Imager System 
of BioRad [12]) comprise: Phosphor Imaging Plates of various 
dimensions (up to about 600 cm’) and efficiencies (each optimized for a 
specific energy range) from various companies (Fuji, Kodak, ecc.), a 
scanningheading system and the dedicated software. 

Many factors make the Imaging Plate method superior to the 
conventional film-based sensors [ 1 11: the ultrahigh sensitivity (for I4C 
marked samples it ranges from 0.1 to 2.1 cpdmm’), the wider dynamic 
range, from lo4 to lo5 (to be compared with lo2 of the photographic 
method), and the superior linearity, as the fluorescence emission is 
proportional to the dose in the entire range. These differences are 
illustrated in Fig. 6.1 [l l] ,  where on the abscissa axis there is the 
radiation dose of a standard sample of 32P used for exposure, measured 
by liquid scintillation counter, on the left ordinate there is the amount of 
luminescence from the Imaging Plate and on the right ordinate the 
blackened density of photo-film. Furthermore, digital electric signals are 
directly available and this method produces less detection counting errors 
(about 300 eventdmm’) even at high flux density and the accumulated 
background can be erased before an other use. The spatial resolution 
attainable is 100-400 pn and the time reduction with respect to the film 
for each application is reported in Table 6.2 [13]. In Figs. 6.2 [12], 6.3 
[12], 6.4 [lo] are shown some examples of autoradiographic images 
made with these systems. 
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Table 6.2 Comparison between exposure times required by film and imaging plates for 
different autoradiographic applications. From Ref. [ 131. 

Application Isotope Exposure time Exposure time Reduction 
(fib) (image plate) factor 

Colony hybridization 32P 2 days 20 minutes 1450 

Dot Blot hybridization 32P Not possible 13 hours 

Southern Blotting 32P 2 days 14 minutes 1/200 

Sequencing gel 32P 20 hours 14 minutes 1 /90 

1/60 
Chromatography l4C 10 days 4 hours 

Whole body 
Autoradiography 

I4c 4 weeks 
1/170 4 hours 

Fig. 6.1. Comparison of characteristics between Imaging Plate and photographic methods 
for autoradiography. From Ref. [ 111. 
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Fig. 6.2. 35S labelled proteins separated on a polyacrylamide gel (by BioRad Molecular 
Imager System). From Ref. [12]. 
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Fig. 6.4. Part of 2D gel showing proteins from a culture of PC12 cells treated with nerve 
growth factor and incubated with 35S-methionine and 32P-orthophosphate (by Molecular 
Dynamics PhosphorImager). From Ref. [lo]. 
a)Iiirect exposure showing both 35S and 32P labelling. 
b)Exposure of same region of the gel through copper foil, showing primarily 32P 
labelling. 
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6.3 Gaseous Detectors 

6.3.1 Principles 

The simplest example of gps detector [14] consists of a container filled 
with a gas mixture, in which an electric field is established between two 
metallic electrodes (anode and cathode) by a bias voltage. When a 
ionizing radiation interacts with the atoms of the gas, it produces free 
electrons and positive ions which can produce M e r  ionization and are 
collected at the electrodes producing an electric signal. The number of 
electron-ion pairs collected depends on the bias voltage [15]: up to a 
given voltage Vmin the field strength is too weak to collect the ion- 
electron pair before they recombine. At voltages larger than a given Vmax 
the output pulse is independent both from the energy lost by the ionizing 
radiation and the voltage (Geiger-Muller regime). Between Vmin and V,,, 
there lies the proportional region where the applied voltage is high 
enough to accelerate the electrons to the anode so that they collide with 
other atoms and cause ionization. In this regime the amplitude of the 
resulting signal is proportional to the energy lost by ionizing radiation 
and to the bias voltage. 

Depending on the anodes and cathodes geometry and the readout 
electronics such a detector can give also spatial information about the 
impact point of the ionizing radiation. 

6.3.2 Research fields 

Since their introduction as particle detectors for high energy physics 
experiments by G. Charpak and F. Sauli [16,17], gaseous detectors have 
received great attention for their possible application in biomedical field. 

One of the first attempts in using gaseous detectors in 
autoradiography has been a one-dimensional position sensitive Multi 
Wire Proportional Chamber (MWPC), designed by Van Eijk et al. [18], 
for the registration of six columns on a 14C4 radiochromatogram. This 
MWPC has six anode wires of Au plated W, 30 mm apart (20 pm 
diameter, 200 mm length). Their positions correspond to those of the six 
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columns on the chromatogram. The entrance window, that acts as the 
cathode plane, is aluminized on both sides with aluminized mylar foils 
(12 pm thickness). The other cathode plane is a printed circuit board with 
strips (2.5 mm width) perpendicular to the anode wires. The chamber is 
operated with a 90% Argon/lO% CH, gas mixture. The chromatogram 
has been recorded with a spatial resolution of 3 mm FWHM. 

A 2D MWPC is an area detector which has [19] an accurate 
bidimensional localization capability in detecting ionizing radiation. One 
of the main difficulties encountered in applying gaseous detectors to 
autoradiography is the long range of the p-rays in gas at atmospheric 
pressure. One way to overcome this limit has been the use of the 
multistep avalanche chamber. In this device [20] a wire chamber 
localizes a cloud of electrons from an avalanche produced in the uniform 
electric field created between two parallel electrodes. The sample with 
the radioactive compound is placed against the cathode, either outside 
the gap or so that its surface is the cathode plane. The anode of the gap is 
a grid transparent to electrons. This introduces a significant improvement 
in positional accuracy because, when a long-range P-particle penetrates 
such a gap, it produces ionization electrons along the track, but the 
multiplication of the electrons is not constant and the ionizing electrons 
produced upon the entrance of the P-particle give rise to the largest 
amplification. 

One of the first attempt of using MWPC for 2D imaging in 
autoradiography has been made in the eighties at Pisa University [ 19,2 I], 
where one step of amplification with parallel electrodes has been used. 
This MWPC has an active area of 25x25 cm’ with an anode-cathode gap 
of 4 mm. A cathode coupled delay line readout system is used for both X 
and Y coordinates. For imaging with 14C p- rays the MWPC was 
constructed with a very thin (6 pm) mylar window and a minimized 
inactive gas volume. A spatial resolution of 4.5 mm (FWHM) has been 
obtained with a detection efficiency of 20% and a sensitivity of about 1 
Bq/cm2. For imaging with tritium two windowless MWPCs have been 
built. The sample can be positioned inside the chamber 200 pm far from 
the cathode plane. The first chamber has an anode plane with a 2 mm 
pitch and operates at atmospheric pressure and in gas flow conditions. A 
spatial resolution of 1.5 mm (FWHM) has been measured along the wire 
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direction, with an efficiency of 10% and a sensitivity of about 10 
Bq/cm2. The anode plane of the second windowless chamber has a wire 
spacing of 1 mm, at 45" with the cathode planes. The MWPC is 
positioned inside a steel box pressurized up to 4 atm. A spatial resolution 
of 800 pm has been measured along both directions for H sources. 
Superimposing two MWPCs allowed also the simultaneous 
reconstruction of the two dimensional distribution of two tracers, with a 
spatial resolution of 800 pm for 3H and 1.5 mm for 14C. These systems 
have been applied to the study of variations in the ability of cell clones to 
incorporate a radioactive precursor of DNA biosynthesis, to study the 
relationship between myocardial regional supply and demand in normal 
and ischemic segments of the heart wall and to reconstruct a functional 
innervation mapping of the heart. 

Bateman et al. [22,23] have developed a digital autoradiography 
system based on a multistep avalancheMWPC consisting of an 
avalanche gap (4 mm thick in a first version, 1 mm thick in the last 
version, defined by two electroformed nickel meshes stretched and glued 
onto glass reinforced plastic frames) immediately against the sample 
plate, a 10 mm thick transfer gap and a conventional MWPC with delay 
line readout. The MWPC has an anode plane with 2 mm wire pitch, 20 
prn diameter wires, separated by 6 mm from two mutually orthogonal 
cathode planes of 75 pm wires spaced at 1 mm. This system has 
demonstrated its ability to image tritium labelled electrophoretograms 
with a spatial resolution of 0.4 mm (FWHM) and 14C and 35S labelled 
samples with 0.8 mm (FWHM). The sensitivity levels achieved allow to 
reduce exposure times (relative to silver emulsions) from months to 
hours in the case of tritium and from days to hours in the case of higher 
energy labels. 

At CERN [20] an other method has been developed which exploits 
the advantages introduced by the electron amplification due to 
avalanches in a uniform electric field in the gas between parallel 
electrodes, but with a readout method based on the optical imaging of the 
atoms excited in an avalanche, made visible by the addition of an 
efficient light-emitting vapour to noble gases such as Argon or Xenon. 
The basic principle is the following: when avalanches are reproduced by 
multiplication of electrons in gases under the effect of strong electric 

3 
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fields, a great variety of processes lead to the emission of photons with a 
spectrum ranging from vacuum ultraviolet (VUV) to visible. Several 
years of research permitted researchers to find the optimum conditions 
for the emission of light in a wavelength range convenient for optical 
imaging with the maximum amount of photons per charge produced in 
an electron avalanche at the largest charge gains. The optimum structure 
utilizes paralleLgrid electrodes, with addition to the noble gases of TEA 
or TMAE (not easy to handle) and a thin plastic wavelength shifter. For 
the construction of the charge-amplifying structures, crossed-wire (50 
pn diameter and 500 pm pitch) meshes have been used, which are 
transparent to light and also to electrons, if multiplication in successive 
structures is required. As the amount of light emitted by the avalanches is 
not sufficient to be directly detected by the CCD, it is equipped with an 
image intensification system. The use of multistep structures permits the 
gating of the image intensifier and the triggering of the data-acquisition 
system by the information from the first preamplification stage. This 
system permits accuracies of the order of 50 pm with 3H labelled 
compounds and of the order of 200 pm with 35S labelled compounds. 
The gain in time is two orders of magnitudine compared with 
photographic film. 

6.3.3 Commercial systems 

A commercial system which employs this method is the Beta Imager by 
Biospace Instruments [24]. It consists of a parallel plate avalanche 
chamber filled with gas mixture (Argon + TEA) and an intensified CCD 
camera (581 x 756 pixels). As an option, a zoom system (3x 
magnification) is also available for dedicated sample holders. 

This system shows a linear response over a dynamic range of lo4 and 
the detection efficiency ranges from 50% to 100% depending on the 
isotope. The smallest activity detectable is 0.007 cpm/mm2 for 3H, 0.01 
cpdmm2 for 35S, 14C, 33P and 0.1 cpm/mm2 for 32P. In the case of full 
field of view (20 cm X 25 cm) the spatial resolution is 200 pm for 3H, 
350 pm for 35S, 14C, 33P and 500 pn for 32P. In the case of maximum 
zoom (25 mm x 33 mm area) it is 60 pm for 3H, 120 pn for 35S, 14C, 33P 
and 160 pm for P. The available software for processing allows to 32 
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differentiate isotopes, and therefore to obtain the spatial distribution of 
each isotope after discrimination in a single acquisition. 

An other commercial system based on gaseous detectors is the 
InstantImager by Packard [25]. The InstantImager [26] is a fully 
automated system which analyses and quantifies the distribution of 
radioactivity on flat samples like blots and gels, TLC plates or tissue 
sections. It is sensitive to 14C, 32P, 33P, 35S and 125 I and mny other 
isotopes (not 3H). The imaging area is 20 cm x 24 cm and the pixel size 
500 pm x 500 pm (250 pm x 250 pm with interpolation). It uses a newly 
patented detector composed of three main components: a protective 
window, the MIcroChannel Array Detector (MICAD) and the multkwire 
proportional chamber (MWPC). The sample is loaded into the sample 
drawer and covered with a reusable mylar sample comver. The sample 
holder is elevated to the detector window. The MICAD detector is 
composed of eight alternating layers of conductive and non conductive 
material (vrass) which are fused together forming a plate. About 210420 
holes or microchannels, which are 0.4 mm in diameter, are drilled into 
the plate. Above the MICAD detector plate there is a multkwire 
proportional chamber. It is composed of 200 ultra-thin gold anode wires 
flanked by two cathode planes running in the X and Y directions. This 
configuration of wires and cathode tracks is used to localize electron 
avalanches as they emerge from the microchannel of the MICAD 
detector plate. A gas mixture of 95% argon, 2.5% C02 and 1% isobutane 
fills the closed detector system. p particles emitted from the sample enter 
the nearest microchannel where gas ionization occurs. The voltage 
potential across the microchannel array plate accelerates the electrons in 
each channel and causes an electron avalanche which is detected in the 
anodekathode above. Each avalanche will cause electrical signals in the 
tracks of the X and Y cathode planes. A fast digital signal processor is 
then used to calculate the centroid of the X and Y signals to accurately 
determine the position of the sample activity. The linear dynamic range 
is greater than lo6, the average background per pixel is < 0.005 cpm 
(corresponding to 0.015 cpm/mm2 and 750 cpm over the entire 20 cm x 
24 cm counting surface area) and the maximum counts in one pixel is 
65535. The counting efficiencies are approximately 1.8% for C, 2.0% 
for 35S, 5.0% for 33P, 25.0% for 32P 0.31% for 1251. The microchannels of 
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the MICAD detector prevent spreading of the radioactive emissions. The 
InstantImager is capable of resolving two bands of I4C, "P and 1251 which 
are separated by 500 pm, 1.5 mm and 1 mm, respectively. InstantImager 
has been used for a wide variety of autoradiographic applications, 
including [25] quantitative analysis of dry and wet polyacrylamide and 
agarose gels; southern, northern and western blots, dot blots and high 
density and colony hybridizations; C metabolism; 32P DNA adduct 
assays on thin layer chromatography samples. 

14 
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Fig. 6.5 Response to I4C spots applied to silica TLC plate (by Packar InstantImager). 
Acquisition times were 30 minutes (solid squares) and 16 hours (open circles). Each point 
represents the mean of four spots for each dilution. From Ref. [25]. 

Fig. 6.6. Image of 32P activity in postlabelled nucleotide adducts on a 2D TLC plate (by 
Packard InstantImager). Regions of interest are overlaid with labels identifying the 
adducts. Regions used to determine background are labelled "b". From Ref. [25]. 
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Fig. 6.7. 
purity of 

radiochemical 

In Fig. 6.5 [25] the linearity curve of the response of InstantImager to 
C is reported. In Figs. 6.6 [25] and 6.7 [25] we show some examples 14 

of autoradiographic images made with these systems. 

6.4 Semiconductor Detectors 

6.4.1 Principles 

Semiconductor detectors [27] are based on crystalline materials whose 
outer shell atomic levels exhibit an energy band structure consisting of a 
valence band, an energy gap of a few eV and a conduction band. The 
valence and conduction bands are regions of many discrete levels which 
are so closely spaced that may be considered as a continuum, while the 
energy gap is a region in which there are no energy levels at all; electrons 
in the conduction band are detached from their parent atoms and are free 
to roam about the entire crystal, while electrons in the valence band are 
more tightly bound and remain associated to their respective lattice 
atoms. A few electrons can be excited into the conduction band by 
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thermal energy, thus leaving an equal number of holes in their original 
positions. The passage of ionizing radiation creates more electron-hole 
pairs which can be collected applying an external electric field. 

Different semiconductor detectors as noncrystalline materials, charge 
coupled devices and avalanche photodiodes will be treated separately in 
the following sections. 

6.4.2 Silicon strip detectors 

6.4.2.1 Strip architecture 

Spatial information can be obtained using separate readout strips instead 
of surface electrodes. The possible use of a silicon strip detector system 
in autoradiography has been indagated, for applications as thin layer p- 
radiocromatography and electroforesis [28], since the time in which only 
ID detection systems were available. Such a prototype, consisting of 
128 strips (250 pm pitch) and associated electronics, has shown that 
simultaneously a detection efficiency of 50% and a spatial resolution 
better than 500 pm were possible with I4C. 

More recently, two dimensional microstrip detectors have been 
developed [29] in order to improve the recognition of tracks in 
experiments with colliding beams in high energy physics. The excellent 
spatial resolution for track reconstruction (1 mm) and the good noise 
performance (< 100 e-) reached [30] by the last generation of high energy 
silicon bidimensional detectors are promising features also for 
autoradiographic applications. In prticular, position sensitive microstrip 
silicon detectors are very well suited [31] for an intrinsically digital 
autoradiography since they are able to detect both electrons and low- 
energy photons, have a very good spatial resolution, determined by the 
microstrip pitch, and are capable of a real time display of the measured 
activity distribution. 

6.4.2.2 Research fields 

Double -sided silicon microstrip detectors and CMOS low noise self- 
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triggering 16channels chips have been tested with low energy Xrays 
and P-emitting sources for imaging of simple patterns by C. Ronnqvist et 
a1 [29]. These detectors, of ntype high resistivity bulk material, have 
strips on both sides, the n+ strips perpendicular to the p +  strips. Biasing 
resistors and coupling capacitors are integrated on the detector. The 
detectors used in this work are 280 pm thick and have an area of 64 x 64 
mm2 with 128 readout strips. The noise behaviour of the readout chip 
was measured on a four-channel prototype version to ENC = 155 e- + 
16.4 e-/pF. With two 16-channels readout chips bonded on the two sides 
of the detector the image of a probe needle irradiated with 60 keV 
photons has been acquired with an active detector area of 1.6 x 1.6 m2. 
A VLSI readout chip, dedicated to high resolution P ray imaging with 
silicon microstrip detector has been realized by R. Bauer et al. [30]. 
Typical values obtained with a 32-channels prototype version are: gain of 
92 mV/MIP; output linearity better than 10% for an input signal range of 
10 MIP; peaking time of 600 ns; noise ENC = 110 e- + 20 e-/pF for a 
power consumption of 2.5 mW/channel. 

E. Bertolucci et a1 [31] have developed a digital autoradiography 
system based on a double sided 300 pm thick silicon strip detector with a 
pitch of 10Opm. Each strip is read out by a charge preamplifier, 
amplified, and fed into a discriminator; discriminated signals are fed into 
TDCs to time-stamp the arrival of a particle in that strip. An architecture 
using a network of transputers [32] compares the signal arrival times on 
all the Xand Y channels, searching for time coincidence events. By a 
parallel algorithm the transputers reconstruct the radioactivity 
distribution. In the first prototype 16X and 16 Y channels have been read 
and two TDCs and two transputers have been used, so the active surface 
area was 2.56 mm2. Larger areas have been obtained with a high 
precision microscanning of the sample in the plane. This system was able 
to perform imaging of organic material with specific sensitivity as small 
as 0.002 nCi/mm2 and to record activity measurements with good 
linearity in the range 0.002-20 nCi/mm2 (specific activity) and have been 
also obtained autoradiographic images of mammary cells marked with 
~rtho-(~~P)phosphate. 
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6.4.2.3 Commercial systems 

Recently has been produced by IDE (Integrated Detectors and 
Electronic) AS (Oslo, Norway) a commercial system called Bioscope. 
The Bioscope system [33,34] is a 640 x 640 channel radiation detection 
system based on silicon microstrip detectors and self-triggering read-out 
chips. The main components are a double -sided silicon microstrip sensor, 
10 low noise preamplifier chips, Analog Transceiver Cards, a Digital 
Transceiver Card, a Digital Signal Processor and a PC for storage, data 
and image processing. 

The detector, manufactured by Hamamatsu, is 300 pm thick and is 
equipped with 640 strips with a pitch of 50 pm on both the p and n sides 
so that the sensitive area extends over 32 x 32 mm2. The ohmic 
separation on the n side is achieved by implanting 16pm wide pstop 
strips between the IZ strips. Each strip is read out by a built-in capacitor 
(AC coupling) consisting of the strip implants, insulating layers of oxide 
and nitride and a metallization layer. The strips on both sides are biased 
through individual poly-silicon resistors from 50 to 60 MQ. The read-out 
electronics is a 128 channel self-triggering chip in CMOS VLSI 
technology developed by IDE AS. Its low noise preamplifiers and CR- 
RC shapers have an ENC = 60 e- + 15 e-/pF at 2 ps peaking time. The 
chip performs a fully data-dnven readout cycle and only the relevant data 
need to be processed by the electronics outside (sparse readout). The 
Analog Transceiver Cards supply voltages and control currents to the 
chips and amplify their signals, while the Digital Transceiver Card serves 
as a coincidence mit, generating a trigger signal only if exactly one 
channel from each side has fired within an adjustable coincidence 
interval. The data acquisition system consists of a 16channel ADC card 
controlled by a Digital Signal Processor and the data are then transferred 
into the PC for display, storage and hrther processing. Until now the 
Bioscope system has been tested by acquiring images of b- emitting 
sources, showing encouraging results with respect to stability, noise and 
number of insensitive strips. As lext step the spatial resolution (now 
related with the pitch) will be improved by charge interpolation and the 
energy resolution (now about 5 keV) will be enhanced by implementing 
an optimized calibration procedure. Ln Fig. 6.8 [33] is reported the block 
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diagram showing the main components of the Bioscope system and in 
Figs. 6.9 [33] and 6.10 [33] are reported autoradiograms made with this 
system. 

I 

Fig. 6.8 Block diagram showing the main components of the Bioscope system. From 
Ref. [33]. 

Fig. 6.9 Autoradiogram of two thin hairs labelled with 35S (by IDE AS Bioscope). From 
Ref. [33]. 
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a

6.4.3 

6.4.3.1 Pixel architecture 

With semiconductor detectors a two-dimensional spatial information can 
be obtained also by pixel architecture, in which one of the two electrodes 
is segmented in small area cells (pixels). Up to now, however, the use of 
pixel detectors have suffered [35] from a limit in the available sensitive 
area due to electronics fan-out. Since the bump bonding technique has 
been successfully used to connect pixel detectors to their electronics 
chip, larger sensitive areas have become possible. 
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6.4.3.2 Research systems 

A new type of beta camera based on an Imaging Silicon Pixel Array 
(ISPA) tube combined with planar plastic scintillators or with 
SiY205(Ce) scintillating powder has been developed at CERN [36]. 

The ISPA-tube consists of a multialkali photocathode evaporated on 
the optic fiber entrance window of a vacuum-sealed tube. Behind the 
photocathode at 30 mm distance there is a 8 mm x 4.8 mm SACMOS 
silicon chip (Omega2 chip [37]) containing 1024 pixels of 75 p x 500 
pn edges. Each pixel is bonded via PbSn  solder bumps to its proper 
front-end electronics including a charge amplifier, a comparator with 
adjustable threshold, a delay line, a coincidence logic and a flip-flop. The 
64 columns of 16 pixels each are binary readout at 5 1 0  MHz in a line- 
parallel mode, resulting in readout times of 6 to 12 p. In the prototype 
the active surface is 7 mm x 4 mm, limited by a diaphragm. As planar 
beta detectors have been tested several disks of polystyrene scintillators 
doped with additional wavelength shifiers, with thickness ranging from 
30 to 120 pm and in some cases aluminized at their entrance faces 
(forming a reflecting mirror in order to increase the light fraction 
reaching the photocathode). In addition, 2.6 mg/cm2 SiY205 scintillating 
powder has been compared with the polystyrene disks. To determine the 
spatial resolution of the beta camera people have used brass templates 
1.5 mm (oSr-90Y) and 0.15 mm c4C, 63Ni) thick with slits 60 pn wide, 
obtaining values ranging from 105 p FWHM f3Ni source and 30 p 
thick plastic scintillator) and 240 pm FWHM eoSr-90Y source and 120 
pn thick plastic scintillator). The number of photoelectrons produced by 
the energy losses (photoelectron sensitivity) of p particles along their 
paths in the planar detector discs ranges between 0.2 and 0.7 
photoelectronskeV. The detection sensitivities for 3H and 14C sources 
have been evaluated with activity-calibrated autoradiographic 
microscales, consisting of methacrylate polymers of 21 x 35 mm2 area 
and 50 pm (3H) or 120 pm (“C) thickness sandwiched between inactive 
polymer strip, and amount to 0.1 Bq (H> with 150 min counting time 
and to 0.0125 Bq (‘C) with 180 min counting time. With this beta 
camera people have also been performing measurements of “in situ” 
hybridization of S . 
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Fig. 6.1 1 Image of a DNA sequence obtained with a Si pixel detector after 10h exposure. 
Pixel size is 75x500ym2. From Ref. [38]. 

The same Omega2 electronics has also been used by S.R. Amendolia 
et al. [35] in conjunction with a Silicon detector to obtain 
autoradiographic images of clusters of human epithelial cells and DNA 
fragments separated via electrophoresis, both labelled with 32P. The Si 
detector is a 300 pm thick Silicon crystal on which a pixel matrix made 
by 64 rows and 16 columns of 75 x 500 pm2 pixels has been defined and 
connected via bump bonding to the corresponding chip. The read-out is 
triggered using the amplified and discriminated signal from the back side 
of the detector (common for all pixels), so there is no need for an 
external trigger, and a threshold value of about 11500 electrons (40 keV 
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in Si) was set for all pixels. This system has shown a good minimum 
detectable activity per unit area of 2 x cps/mm2, has proved linear 
for count rates in the typical autoradiographic range 0.2-20 cps, and was 
able to clearly localize clusters of cells which have incorporated the 
radioactive tracer and DNA fragments on an electrophoretic gel on paper 
(blots). In Fig. 6.11 [38] is reported the image of a DNA sequence 
obtained after 10h exposure. 

Together with these measurements, a test with a GaAs detector 
equipped with the more recent Omega3 electronics has been successfully 
done also. The detector is a 200 pn thick semi-insulating undoped 
Gallium Arsenide wafer on which a matrix of 128 rows and 16 columns 
of 50 x 500 pm2 was defined, for a total sensitive area of 6.4 x 8 mm2. 

Omega3 is a an improvement of the Omega2 system, different in 
geometry, with similar features from the point of view of the 
measurements above described, except for the additional feature of the 
“self-triggered” mode (the read-out strobe is generated on-chip by the 
fast-OR of each column of pixels). 

The evolution of the above mentioned systems is BETAview, 
developed by E. Bertolucci et al. [39,40,41]. It is based on a GaAs 
detector and a low threshold, single particle counting electronics 
developed by the Medipix collaboration for medical applications. In 
general, now the detector can be a 200 pm thick GaAs or a 300 pn thick 
silicon crystal equipped with 64 x 64 square pixels (150 pn pixel size, 
20 pm separation between adjacent pixels). Each pixel is bump-bonded 
to a corresponding channel of the Photon Counting Chip [42] which 
contains an amplifer, a discriminator and a 15-bit counter. Each channel 
independently records the number of detected particles over the energy 
threshold with a maximum count rate of 2 MHz (set via a common 
threshold voltage level, and programmable via s o h a r e  by a 3-bit 
adjustment value), and after the acquisition the counters are sequentially 
read, 16 columns at the time. Linearity and sensitivity of this system 
have been investigated both by simulation [39] and experimental studies 
[41] with f3 sources of medical and biological interest such as 14C, 35S 
and ”P. With threshold values ranging from 6000 to 8500 electrons has 
been obtained the result of 0.25 cps/cm2 background count rate. 
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Counts 
Fig. 6.12. BETAview image of [14C] Microscale Autoradiography Standard (1.13+32.86 
kEiq/g); the image consists of a 64x128 pixels matrix imaged in two steps, each made of 
7h acquisition time over a 64x64 pixel area (1.1 xl.1 cm’). From Ref.[38]. 
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Fig. 6.13. [I4C] LLeucine accumulation from the solution into Octopus vulgaris eggs 
over time. From Ref. [38]. Each frame, in the sequence of 16, shows the total 
accumulation of counts up to the time interval incremented of 5 min for each frame. The 
16“ (the frame number increase proceeding from left to right and from top to bottom) 
frame corresponds to an acquisition time of 16x5 min = 80 min. The large circular area 
corresponds to the labelled solution contained in the cylindrical sample holder. The five 
eggs are seen as ‘hot spots” with increasing radioactivity concentration during the 
experiment. Some noisy pixels at the chip border can also be noted. 
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Quantitative measurements of radioactive spots have been done with 
drops of solutions of radio-labelled proteins (for 14C and 35S) or 32P- 
phosphates deposited on paper filters; quantitative images of a northern 
blotting filter ("P marker) have been obtained and the results have been 
compared with a commercial MWPC (Canberra Packard InstantImager, 
already described in this chapter). Moreover, thanks to the key feature 
that an energy threshold can be easily set via software, images of two 
radioactive markers ("P and 3sS) have been obtained. More recently [40] 
this system showed also the capability of monitoring in real time a 
dynamic process consisting in the kinetics of the uptake of an amino 
acid, its synthesis in a biological system and the subsequent migration of 
the radioactivity into the inner part of the cells. In particular, there has 
been success with the ['4C]L-Leucine uptake by eggs of mollusk 
cephalopod Octopus vulguris and the consequent migration of marker 
into the ooplasm, with an extimated activity in each egg less than 1Bq. 
Figures 6.12 [38] and 6.13 [38] show some results obtained with of this 
system [40]. 

6.5 Amorphous Materials 

6.5.1 Principles 

In amoqhous materials, semiconductor properties [43] are affected by 
the addition of dopants in the reaction vessel. For example, in an 
idealized picture of the resulting material in the case of silicon, the short- 
range structure is similar to that of c-Si (crystalline silicon) but the long- 
range is of a more random nature; the addition of hydrogen, to obtain a- 
Si:H, serves to reduce the density of unpaired valence electrons which 
create electron and hole traps. The electron and hole mobilities for a-Si:H 
(2 and cm2Nsec, respectively) are less than those for c-Si (1300 and 
500 cm2Nsec, respectively) and decrease with decreasing temperature. 
Selenium can exist in crystalline form but it is the amorphous form [44] 
(a-Se) which can be formed in large uniform sheets. a-Se is believed as 
an inorganic polymer consisting of covalently bonded chains and 
although not a crystalline structure an effective band gap of 2.2 eV can 
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be ascribed to it. It is a photoconductor, whc h convert radiation energy 
directly into electric charge and the intermediate step of conversion into 
visible light is unnecessary. 

The inherent large-area nature of this technology have made 
amorphous materials based devices very interesting for many 
applications including medical radiation physics. 

6.5.2 Research and commercial systems 

Antonuk et al. [43] in the nineties have developed twedimensional 
arrays [45,46] consisting of a regular arrangement of a-Si:H photodiode 
sensors coupled to thin-film transistors used in conjunction with 
scintillating materials. 

The photodiodes have a p-i-n structure, in which the i-layer 
constitutes most of the thickness (about 1 p, compared to the 
considerably thinner doped layers of 10 - 100 nm) and the FETs have a 
standard structure (source, drain and gate contacts); there is also a 
polyimide (nearly transparent plastic material) layer to provide a 
planarization and passivation layer. Bias and switching voltages to the 
arrays and conversion of analog signals to digital form are provided by 
external electronics. Incident radiation is converted by the scintillating 
material in light photons which generate electron-hole pairs in the 
depletion layer. During acquisition, with the FETs nonconducting, the 
electron-hole pairs result in a discharging of the sensor capacitance, 
which is initially charged to Vbias, and the degree of this discharging 
constitutes the integrated imaging information which is sampled during 
readout, when the corresponding sensors are reinitialized by rendering 
the FETs conducting. After a row is read out, the associated FETs are 
made nonconducting and the process is repeated for the next row until 
the entire array has been sampled to give a single image. With this kind 
of device some images have been acquired with arrays of 270, 450 and 
900 pm pitch. 

a-Si image detection has recently reached a stage of maturity that 
finally allows the technology to be integrated into commercial products. 
For example, dpiX [47] supplies image sensors arrays with pixel sizes 
from 127 to 392 p and image formats from 20 x 25 to 30 x 40 cm’ 
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which can be supplied with a coating of cesium iodide as scintillating 
layer for X detection. Such arrays are presents in Varian and Thomson 
Tubes Electroniques products. a-Se employs a direct conversion process 
which eliminates intermediate conversion steps to achieve image quality 
which exceeds indirect digital methods and is comparable to fine grain 
radiographic film. The commercially available [48,49] systems based on 
a-Se technology employ an a-Se photoconductor coated over an a-Si 
thin-film transistor (TFT) array. P.K. Soltani et al. [50] have described 
the device used in Agfa products. This device employs a uniform a-Se 
vapor deposited over field-effect transistor (FET) array forming a full 
active area of 35 x 43 cm’. The Se layer has a dielectric and top electrode 
layers applied to form a capacitor structure where charges generated 
during exposure are collected under an applied 10 V/pm field which 
additionally prevents lateral spreading of the generated charges. The 
charge collection and integration is accomplished with a square charge 
collection electrode deposited over the FET array. The pixel pitch is 139 
pm, with a geometric fill factor of 86%. The charge collection electrode 
is attached to a signal storage capacitor, which is in turn attached to the 
drain side of the FET. The readout is similar to that described for a-Si 
and, after each exposure, the device also performs background 
corrections by a look up table (LUT) which stores a reference image of 
the detector array response to a flat exposure and by the acquisition of 
dark images before and aRer each exposure to evaluate the amount of 
dark current during exposure. This system has been characterized also 
[50] with X-rays in terms of exposure, energy response and imaging 
capabilities showing significant performance improvements over indirect 
digital methods, making it useful in film replacement applications. 

6.6 CCD Based Systems 

6.6.1 Principles 

Charge Coupled Devices (CCDs) are [5 11 made of silicon and consist of 
two dimensional arrays of tiny potential wells. The electrons released 
after the interaction with the ionizing radiation are trapped in these wells. 
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This charge information is then readout by successively shifting the 
charge from one well to the next until it reaches the output electronics. 

The main problems in the use of CCD for radioisotope imaging are 
the small sensitive area and the low detection efficiency for photons with 
energy from 30keV and charged particles. So their use in association 
with scintillators has been indagated. 

6.6.2 Systems description andperformance 

In 1988 Y.Charon et al. [52] have developed a detector which associates 
a charge coupled device to a light amplifier applied to the localization of 
p-emitters, included in thin slices, with a high resolution and a short 
acquisition time. The p source is placed above a thin scintillating plastic. 
When an electron crosses this sheet, it produces photons which are 
emitted in a small area. Their number depends on the nature and 
thickness of the plastic, the initial energy of the electrons and their 
angular distribution. The photons are conducted through an optical fiber 
entry plate to the light amplifier photocathode. This light is intensified 
and transferred to the window of the CCD by a pipe of optical fibers 
plates. A gateable electronic camera drives the CCD and digitalizes the 
analog value of each pixel. This system is able to analyze a surface of 
6 0 m 2  with a spatial resolution of 15pm and a detection efficiency of 
100% (relative to the measured standard source) for 35S detection. 

Karellas et al. [53] investigated the adaptation of a cooled Charge- 
Coupled Device for some autoradiographic applications. The proposed 
approach uses a scientific-grade CCD which is optically coupled via a 
lens to a scintillator without intermediate amplification. The performance 
of the CCD is investigated with the option of a fiberoptic coupling 
between the scintillator and the CCD. In this system the area coverage is 
9 cm x 9 cm and the sensitive area of the CCD is 3 1 mm x 3 I mm with a 
square pixel size of 0.015 mm on a side. The experimental prototype uses 
a lens coupling f/1.2) without intermediate intensification between a 
very thin Gd202S:Tb scintillator (< 100 p thick) and the CCD. In order 
to reduce the dark current, the CCD is cooled to -55OC using liquid 
nirogen. This approach was used for radionuclide imaging in the 
integrating mode for detection of 99”Tc emission. In addition to 
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experiments in the integrating mode, calculations were carried out for the 
potential adaptation of the device for pulse-height analysis in the 
counting mode. 

More recently, a prototype of digital autoradiographic system, 
incorporating a cooled scientific CCD, has been developed by J.H. 
MacDonald et al. at the Physics Department of the Institute of Cancer 
Research (ICR), Sutton, UK [54]. The ICR system is designed to image 
p- particles and low energy Xrays from radiolabelled biological tissue 
samples, using direct irradiation of the CCD without any optical coupling 
between the sample and the CCD. The CCD (Table 6.3 [54]), specifically 
designed for scientific applications, is read out in slow-scan mode (from 
50 k€€z up to 1 MHz)  and can be cooled to any temperature between 140 
K and 300 K in order to prevent the build up of dark current. The 
sensitive area of the device is covered by a 2 mm thick polyimide layer, 
which protects the electrode structure on the front surface when samples 
are placed against it. The sensitive volume can be split in two regions: 
the depletion layer, 7 pm thick, and the field-fi-ee layer, 13 pm thick. 

Table 6.3 Charge Coupled Device parameters 

Parameter Value 

Active area 17.3 x 25.9 mm2 

Pixel format 1152 x 770 

Pixel pitch 22.5 x 22.5 pm2 

Total sensitive thickness 20 pm 

Depletion region thickness 7 pm 

Operating temperature 73 K-233 K 

Peak signal (e-/pixel) 500000 

Charge transfer efficiency 99.9995% 

Readout noise (e-/pixel) 12 
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To generate charge in the CCD, photons or particles have to reach the 
epitaxial layer, or sensitive volume. To do this, they must pass through 
the polyimide, electrode and oxide layers, which are typically 3 p thick 
in total. Photons of energy up to few keV and p- particles of energy less 
than about 10 keV will be generally absorbed in these layers and will not 
generate any appreciable signal. The charge liberated in the depletion 
layer is collected with virtually 100% efficiency and little radial 
displacement, while the charge liberated in the field-free layer diffuses 
radially until it either reaches the depletion layer and is collected, or 
reaches the potential barrier between the epitaxial silicon layer and the p' 
type silicon substrate. Around 90% of the charge reaching this barrier is 
reflected towards the depletion layer and collected, but it degrades the 
spatial resolution. 

This prototype system, tested using line phantoms (three lengths of 10 
pm diameter gold-plated tungsten wire coated with 35S, I and 32P 
respectively) over an area of about 4 cm2, shows position resolution of 30 
pm, 30 p and 40 pm respectively, i.e. resolution degrades with higher 
energy emitting isotopes. System response is linear over a dynamic range 
of at least lo4, with a signal to noise ratio approaching 300. 

125 

6.7 Avalanche Photodiodes 

6.7.1 Principles 

An avalanche photodiode detector (APD) [55] is a p n  junction realized 
in a silicon wafer structured in such a way that it may be operated near 
breakdown voltage under reverse bias. The electrons generated by 
interactions with ionizing radiation and accelerated by the high electric 
field gain sufficient velocity to generate free carriers by impact 
ionization, resulting in internal gain which can improve the signal to 
noise ratio relative to standard silicon sensors. A typical APD consists of 
several regions including a 20 p thick drift region and a 120 p thick 
active junction which contains a less than 10 pm thick multiplication 
region. Free charge carriers generated in the drift region undergo 
transport to the active region. The gradation in dopant concentrations 
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causes a small electric field to impart a net movement of electrons 
towards the multiplication region. Electrons entering this region quickly 
attain velocities large enough to cause knock-on collisions with bound 
electrons in the lattice, releasing additional electron-hole pairs which can 
also undergo new collisions, so the multiplication process occurs many 
times producing a significant net gain in the electrical signal. This signal 
multiplication can be usefid in detection of low energy particles as the 
beta emission of tritium (maximum 18 keV, mean energy 6 keV). 
Tritium is widely used in neurological and biological research involving 
proteins, because it does not interfere with their normal conformal 
structure. Usually detection of these low energy betas requires the 
destructive and time consuming manipulation of the samples and placing 
them into a scintillating fluid, while in this case the tritiated samples can 
be positioned directly under specially processed (with a very thin front 
window) APDs. 

6.7.2 Systems description and performance 

J.S. Gordon et al. [55] have developed arrays of 4 x 4 pixels fabricated 
with 1 mm2 elements with 0.3 mm dead space between them. The 
standard processed APDs have a 0.3 pm dead layer consisting of a 0.1 
pn native oxide (SO2) layer grown on the APD face for passivation and 
an about 0.2 jun thick diffused boron contact layer. They have succeeded 
in making arrays with good tritium detection efficiency (27%). The main 
areas of improvements in detection efficiency were due to fabrication of 
ultra-thin dead layers (< 0.15 pm) along with the low noise associated to 
the low capacitance of the small area, well isolated pixels. 

6.8 Microchannel Plates 

6.8.1 Principles 

Microchannel Plates (MCPs) are flat glass discs containing millions of 
small diameter pores [56]. MCPs were developed in the late 1960s [57] 
as compact imaging electron multipliers, each channel acting as a 
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continuous dynode multiplier. They have been used in image intensifiers 
and in detectors for photons, Xrays, neutrons and charged particles. 
MCPs are manufactured by combining individual glass fibres to create 
the channels and glass matrix which comprise the plate. These fibres are 
prepared by inserting a bar of etchable “core” glass into a tube of 
“cladding” glass. These fibres are then stacked into an array which is 
drawn out to produce a hexagonal “multifibre”. The multifibres are 
stacked to form a hexagonal “boule” and then sliced to produce 
individual MCPs which are polished and then have the core glass etched 
out to open up the channels. At this point MCP destined to become 
electron multipliers are fired in a hydrogen oven to render the glass 
surface semi-conducting and allow replacement of photoelectrons via the 
electrodes which are deposited by evaporation on the faces of the plate. 

MCP detectors were originally developed [58] at Leicester University 
(UK) to study the X-ray emissions from active galactic nuclei. The same 
scientists have applied successfully these detectors in biological research, 
obtaining very good results in many autoradiographic applications. 
Imaging of radiolabelled biological samples [59] began in the Physics 
Department in 1995, with the use of high resolution, low background, 
large area microchannel plate (MCP) detectors (developed for the NASA 
Chandra Xray observatory). In particular, this device seems able in 
efficiently detecting tritium, for which most digital autoradiography 
methods show a low sensitivity due to the low energy of the emitted p. 

6.8.2 System description and performance 

The detector developed by J.E. Lees et al. [60] consists of a pair of 
MCPs in a chevron arrangement with a resistive anode readout. The 
inter-plate gap is 200 pm wide while the rear MCP to anode distance is 2 
mm. The active area of the detector, defrned by the rear electrode (93 
mm on a side) is 86.49 cm’. A carbon coated polypropylene window in 
front of the detector acts as an ion and UV shield. The MCPs, purchased 
from Philips Photonique [6 11, were manufactored from their “standard” 
MCP and propriety “low noise” glass. The anode consists [60] of a 
square resistive sheet 110 mm on a side on a ceramic substrate with 
charge collecting electrode at the vertices [62] manufactured by Hymec 
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[63]. Minimising the anode size keeps the capacitance, and hence the 
anode thermal noise, as low as possible. Each electrode signal is 
amplified by a charge sensitive preamplifier and then by a doubly 
differentiating, doubly integrating filter amplifier. Distorsions associated 
with resistive anode readout are removed by means of a “look up” table 
generated by imaging a well known array of pinholes (600 p diameter 
holes, 4 mm pitch). In Table 6.4 are described the MCP parameters. 

The behaviour of MCP detectors at low count rates is related to 
background noise. The main source of detector background noise from 
“standard” plates is from the potassium in the MCP glass (3 emission 
from 40K) [64, 651. Low noise MCPs, however, are manufactured from 
material containing no radioactive isotopes (proprietary 40K and ”Rb free 
glass) therefore all detectors body parts are made from PCTFE (Poly- 
ChloreTetra-FluoreEthylene) [66] rather than materials known to 
contain radioactive elements [67]. 

Table 6.4. MCP parameters 

Parameter Value 

Thickness (L) 1.5mm 

Channel diameter (D) 12.5pm 

Channel pitch (p) 15.0pm 

L D  120:l 

Channel bias angle 6’ 

In this way dark noise rates are 0.12 counts/cm2sec above a 
discrimination level of 0.05 times the peak detector gain [68]. For these 
low noise MCPs, most of the backgound is due to 1.46 MeV 40K y-rays 
fiom concrete in the laboratory walls [60]. The detector background can 
be reduced to cosmic ray levels (0.015 counts/cm2sec) by surrounding 
the detector with lead shielding; the use of such a shielding and ant& 
coincidence technique (to reject cosmic ray backgound independently 
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measured by a plastic scintillator) allows one b obtain an essentially 
noiseless detector. 

The behaviour of MCP detectors at high count rates has been 
investigated in recent years [69,70,71,72] to make a comprehensive 
model [73,74,75] which predicts the count rate characteristics of the 
MCP detector with known resistance, capacitance, bias voltages, low 
count rate, peak gain and illuminated area. MCP count rate can be 
improved reducing the MCP resistance [69,76] and MCPs having gold 
electrodes rather than nichrome have a much improved (up to 20 fold) 
count rate performance. 

The principle of using the MCP developed at the Leicester University 
has been proved in 1995 [57] by imaging the “fingerprint” of slime 
mould DNA, labelled with 35S. Comparison of the original film contact 
print and the electronic image obtained with the electrophoresis gel in 
close proximity to the MCP detector in vacuum showed that the DNA 
could be sequenced equally well from either representation. More 
recently, MCPs have been used by the same scientists in 
autoradiographic applications involving I4C [77] and 3H [78,79,80] 
markers. In particular, the MCP detector is highly sensitive to the 
biologically important but previously difficult to detect low energy p 
emission from tritium [81]. 

C has been investigated [77] using two twestage 
“chevron” MCP detectors, one with a large active area (93 mm x 93 mm) 
and the other with a smaller active area (30 mm diameter). The spatial 
resolution of both detectors was measured using commercially available 
masks. For the large area detector has been found a FWHM of -60 pn 
using a USAF 1951 Test Target placed in close proximity (-100 pn) to 
the MCP input surface and irradiated with 0.28 keV X-rays; for the small 
format MCP has been used a photo-etched mesh in direct contact with 
the front MCP illuminated with a mercury vapour lamp (-2540 
angstrom), obtaining a FWHM of -26 p. Sensitivity and linearity have 
been measured using an autoradiography Microscale TM positioned within 
20 pm of the input MCP surface. The resulting limiting sensitivity is 
0.031 Bq and the detector is linear over the entire range of the 
Microscale, showing a full dinamic range of six orders of magnitude. 
Autoradiographic applications obtained with this device and I4C marker 

14 The response to 
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14 include a C labelled rat whole body slice showing selective 
radiopharmaceutical uptake in clearly identifiable organs and C- 
Tamoxifen doped semi-thin tissue sections of rat womb and liver. 

The first measurements involving 3H have been [Sl] made to obtain 
spatial resolution, sensitivity and linearity range of the device already 
described. An image of a tritium standard source [82] mounted 0.5 mm 
from the large area MCP input surface has been accumulated under 
vacuum (operating pressure mbar) for 20 hours. From the edge 
response function of the brightest cell [Sl] a spatial resolution of 400 pm 
FWHM was estimated; a minimum detectable activity of 0.001 Bq in 20 
hours [79], over a wide (5-6 orders of magnitude) dynamic range have 
been also obtained. To improve spatial resolution in imaging 3H labelled 
biological samples, the samples have been placed in direct contact with 
the input surface of the smaller MCP detector by an automatic sample 
loading and vacuum load-lock mechanism designed [79] to 
accommodate a wide variety of sample types. With this technique have 
been acquired the images of 1 pm thick slices of rat lung [79,8 11 labelled 
with tritiated Putrescine (Fig. 6.14 [83]), immunological assays [79] (Fig. 
6.15 [SS]) and &D and 2D electrophoretic gels [78,79] for proteine 
identification; comparison with other systems sensitive to tritium (gas 
proportional counters, imaging plates, avalanche photodiodes) showed 
very good results. The same authors have also studied [SO] three 
approaches to increase the beta detection efficiency of MCP detectors for 
autoradiography: reversing the MCP bias polarity, changing the 
conventional high negative voltage (which repels all betas below about 4 
keV, 30% of the total) on the input MCP to a grounded input; a reduction 
in the MCP pore size from 12.5 pm to 6 pm; using a CsI coating as an 
efficient secondary electron emitter. Beta efficiency may be enhanced by 
careful selection of pore size and channel bias angle and further 
enhancement can be achieved using a CsI photocathode, which also 
confers duaktracer capability. The properties of the CsI coated MCP to 
simultaneously map high and low energy beta particle distributions have 
been exploited with 3H and 14C (Fig, 6.16 [84]). 

14 
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3H labelled immunological assay 

Fig. 6.14. Image of a 3H labelled lymphocyte proliferation assay. From Ref. [83]. 
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Fig. 6.15. Image of a 3H labelled whole body thin tissue of a rat showing uptake in 
various organs. From Ref. [83]. 
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Fig. 6.16. Normalised PHDs from 3H (circles) and I4C (dots) microscales. From Ref. 
~ 4 1 .  
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SPECT and Planar Imaging in Nuclear Medicine 

Alessandro Passeri, Andreas R. Formiconi 
Department of Clinical Physiopathology - Nuclear Medicine Unit 
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Italy 

7.1. Introduction 

Nuclear medicine cameras used for single photon emitters follow a design 
developed by Anger[l] about four decades ago. 

Overall ability to perform accurate data acquisition and reconstruction 
in single photon imaging tasks depends on a number of clinical and physical 
factors. The development potential of nuclear medicine techniques relies 
mainly on the thorough analysis of such factors and, whenever useful, on the 
possibility of transferring this knowledge into the mathematical algorithms 
devoted to highlight information contained in the "raw" data set. 

The quantity of y-rays usefully detected depends on i) factors related 
to the morphology of the object (patient or phantom) under investigation, 
ii) procedural factors dealing with the specific acquisition performed, iii) 
technical factors related to the instrumentation involved and iv) factors 
related to physical effects like Compton diffusion and attenuation of the 
electromagnetic radiation. Once the raw data have been obtained, either in 
a planar or in a tomographic acquisition, the final image depends on the 
reconstruction or post processing methods employed. 

It is worthwhile noting that imaging hardware limits the information 
available for any given imaging procedure. For instance, projection data ac- 
quired with an inappropriate collimation system may lead to a degraded im- 
age whose original characteristics, despite post processing recovery efforts, 
can never be restored. It is known that the collimator choice determines 
the trade-off between image spatial resolution and detection efficiency. The 
spatial resolution may limit the detectability of a lesion present in the pro- 
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cessed image, thereby influencing the accuracy in size quantitation. It is 
also known that the spatial resolution worsens as the distance of the ra- 
dioactive source from the collimator surface increases, so that the correct 
post-acquisition management of the collimator blur deals with a spatially 
non-stationary effect. 

On the other hand, the acquisition efficiency is strictly related to  the 
signal t o  noise ratio parameter, whose value determines the numerical reli- 
ability of the acquired data. The latter parameter is not uniquely related to  
the collimator mechanical characteristic, but it also concerns the acquisition 
efficiency of the active detection system. It is known that the detection effi- 
ciency, that is the ability of the detection system to stop incident radiation 
minimizing the energy escape, improves as the qth power of the effective 
atomic number of the detection material. At present, as it was in the orig- 
inal design, most camera detectors consist in a slab of Na1:Tl scintillator, 
318 or 314 inch thick, whose light output is read by an array of photo- 
multiplier tubes (PMT). The summed output of all PMT signals is used 
to reject events that have undergone Compton diffusion in the body of the 
object under investigation, and would otherwise contribute to  blur the raw 
data set. With this respect, it is obvious that several groups oriented their 
research in identifying and investigating new materials whose properties fit 
as much as possible the “ideal” detector. 

As a final point, it must be assessed that accurate imaging potential of 
emission computed tomography (ECT), relies mainly on the introduction 
into the reconstruction algorithm of the physical rra przori ” information 
concerning the experimental acquisition process. As long as the radiation 
emission and detection processes in emission tomography can be considered 
as linear operators acting as blurring functionals over the solution space, 
three main elements can be highlighted in the solving process of an ECT 
problem: 

(1) The mathematical accuracy of the transformation kernel describing the 
physical behaviour of the variables involved in the formulation of the 
problem. 

(2) The ill-posedness (see section [7.4.2]) degree of the peculiar problem 
under examination. 

(3) The magnitude of noise effects into the experimental data set. 

Once the formation process of projection images could be considered accu- 
rately modelled, the choice of the best suited image reconstruction method 
is oriented toward those classes of algorithms whose structure is able to  
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manage the inversion of the Radon transform taking full account of the 
system modellization efforts. 

The general objective of this chapter is to provide the readers with a 
basic, but nonetheless accurate understanding of the arguments previously 
sketched. A paragraph devoted to a few but meaningful examples of imaging 
from single photon emitters will complete this chapter. 

7.2. Collimators 

In modern nuclear medicine the scene is dominated by advances in elec- 
tronics and digital computing technologies. However, image quality is still 
mostly determined by the collimator. The use of the collimator is unavoid- 
able in single photon emission nuclear medicine since, in order to realize the 
concept of projection, the only choice is to select photons with the desired 
direction. This task is realized by rejecting all others photons by means of 
absorption. 

The collimation process involves a great waste of information: approxi- 
mately 1 photon in 10000 is able to pass through a hole and to contribute 
to image formation. It is possible to construct a collimator so that more 
photons are accepted, by making larger holes for instance. However, the 
negative aspect is that excess photons have directions which differ from the 
ideal projection direction. We have therefore the following tradeoff if more 
photons are acquired, then the spatial resolution of images is degraded; if 
the only photons whose trajectories are close to the ideal one are selected, 
then the count statistic is poor. 

It is significant that literature continues to be full of contributions re- 
lated to various aspects of collimation, despite the apparent simplicity of 
collimators with respect to other components of the cameras. 

Collimators are basically very simple pieces of instrumentation but there 
are many ways to construct them. There are several aspects which in princi- 
ple have to be determined when designing a collimator: hole shape (circular, 
triangular, rectangular, hexagonal), hole array pattern (square, rhombic, 
triangular), hole convergence (parallel, convergent, divergent, fan beam, 
cone-beam), hole tapering, hole diameter, collimator thickness, hole sepa- 
ration (septa thickness), collimator-detector distance and material. 

Not all these features have the same influence on the performances of 
the collimator; by far the most important parameter is the ratio between 
the size of the hole and its length. The influence of this parameter is evident 
if one looks at the basic formulas which give estimates of spatial resolution 
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and efficiency of a generic parallel hole collimator. 

Maximum (FWHM) of the Point Spread Function (PSF) as 
The spatial resolution is usually estimated from the Full Width at Half 

D 
F W H M = - ( z o + L + B )  L (7.1) 

where D is the diameter of the hole, zo is the source distance, L is the 
thickness of the collimator and B is the distance between the collimator 
back face and the image plane located in the crystal. The image plane 
is not a well defined geometric plane; a short discussion of this concept 
appears later in this chapter. For a multi-hole configuration, efficiency is 
given by [2] 

where k is the efficiency of transformation of photons in detected events 
in the digital image, ahole is the area of a hole at the patient side, acell is 
the area of a single cell of the periodic hole array and L is the collimator 
thickness. The first factor in Eq.(7.2) is the so-called “air-to-total” ratio and 
the second factor estimates the fraction of solid angle subtended by a single 
hole. In these formulae the shape of the holes is not specified, therefore the 
exact meaning of D as well as the relationship between D and ahole are 
undetermined here. However in any case the proportionality ahole IX D2 
will hold true and, consequently, the same will hold true for the well known 
relationship between resolution R and efficiency 

g IX R2. (7.3) 

Other parameters, such as the hole shape or the hole array pattern have 
a smaller influence and they are chosen by manufacturers for fine tuning of 
the collimators. Arrangement of holes in convergent geometry patterns is 
often used for increasing the counting efficiency, the latter being a critical 
quantity particularly in SPECT studies. The most common convergence 
configuration is the fan beam, where focusing is provided only along one 
axis so that the axis of each hole passes through a point belonging to a 
focal line. In a cone-beam collimator all holes converge to a unique focal 
point, instead to a focal line. Cone-beam collimators are more efficient. For 
instance, for a source located at 15 cm from a fan-beam with the focal 
line at 50 cm, the gain in efficiency is about 1.8 with respect to the same 
collimator but with parallel holes. With a cone-beam, in the same situation, 
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the gain in efficiency is 2.3. On the other hand, the sampling pattern of cone- 
beam collimators complicates the reconstruction of SPECT data: thus only 
fan-beam collimators are commercially available so far. 

Hole tapering must not be confused with convergence. Convergence con- 
cerns the direction of the axis of holes and the same pattern of convergence 
may be associated with different kind of tapering. The effect of hole taper- 
ing is not large but it may be noticed when accurate descriptions of the 
collimator response are sought [ 2 ;  31 

Table 7.1. Collimator material. 

Material Z A p ( g r / c m 3 )  
Lead 82 207 11.35 
Tungsten 74 184 19.30 
Tantalum 73 181 16.60 
Gold 79 197 19.32 
Uranium 92 238 18.95 

Hole separation influences the efficiency since, for a given hole aper- 
ture ah&., it determines the measure of ace]]. Larger hole separation corre- 
sponds to thicker septa, a larger value of ace]] and, therefore, lower efficiency 
(Eq.(7.2)). However, septa cannot be made too thin, otherwise the pene- 
tration will be prominent. On the other hand septa cannot be too large 
because hole pattern artifacts may appear. So hole separation is an impor- 
tant parameter for the design of a collimator. 

The distance between the collimator and the crystal, called B in 
Eq.(7.1), is not a parameter strictly dependent on the collimator but it 
is a fixed parameter for a certain camera-collimator setup and it influences 
the collimator performances too. The existence of this distance is due to 
two main reasons. First, the collimator is always kept at a distance of about 
3 or 4 mm in order to protect the fragile camera crystal. Second, photons 
travel through the crystal before they interact; the travelled distance is a 
statistical quantity spatially distributed according to the attenuation law 
for electro-magnetic radiation. This means that the concept of image plane 
cannot be a well defined one. It is however commonly accepted assuming 
that the equivalent image plane is located inside the crystal at a depth equal 
to the mean free path of photons. For instance, when the energy of 140 keV 
of the emission of g g m T ~  is concerned, the mean free path is about 2 mm. 
Thus, typical values of B ranges around 6 mm. Recently, the influence of 
the B parameter on artifacts caused by the hole array pattern has been 
studied [4]. 
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The specific density of the employed material is a crucial characteristic 
of the collimator since it determines the ability of absorbing photons if they 
have undesired directions. Unfortunately, the choice is very limited since it 
must be restricted to  high density materials with high atomic numbers and 
the few available alternatives to  lead could pose manufacturing or fabrica- 
tion problems. Table 7.2 reports the materials that have been used so far. 
In the following, a general theory regarding the multi-hole collimator be- 
haviour will be presented. Single-hole collimator theory will be sketched as 
a particular case of the multi-hole theory as well. 

7.2.1. Multi-hole theory 

The fluence of photons detected at the point (x, y) of the camera detection 
plane for a point source of unitary activity placed in the point of coordi- 
nates (20 ,  yo, 20) defines the concept of point spread function (PSF) of the 
collimator conceived as imaging instrument: 

coso (7.4) 
As (I, r o ,  20) 

$Hr, r o ,  Z o )  = k 
47r [(zo + L + ~ 1 2  + Ir - rO12] 

where r = (z,y), ro = (zo,yo), d,(r,ro,zo) is the aperture function of 
the camera collimator system at  the point (x,y), k is the efficiency factor 
of the camera detector and 0 is the angle between the direction through 
the source point and point (x,y) on the detector plane and the direction 
through the source point perpendicular to the source plane (see Fig(7.1)). 
The 1/ [(zo + L + + Ir - qI2] factor describes the decrease with the 
square of the distance and the cos0 factor the effect of the non perpendicular 
incidence of the radiation on the detector plane in its peripheral regions. 
The 47r factor at the denominator tells us that $(r, ro, ZO)  is the fluence for a 
unitary activity of the point source, provided that the source emits radiation 
isotropically in space. In other words, in this formulation, $(r, ro, ZO) is the 
efficiency of detection in the point (2, y) of the detection plane for a point 
source placed in ( xo , yo, 2 0 ) .  

It is worthwhile to observe that the PSF as defined by Eq.(7.4) is spa- 
tially non-stationary with respect to both ( 2 )  the source position, and (ii) 
the coordinate of the detection plane, as a consequence of the ds(r,  ro, ZO)  

functional dependence from the (r, ro) coordinates. 
The aperture function depends on the geometrical properties of the 

collimator: shape, size, length, orientation and hole array pattern are the 
principal parameters to  be taken into account. Symbols used for describing 
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Table 7.2. Symbols describing the geomet- 
ric characteristics of a camera-collimator sys- 
tem. 
Symbol Parameter 
L hole length 
W hole side 
0 s  holes distance (centre-to-centre) 
F X  focal distance along z-axis 
F, focal distance along y-axis 
B collimator-image plane distance 

the geometric features of a camera-collimation system are resumed in Table 
7.2 

According to [5] and [6] the aperture function of a hole can be defined 
by means of a function a(.) with a(.) = 1 for positions r inside the aper- 
ture and u(r)  = 0 for r outside the aperture. Let q ( r )  and a b ( r )  represent 

Figure 7.1. The projection from a point source P of the front and back aperture of 
a tapered hole of a collimator with focal distance equal to F .  The source is located 
at the distance zo from the collimator front face and its orthogonal projection onto 
the image plane is given by r o  = ( 2 0 ,  yo). r' = (z', y') is the orthogonal projection 
of the centre of the hole front aperture and r = (2, y) is the point of detection on 
the image plane. The larger shaded area is the projection onto the image plane of 
the front aperture function uf" (r, r'; r o ,  20) defined by Eq.(7.6), while the smaller 
shaded area is the projection of the back aperture function u: (r, r'; ro ,  ZO)  defined 
by eq.(7.7). The intersection between the two shaded areas is given by the product 
af" (1, r'; ro, ZO)  u: (r, r'; ro ,  ZO)  and it represents the aperture function of a hole. 
The aperture function of the collimator A(r, r o ,  ZO)  is obtained by summing the 
aperture functions of all the holes (see text). 
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the aperture functions at  the front and back planes of the collimator, re- 
spectively. In order to  evaluate the aperture function of a collimator's bore 
for a source located at the point ( 2 0 ,  y o ,  zo) it is necessary to  find out the 
fraction of detector surface that y-rays can reach by passing through both 
the front and back aperture of the bore. It is now possible to define the 
projection of an aperture: it deals with the fraction of detector's surface 
that the aperture makes available to the point source. Let a,"(., r'; ro ,  zo) 
represent the projection of the front aperture and uE(r, r'; ro, zo) the pro- 
jection of the back aperture, respectively. 
Thus the collimator aperture can be estimated as 

c o w  

Aa(r,roi zo) = S_, /I, a," (r, r'; ro, zo) a: (r, r'; ro, zo) dr' (7.5) 

where the subscript a in A, reminds that the expression (7.5) approximates 
the true aperture function. 

In the previously cited formulations, the projections of the front and 
back aperture functions onto the image plane were found as 

zo + L 
a: (r, r'; ro, zo) = af [(A) ( z O + L + B ) 2  

+ (A) ( B ) Yo -Y'] (7.7) 
F y + L  z o + L + B  

It may be useful to observe that Eq.(7.7) involves parameters for both 
the F, and Fy focal distances. Of course, specific collimator configurations 
can be obtained as summarized in Table 7.3.  

Table 7 . 3 .  Collimator types. 

Collimator Focal lenghts 
parallel F , t m , F , + c o  
fan beam Fy + co 
cone beam F, = Fy 
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Considering expressions (7.6) and (7.7), Eq.(7.5) can be written in the 
following way 

0 3 0 3  

da(r,ro, 20) = S_, S, af (-a) af (rT - u)  da (7.8) 

where 

and 

u = r' - ar - bro 

YT O!yy - p Y Yo  

with 

L+B 
zo+L+B b =  

L (F, + L+B) 

L(Fy + L+B) 
p x  = (F,+L)(ZO+L+B) 

& = (F,+L)(zo+L+B) 

Unfortunately, an analytical description of the da(r ,  ro, ZO)  function can- 
not be derived in close form in the coordinate space. With this respect, 
the Fourier domain transform of Eq.(7.4) can be defined as the geometric 
transfer function (GTF), where the phase component of the formulation in 
the frequency space reflects the PSF space dependent variability. Neverthe- 
less, the evaluation of the GTF in close form is still not possible. However, 
realizing that 

0 the factor kcos6/4~ [ (ZO + L + B)' + Ir - rol for a given source posi- 
tion ro is substantially constant for all values of r for which #(r, ro, ZO)  

is significantly non-zero. 

21 
0 c o s ~ =  ( ~ ~ + L + B ) / [ ( ~ O + L + B ) ~ + I ~ - - ~ O / ~ ]  1/2  . 
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It is possible to calculate the Fourier transform of Eq.(7.4) in close form, 
giving 

(7.9) 

where A f  ( vX/ax ,  vy /ay )  is the Fourier transform of the front aperture func- 
tion and Y = (vx, vy) is the two-dimensional spatial frequency. 

Thus, the evaluation of the aperture function in the Fourier domain 
represents the next logical step of the present formulation. 

Equation(7.8) deals with aperture functions describing a single hole con- 
tinuously displaced (as represented by the u variable) throughout the pro- 
jection space. Actually, the collimator is composed of an array of holes: 
introducing the information relative to the array pattern of holes, Eq.(7.8) 
can be replaced by 

00 00 

A(r,ro,zo) = C c af ( - ~ [ i ~ , i ~ ] )  af (rt - ~ [ 1 ~ , 1 ~ 1 )  (7.10) 

where we have lost the continuous variation of the variable u, addressing 
a vector u [ ~ l , ~ z ~  for each hole. The impulse 6(x) function can be usefully 
introduced in (7.10) to  clarify the matter: 

11=-0012=-00 

00 00 00 

- af (-u) af (rt - 6) c c 6 (r’ - du (7.11) 
- L l1=-00 12=-00 

where 

The vectors rLl and rb2 are the basis vectors in the reference system associ- 
ated with the lattice of holes and they may be non-orthogonal. For instance, 
in the case of a 120” rhombic lattice oriented as in Fig(7.2) the components 
of r’ in the Cartesian reference system, (d, y’), and the components in the 
lattice reference system, ( r i ,  r ; ) ,  are related by the following equations 

(7.13) 
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Figure 7.2. This figure shows how a hexagonal array of holes is actually generated 
by a 120' rhombic lattice of points which are the centres of the holes. It is also 
useful to  note that the area of the 120' rhombus of side gS is equal to  the area of 
the hexagon of side W'.  

In the general case of a given lattice, the summation of impulse functions 
as reported in Eq.(7.11) can be expanded in Fourier series 

where we assumed that the sampling distance along the two lattice's axes 
is the same: us = lrL1l = 

Actually, modern collimator's lattice configurations usually deal with 
array of holes generated by a 120" rhombic lattice of points representing the 
centers of the holes. In this case, substituting Eq.(7.14) (modified according 
to the rhombic lattice reference system defined by Eq. (7.13)) into Eq. (7.11) 
and taking its Fourier transform, we obtain: 

and Q is the lattice's elementary cell area. 

00 co [, d(r, ro, zg)e-i2rrr'V d r  = [, dzdye-i2.'r(zux+Yv,) 
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Equation(7.15) can actually be evaluated in close form. By first integrating 
in dxdy with the change of variables t ,  = a,x - ,&xo - u,, t ,  = a,y - 
P,yo - gg, and, as a second step, integrating in do,dny we can write 

(7.16) 

where Af is the two dimensional Fourier transform of the front plane aper- 
ture function of a single hole of generic shape. 

Then, eq.(7.9) can be re-written in the following general form: 

and making the opportune substitutions, one finally obtain the geometric 
transfer function in frequency space of a collimator device with a 120" 
rhombic lattice of generically shaped holes: 

-izn ( & zov,+ 5 P you,) 

@(v,ro,zo) = g(zo,Yo,zo)e 

(7.18) 

where g(z0, yo, zo) represents the collimator's efficiency, and the remaining 
part of Eq.(7.18) describes shape and position effects related to the lattice. 
Of course, other kinds of lattice array patterns could be considered (such 
as the square one for instance) by simply substituting into Eq.(7.12) the 
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appropriate set of equations for the lattice reference system under investi- 
gation. 
Moreover, the hole shape should be taken into account, as it determines 
the actual mathematical formulation for the A, variable in Eq.(7.18). As 
an example, let us consider the case where hexagonal holes are involved. 
Taking W to be the hexagon’s side, it can be demonstrated that 

‘l 1 

x v, cos(Wv,) cos W d v ,  - v, cos(2Wvx) 

- &vy sin(Wvx) sin ( ~ & v , ) ]  (7.19) 
0 [ 

so that the GTF in the Fourier space results completely defined. It may 
be worthwhile to highlight two main items as direct consequences of the 
present formulation for multi-hole collimators: 

At frequency v = 0 the value of @(v,ro,zo) gives the efficiency of the 
collimator since it is equal to the integral in r of its Fourier transform, 
4(r, ro, ZO) ;  moreover, the g ( 2 0 ,  yo, ZO) variable contains factors related 
to the efficiency of the collimator. These factors describe the contribu- 
tions to efficiency which are not related to  the hole array pattern; they 
are the relevant factors in most imaging situations, but, if the source 
is located in the proximity of the collimator surface, effects due to  this 
pattern appear. Such effects are described by the frequency dependent 
part in Eq.(7.18). 
The phase factor outside the summation in Eq.(7.18) is related to  the 
projection point of the source onto the image plane. In case of fan 
beam or convergent collimators this factor takes also into account the 
displacement with respect to the orthogonal projection caused by the 
converging geometry. Moreover, the summation in Eq. (7.18) provides 
information about the shape of the system response and therefore also 
about the spatial resolution. The terms of the summation are in turn 
composed of three factors. The first one is a phase factor which de- 
pends on the relative position between the point source and the hole 
array pattern. The last two factors in each term of the summation are 
given by the the Fourier transform of the front and back apertures of 
the collimator’s holes.The spread of the PSF, and therefore the spatial 
resolution, is directly related to the constants l/ax and l / ay .  
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7.2.2. Single-hole theory 

Starting from Eq.(7.4), the geometric transfer response of a multi-hole col- 
limator has been formulated pursuing the basic idea of a collimation system 
conceived as a single hole aperture function distributed on the collimator 
plane according to a geometrically defined lattice of holes. Actually, as al- 
ready noticed, Eq.(7.8) defines the aperture function d, as a continuous 
displacement of the af function, the continuity being assessed by the vari- 
able u. As a consequence, the single-hole theory can be derived from the 
previous formulation by fixing the hole position, that is by defining the r' 
coordinate as a constant parameter. In this case, centering the hole front 
aperture at the origin of the spatial reference system r'= 0, and Eq.(7.9) 
can be restated as 

(7.20) 

where 

L ( F  - 20) 
( F  + L )  (20 + L + B )  

a = a, = ay = 

and F is the single hole focal distance. 
As an example, it can be easily demonstrated that in the case of circular 
shaped hole, the front aperture function can be expressed as 

(7.21) 

where w is the hole diameter and &(.) is the first order Bessel function of 
the first kind. 

7.2.3. Penetration eflects 

The outlined theoretical description provides a great deal of information 
as far as the geometrical response of collimation devices is concerned. Un- 
fortunately, the theory does not tell us anything about the penetration of 
collimator septa and the scattering of photons in the collimator material. 
Both these effects may be relevant in clinical practice when energies > 200 
keV are involved, and both represent a severe problem. 

Photons travelling through the septa are expected to be absorbed by 
the collimator material. However, due to the statistical nature of the at- 
tenuation law, a fraction of them survive and may interact within crystal 
material giving rise to detected events which are included in the images. 
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/ 
Figure 7.3. Calculation of the minimum path length through a septum. This 
figure may represent a section taken along one of the principal lattice directions 
of a rectangular array of rectangular holes or of a 120" rhombic array of hexagonal 
holes. The segment p is the minimum path length, s is the septa1 width, L the 
collimator thickness and D h  is the face-to-face hole width. 

The unique way to control this penetration effect is to design collimators 
so that no septa penetration occurs. However, in most circumstances this 
leads to designs which cause the appearance of the shadow of the collimator 
holes in the final image, the so called hole pattern artifacts. For a long time, 
the most used criterion for designing collimators with acceptable penetra- 
tion effects consisted in allowing a fixed fraction of photons to penetrate 
along the minimum path length (Fig.7.3) through a single septum [7]. It is 
easy to see that the minimum path length p can be expressed as 

(7.22) 

provided that the dimension of a single lattice cell is small with respect to 
the collimator thickness, that is L >> 2Dh + s. The acceptable penetration 
effect is set by requiring that along the path p it amounts to a certain small 
(5 % for instance) fraction ebp, where p is the linear attenuation coefficient 
for the energy of the incident photons. Defining Pf = p p ,  we can write the 
following condition 

Pf 
P > - .  

P 

Then 
S 

p L Q s 2 D h  2 Pf 

(7.23) 

(7.24) 

or, assuming that 0 = s + Dh o represents the center-to-center hole sepa- 
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ration, 

(7.25) 

As an alternative approach to the previous formulation, it should be noted 
that, in more recent times, powerful computer techniques have been made 
available to  study such complex problems. The study of the penetration 
constraint has been done by means of extensive ray tracing calculations 
([8; 91). A new criterion was deduced from these studies. The criterion, 
that is called the University of Chicago (UC) penetration criterion, states 
that the penetration effect will be supportable provided that the following 
relationship holds true 

T I  

p L 5  > P (7.26) v -  
where P is a constant that depends slightly on the hole shape and hole 
array pattern (11 < P < 13), V, is the volume of the absorbing material 
and V is the total volume of the collimator. For parallel collimators, this 
relationship can also be written as 

leading, in the case of 120' rhombic array of hexagonal holes, to 

(7.27) 

(7.28) 

Even if Eqs(7.25) and (7.28) are different, they provides similar conditions 
in practical cases but the way the UC criterion was validated gives confi- 
dence in the fact that the criterion is suitable for current collimator designs. 
However, as stated in [9], no theoretical explanation for the criterion cur- 
rently exists. 

At high energies, besides the penetration effect, the scattering of ra- 
diation in the collimator's material may be also relevant. Unfortunately, 
this effect is even more difficult to tackle then the penetration one. 
Only complex and time consuming Monte Carlo methods ([lo; 11; 12; 
13l)are available to  make predictions about the scattering effects for a cer- 
tain collimator. For low-energy collimators, the collimator scatter contri- 
bution should be considered a minor problem: it has been shown [ll] that 
for a low-energy all-purpose collimator it amounts to about 2 % in a 20 % 
energy window centered at 140 keV energy of 9 9 m T ~ .  
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On the contrary, the case of isotopes with higher-energy contaminant 
photons may be of some concern. For instance, it has been estimated [Il l  
that if 1231 is contaminated with 5 % of 1241, the collimator scatter con- 
tribution may amount to 6%. In clinical practice, the situation may be- 
come even worse since the patient (spatially extended) absorbtion would 
attenuate more significantly the 1231 photons than the higher-energy lZ4I 
contaminants [Id]. 

Recently there has been a renewed interest in I3'I isotope for tumor 
quantification with SPECT after radioimmunotherapy. However, acquisi- 
tion and processing of the data are complicated by the presence of several 
high energy y-ray emissions typical of the 1311 decay scheme. The most 
significant emissions are at 364 keV (82 %), 637 keV (7.2%) and 723 keV 
(1.8%), while the photopeak window is usually centered at 364 keV. Even if 
637 keV and 723 keV photons are of low intensity, their scatter contribution 
may be significant since while suffering low attenuation in the patient's body 
because of their reduced cross section in water-equivalent density material, 
they have higher probability of scattering in the collimator. Dewaraja et a1 
[12] reported that for a point source in air acquired with a high-energy col- 
limator and a 20 9% window at 364 keV, 43 % of the events in the photopeak 
are given by penetration and 29 % by scattering in the collimator material. 
Somewhat comparable figures [13] found that for 300 keV photons, 30 % 
of the events in the photopeak are due to penetration and 18 % are due to 
scatter. 

Even if modern computer methods allow collimator penetration and 
scatter contributions assessments in specific cases, efforts to reduce sub- 
stantially these effects have eluded researchers. When 1311 tumor quantifi- 
cation with SPECT is concerned, in order to avoid the spill-over given off 
from penetration originated from a noticeable background activity, the use 
of an Ultra High Energy (UHE) collimator (designed for 511 keV imaging) 
instead of the regular High Energy (HE) one has been advocated [15]. Of 
course, in this case the presence of clear hole pattern artifacts in the PSF 
should be considered as an unavoidable counterpart effect. 

The use of UHE collimators have also been reported for SPECT imaging 
with lSF [16; 171. In this case, it is a common practice to smooth the 
projection data before the reconstruction in order to eliminate strong hole 
pattern artifacts. This procedure is usually supported because the cutoff 
frequency of the low-pass filter needed to eliminate the hole pattern artifacts 
is higher then the higher frequencies transmitted by the collimator. 
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7.3. Detectors 

Detectors used in nuclear medicine studies have been historically addressed 
to the category of scintillators. 

Despite ongoing attempts to switch to direct converting detectors as, 
for instance, thosc rcpresented by semiconductors, scintillators still show 
competitive characteristics in the field of nuclear medicine imaging. 

This is particularly true when inorganic crystals like cerium doped 
lutetium orthosilicate (LSO), cerium doped gadolinium orthosilicate (GSO) 
or yttrium aluminium perovskite (YAP) are considered. In fact, because of 
their good energy resolution and fast fluorescence decay time constant and 
together with to the possibility of being produced in large quantities, new 
possibilities of camera design are opened up. 

As an additional feature, position sensitive photo multiplier tubes 
(PSPMT)have been coupled to several scintillator crystals [18] [19], thus 
allowing a radical improvement of camera performance on a small scale 
(radiopharmaceutical investigations on little animals as well as scinti- 
mammography dedicated gamma-camera). At present, the possibility of 
extending to whole body imaging the PSPMT-scintillator technology is un- 
der investigation (see Chapter XXX). 

On the other hand, progresses in the development of semiconductor 
detectors widen the possibilities for improving the intrinsic spatial reso- 
lution and the overall performance of SPECT based gamma cameras by 
using room temperature semiconductor detectors as, for instance, CdTe 
and CdZnTe [20] [21]. 

Generally speaking, the direct readout of such a category of detectors 
make feasible the realization of compact and light-weight camera heads. 
Moreover, their unreachable energy resolution improves the identification 
of the isotope full energy peak, with consequent improvement in Compton 
events suppression task. It is also possible to partition slabs of semiconduc- 
tor into pixel array with fine pitch, thus realizing precise position sensitive 
detector [22]. 

However their high cost and the possibility to be only produced in 
relatively small sizes should be considered as hindrance factors to their 
widespread employment in nuclear medicine imaging systems. Other delay- 
ing factors for the development of semiconductor based gamma cameras 
could be addressed as both physical effects like severe charge carrier trap- 
ping and technological aspects like the severe electronic complexity neces- 
sary to properly manage semiconductor array configurations. 
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Several attempts have been performed to  overcome these difficulties. 
For example, studies have been done on the segmentation of large semi- 
conductor electrodes, that is the typical position sensitive detector config- 
uration sketched above. In this case, both the hole-trapping effect and the 
consequent depth dependent signal production seem to have reduced their 
significativity. 

New techniques devoted to the production of integrated electronic cir- 
cuits have also been developed. Actually they should reduce the complexity 
of read-out electronics, thus making possible the realization of cost-effective 
and reliable circuitry. 

The aim of the following paragraphs is to  describe the most advanced 
detectors’ configurations presently used in Nuclear Medicine applications. 

7.3.1. Scintillators 

The last ten years have seen a growing interest in inorganic scintillators 
development. The elective [23] properties of the scintillator crystal, that is 

fast decay time with negligible delayed phosphorescence tail, 
emission wavelength compatible with both efficient read-out , coupling 
and negligible intensity leakage during crystal crossing, 
mass density and atomic number suitable for stopping y rays of proper 
energy, 
high scintillation efficiency, 
energy versus light yield conversion as linear as possible over the widest 
energy range, 

are not fulfilled by a single known scintillator, so that a number of materials 
have been developed for fitting different application requirements. 

The mechanism of scintillation is well described by 

(7.29) 

where Nph is the number of scintillation photons emitted under y absorbtion 
of energy E ,  Egap is the forbidden band energy amplitude, p is a parameter 
(p  2 2 - 3) related to the the average energy Ee-h required to produce an 
electron-hole pair, such that 

Ee-h = P E g a p .  (7.30) 

In this case, the fraction on the right-hand side of Eq.(7.29) represents 
the number Ne-h of electron-hole pairs created during the y interaction 
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process. The term Te-h  in Eq.(7.29) represents the transfer efficiency of 
the e-h pair energy on the luminescence centre, while TLC represents the 
efficiency for photon emission of the luminescence centre itself. However, it 
should be noted that the value assumed by the Te-h  parameter is hardly 
predictable, being subjected, for example, to crystal defects that could act 
such as non-luminescent traps for e-h pairs, with consequent reduction of 
the scintillation efficiency. 

As it is known, T1-activated scintillators represent the historical back- 
ground of the modern scintillation spectroscopy when y-ray are involved, 
and they have been extensively applied to nuclear medicine devices. How- 
ever, during the last decade, a number of lanthanide-doped scintillators, 
particularly in the field of 5d-4f transitions, whose intrinsic properties al- 
low efficient y-ray spectroscopy at high count rates, have been identified, 
and their applicability as nuclear medicine detectors has been investigated 
by several research groups. 

Among the number of newly proposed detectors, Ce3+ materials seems 
to show the most promising characteristics, featuring i) a relatively small 
Egap value, ii) an T e - h  value close to  unity and iii) high specific density 
or high effective atomic number Z,R. 

In this context, GSO:Ce, YAP:Ce and LS0:Ce are some of the most 
interesting scintillators, with potential wide application in nuclear physics, 
high energy physics and imaging techniques based on nuclear applications 
as well. All of them are characterized by a high light output and fast decay 
times of few tenths of nanoseconds. Due to high specific density, GS0:Ce 
and LS0:Ce are the potential deputies of the BGO scintillator in various 
applications, while the fast light decay time constant typical of YAP:Ce 
crystal suggests unexplored possibilities in the pulse shape discrimination 
field. 

7.3.1.1. YAZ03:Ce 

The properties of YA103 :Ce scintillator have been studied since 20 years 
ago. YA103:Ce crystal (abbreviated YAP:Ce or simply YAP) is a monocrys- 
tal with the reticular structure of perovskite. It shows rugged mechan- 
ical characteristics (hardness) and very good chemical stability, non- 
hygroscopicity and non solubility in inorganic acids [%I. 

Luminescence 

254 



SPECT and Planar Imaging in Nuclear Medicine 

With respect to  luminescence properties, YAP shows a main UV emission 
band with a maximum at 21 370 nm as well as minor emission bands cen- 
tered around the blue and green wavelengths [25; 261. While under UV 
excitation YAP shows light emission lifetimes ranging around 15 ns, the 
typical light decay time constant under y-ray excitation was measured [24] 
as 27 ns: the difference between these two values should probably be re- 
ferred to  a delay in energy transfer between the energy band structure of 
the crystal. Moreover it shows very low afterglow emission (<0.005% at 6 
ms) and light output (yield) equal to 55% of the light yield featured by 
Na1:Tl under the same experimental conditions. It should be highlighted 
that the featured time decay constant is about 9 times faster than the one 
registered for the Na1:Tl crystal. 

y-Detection and Energy Resolution 

As long as detection properties are involved, YAP shows mass density equal 
to 5.37 g/cm3, leading to stopping powers of 1.54 cm-' and 0.46 cm-' at 
140 keV and 511 keV, respectively. It should also be noted that the mean en- 
ergy of fluorescence X-ray of YAP:Ce is as low as 15 keV, leading to a energy 
deposition due to  photoelectric effect very close to  the primary interaction 
point. In particular, Blaiek and co-workers [27] developed a Monte Carlo 
method for investigating the limit of the theoretical extension of the energy 
transport range related to  radiation transport in scintillators. In their work, 
the maximum value of energy deposition spot diameter obtained for YAP 
was 300 pm, while, for example, 500 pm, 1 mm and 2 mm were the values 
obtained for CsI, NaI and BGO respectively. 

Several authors performed light yields measurements in order of deter- 
mining the energy resolution FWHM of the YAP crystal. At present, it 
appears a difficult matter to  determine a range of FHWM values in general 
agreement with the papers present in literature. Nevertheless, a majority of 
experiments seem to converge toward energy resolution values ranging from 
35% at 32 keV and 11% at 662 keV [24]. It should be noted that in YAP 
crystal, as well as in other scintillators, the energy resolution behaves in dis- 
agreement with the inverse of the square root of the energy dependence, the 
disagreement becoming more evident for incident energies greater than 100 
keV, that is when Compton scattering probability starts increasing toward 
sensible levels [28]. 
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7.3.1.2. Gd2 Si OF, : Ce 

The characteristics of Cerium doped Gadolinium Orthosilicate scintillator 
(abbreviated GS0:Ce or simply GSO) have been studied since 1983 1291. 

Luminescence 
With respect to luminescence properties, GSO shows a typical light decay 
time under y-ray excitation ranging between 30 to 65 ns, about 4 to 8 time 
faster than Na1:Tl crystal. As it was for YAP:Ce scintillator, the GSO after- 
glow emission is lower than 0.005% (at 6 ms) and the typical UV emission 
band seeks its maximum at N 440 nm. 
On the other hand GSO shows light output as lower as about 30% with re- 
spect to Na1:Tl crystal. However, it should be highlighted that with Na1:Tl 
the output light pulse is typically clipped and integrated at 200 ns, thereby 
using less than 60% of the total pulse. 

y-Detection and Energy Resolution 
Featuring a high effective atomic number (Z,ff M 64) and, consequently, 
high density (6.71 g/cm3), the y-ray detection properties GSO reflects in 
stopping powers of 6.71 cm-' and 0.71 cm-' at 140 keV and 511 keV respec- 
tively. Those values collocate the GSO scintillator in an attractive position 
for Nuclear Medicine applications involving p+ particles annihilation as 
well as high-energy research in nuclear physics applications. 

Typical values for the photon energy resolution have been reported be- 
tween 7% and 8% at 662 keV [29]. 

7.3.1.3. Lu2 Si OF, : Ce 

The past decade has seen noticeable efforts directed at developing scintil- 
lation materials for both SPECT and PET. The characteristics of Cerium 
doped Lutetium Orthosilicate scintillator (abbreviated LS0:Ce or simply 
LSO) seem to fit the required combination of properties better than other 
scintillating materials. On the other hand, the observed background com- 
ing from the natural radioactivity of Lutetium [30] [31] [32] may limit the 
possible application spectrum. 

Luminescence 
Under y-ray excitation, LSO shows a main UV emission band with a maxi- 
mum at 2: 420 nm. The related light pulse shows a fast decay time constant 

256 



SPECT and Planar Imaging in Nuclear Medicine 

of about 40 ns at room temperature. The pulse shape is essentially mono- 
exponential, without evidence for other time decay constant components. 

With respect to  light output, LS0:Ce shows values of about 25x103 pho- 
tons/MeV, 0.6 times the typical value referred for Na1:Tl crystal ( 4 . 1 ~ 1 0 ~  
photons/MeV) under comparable experimental conditions. 

However, it should be high-lighted that the light output value of the 
LS0:Ce itself is characterized by a broad variation from one specimen to 
another, despite that detectable differences in its chemical structure cannot 
be found. This effect ought be referred to a number of intertwined causes 
relied to the stability of the transfer efficiency of the scintillation, that is the 
fraction of the produced electron-hole pairs whose energy actually excites 
the luminescence centers. Among the possible causes, z) the unavailability of 
one or both carriers (electron-hole pair) to the scintillation mechanism be- 
cause of out-site anomalous trapping, and i i) the presence of shallow Ce3+ 
traps in the forbidden energy band with consequent temperature variation 
of the transfer efficiency parameter should be highlighted [33]. 

y-Detection and Energy Resolution 

Featuring an effective atomic number Z,ff=66, and a density equal to  7.4 
g/cm3, LSO shows stopping powers of 9.768 cm-' at 140 keV and 0.866 
cm-' at 511 keV. The reported values suggest high efficiency in y-radiation 
detection and this characteristic of the LSO scintillator could reflect in both 
SPECT and PET tomographs design. In fact, the hardware improvement 
of PET spatial resolution is closely related to  the possibility of reducing 
the size of the single detector element without dramatic losing in detection 
efficiency. Moreover, the possibility of reducing the thickness of a SPECT 
detector reflects on both the light collection efficiency and on the intrinsic 
camera spatial resolution. 

AS previously noticed, the LSO scintillator features a natural radioactive 
background due to  the presence of the radioactive 176Lu in the natural 
lutetium (@- decay to 176Hf, relative abundance of 2.6%) whose energy 
spectrum is characterized by y transitions whose main energies are 88, 
202 and 307 keV. As reported in literature [34], the typical background 
count rate is about 300 counts/s/cm3. Energy resolution data as reported 
in literature, refer to  test executed using the 137Cs source: in this case the 
662 keV photopeak energy resolution is about 11%. 
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7.3.2. Semiconductors 

Semiconductor based y-ray detectors, both in single and array configura- 
tions, are well known and irreplaceable devices in various nuclear spec- 
troscopy based applications. During the past decade, their interest in med- 
ical imaging applications has grown appreciably in spite of a) their good 
energy resolution, and ii) the possibility of arranging compact position sen- 
sible arrays with very small elements. In this respect, it has been demon- 
strated [35] that the reduction in single detector size allows noticeable im- 
provements in spatial resolution of the experimental image SPECT applica- 
tions. If the SPECT system was equipped with peculiar pin-hole collimator 
configuration, a noticeable improvement in sensitivity was also achieved. 

Silicon and germanium semiconductor materials represent the most 
widen used detectors for y-ray detection. Despite their high spatial resolu- 
tion and good charge transport properties, their detection efficiency should 
be considered not well suited for imaging purposes where, because of count 
statistic (i.e. detection efficiency) reliability, higher atomic number is re- 
quired. Moreover, because of its intrinsically small forbidden energy band 
gap, germanium must operate at low (cryogenic) temperature, giving rise to 
complex detector arrangements, particularly when rotating detector heads 
are concerned. 

Recent developments in semiconductor detectors research address mate- 
rials with high atomic number and wide forbidden energy band gap. Among 
the proposed detectors, cadmium telluride (CdTe) and cadmium-zinc tel- 
luride (Cdl-,Zn,Te, z N 0.04- 0.2, or simply CZT) have attracted most of 
the attention. Though these materials feature high atomic number as well 
as operativity at room temperature, their characteristic carrier mobility 
coefficients (pe and p h  for electrons and holes respectively) are lower than 
those featured by germanium or silicon detectors. As a consequence, carri- 
ers (most seriously holes with respect to electrons) are trapped at material 
defects or impurities sites. So, the total charge induced into the external 
readout circuit behaves as a function of the distance as measured from the 
site within the detector’s sensible volume where the y-ray interaction takes 
place, to the collecting anode. As a result, the energy pulse-height spectra of 
these materials shows a typical tail toward the low energy site. This reflects 
in two main consequences, that is, i) loss of accurate scatter component 
discrimination possibility, and ii) reduction of count efficiency. 

The collected fraction of induced charge can be expressed by means of 
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the Hetch equation [36] as follows: 

where q ( l )  is the collected fraction of the induced charge as a function of 
the distance l from the cathode, T is the detector thickness and A, and x h  

are the electron and hole drift lengths (or mean free paths), respectively. 
It should be noted that for a charge carrier travelling toward the collection 
electrode, pulled by an electric field I ,  the drift speed is IJ = PI. The ratio 
between X and IJ 

x r = -  
IJ 

(7.32) 

define the trapping-limited carrier lifetime. Equation(7.31) can then be in- 
terpreted as a parametric functional, where the X parameters work as “nor- 
malized” drift lengths with respect to the applied electric field. Such “nor- 
malized” drift lengths can be directly expressed by means of the product 
p. r ,  thus highlighting the relationship between the collected signal and the 
carrier mobility parameter. 

Methods developed to reduce the effects of hole trapping can be grouped 
in two main items: 

0 Electronic techniques 
0 Detector design techniques 

electronic techniques 
The first item concerns pulse processing methods ([37] [38] [39]). From the 
point of view of the characteristic charge collection time, CdTe detectors 
show a (,UT)~/(~T), ratio smaller than 0.1. An even worst situation origi- 
nates when CZT is considered, where a 0.01 value for this ratio is standard. 
Thus, pulses show both a fast (electron) and a slow (hole) components and, 
as a consequence of Eq.(7.31), they also show different shapes. Available 
techniques for electronic pulse correction deal with the addition of a pecu- 
liar amplitude gap to detect pulses, this gap being calculated on the basis 
of empirical relationships between charge losses and output pulse rise-time 
of a ‘template’ class of detectors. Alternatively, other methods conceive the 
possibility of subtracting a peculiar magnitude from the pulse amplitude, 
with this magnitude being defined by the discrepancy of the actual pulse 
shape from an ideal form. 

detector design techniques 
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Methods falling in the second item deal with the design of detectors where 
the collected charge depends primarily on the sole electrons moving in the 
close proximity of the anode, thus reducing the induced charge dependence 
on the distance l ,  as defined in Eq.(7.31). 

This configuration has been derived from gas ionization chambers tech- 
nology, where pe is much higher than p h .  In ionization chambers this effect 
was corrected using a peculiar unipolar charge sensing scheme, known as 
the Frisch grid technique [40]. In short, a Frisch grid consists of a gridded 
electrode placed inside the detector at a short distance from the anode. As 
an appropriate electrostatic bias is applied to the grid, as well as to the 
other active electrodes, electrons that are being collected may efficiently 
travel through the grid. In this sense, the grid behaves as an electrostatic 
shield making the signal collected at the anode site quite insensitive to 
carrier (electrons) movements crossing the region between the cathode and 
the grid. As a consequence, the whole signal amplitude is developed into 
the detector space between the grid and the anode: carriers that are cre- 
ated within the region between the cathode and the grid will produce full- 
amplitude signals as long as all the electron carriers are collected at the 
anode site, regardless of whether the hole carriers are collected or not at 
the cathode site. 

The F’risch technique can be applied in semiconductor detectors too, re- 
placing the grid with a coplanar electrodes arrangement (coplanar grid) [41]. 
The basic structure of a coplanar grid consists of a series of narrow strip 
electrodes placed on a detector surface, electrically connected in an alter- 
nate way, just to form two separate sets of “comb” arranged electrodes as 
sketched in Fig(7.4). If A and B are the two sets of electrodes and C is 

C- 

Figure 7.4. Sketch of the basic design for a xcoplanar grid configuration in semi- 
conductor detectors. The relative positions of A, B and C sets of electrodes are 
highlighted. 
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Figure 7.5. Spatial distribution of U, in the coplanar grid configuration. 

the opponent full-area electrode, it is possible to sustain a uniform electric 
field inside the detector body setting, for example, A and B at the same 
potential and applying a different potential to C. Ramo’s formulation for 
multiple electrode arrangements defines a “weighing” potential, that is the 
potential that would exist inside the detection volume in absence of space 
charge distribution, with a given electrode at “unit” potential and all other 
electrodes at zero potential. 

If V ,  is the weighing potential for a given electrode, the charge variation 
Sq observed because of the presence of a carrier of charge Q is defined as 

Sq = QSV, 

where SV, is the observed variation in the weighing potential. 
Figure 7.5 shows the calculated weighing potential spatial distribution 

for one set of grid electrodes (say A). The weighing potential for the B 
set will have the same spatial distribution, except that, in the neighbor- 
hood of the electrodes, the spatial distribution is inverted. In other words, 
within the y axis segments where the weighing potential for the A set is 
zero, the weighing potential for the B set will reach its maximum (unit) 
value, and vice-versa. So, the flat part of the weighing potential distribu- 
tion remains unchanged: a charge carrier created in the neighborhood of 
the C electrode will travel toward the collecting electrode (say A), inducing 
balanced signals in both A and B until it reach the proximity of A. At 
that point the induced charge is expected to rise abruptly to the Q value 
in A, while (see Fig(7.6)) the induced charge in B steps down toward zero. 
The difference between the A and B signals results in a new signal, that is 
the target signal of this method, whose shape does not depend significantly 
from the dynamic behavior of the carrier over the detection volume. This 
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Oimflce 

Figure 7.6. 
volume. The difference signal (QA - q B )  is evidenced. 

Plot of the induced charge spatial distribution into the detector’s 

effect should be considered very close to the one previously described for the 
Frisch grid configuration. This method can also be improved by studying 
the correlation of the signal from the coplanar grid and the C electrode. 

7.3.2.1. Materials 

CdTe detectors manufacturing usually starts from a Te rich phase, that 
is a melt (about 1100°C) composition near stoichiometry with the aim of 
minimizing inclusions and defects. During the growth process, the mate- 
rial is doped by using chlorine. Chlorine doped detectors behave as p-type 
materials whose typical resistivity is lo9 R . cm order of magnitude. 

Cdl-,Zn,Te detectors are usually produced using a growth method 
employing high pressure (up to  several hundred atmospheres) containment, 
allowing growth temperature as high as 1600°C [42]. This method prevent 
the contamination of the melt by oxygen, silicon and other impurities usu- 
ally present. Oxygen contaminants are of particular concern, because they 
tend to form isoelectronic traps as well as to slow down mobilities and 
reduce lifetimes of charge carries. Using the high pressure method, CZT 
features an intrinsic resistivity of 5 x 1O1O - lol l  R . cm (order of magni- 
tude). This high resistivity implies lower leakage currents for CZT material 
as compared to  CdTe, allowing the employment of larger volume detectors. 

As previously highlighted, CdTe and CZT semiconductors behave as 
high impedance devices. Their typical equivalent capacity is small of the 
order 1pF. In this respect, leakage current can affect the energy resolution 
value more than the electronic noise superimposed on the signals from other 
components of the electronic chain can do. Moreover, one should remember 
that the intensity of the leakage current increases as the temperature in- 
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creases. When medical imaging instruments are considered, as long as the 
operational temperature increases, this effect reflects in a sensible variation 
of the energy resolution and of the photopeak efficiency. Particularly [43], 
it has been shown that the the energy FWHM for a 3 mm tick planar CZT 
detector operating at 450 V raise from 4.5% at 25°C to 8% at 40°C. 

Considering a constant electric field spanning the detector active vol- 
ume, as it is the case of detectors designed using the coplanar grid config- 
uration, the charge carrier mobility p is given by 

(7.33) 

where V is the applied potential between active electrodes and tr is the pulse 
rise time. For electron (unipolar charge scheme) pulses, mobility coefficients 
for both CdTe and CZT can be directly extracted from experimental data 
using Eq.(7.33). On the other hand, in the case of different pulses, it is pos- 
sible to extract the same information from the experimental data by fitting 
Eq. (7.31) for electrons and holes independently, stressing its dependence 
from ( P ~ , T ~ )  or ( p h , ~ h )  parameters. Using this method [43], the average 
mobility for CdTe detectors were found to be (1000&50) and (70f10) 
for electrons and holes respectively. In parallel, the average mobilities for 
CZT detectors were found to  be (1100f50) and (45f10) 6, 
7.3.2.2. Nuclear Medicine applications 

Digirad Corporation has developed a prototype design for a portable semi- 
conductor detector, the Digirad 2020tc ImagerTM. This camera has a 21.6 
cm x 21.6 cm field of view, composed of 64 modules of 2.5 cm x 2.5 cm 
x 0.5 cm CZT detectors each, arranged in an 8x8  array. Each module is 
electrically partitioned in an 8x8  array of pixel, with an electrode config- 
uration similar to the coplanar grig arrangement previously described for 
minimizing trapping problems. The Digirad camera has a mean energy res- 
olution of 8% at 140 keV, to  be compared with N 11% for Na1:Tl gamma 
camera configurations. 

Eisen and co-workers [44] developed a semiconductor camera containing 
CdTe detectors arranged in a 40 x 32 matrix. The energy resolution achieved 
is 5% FWHM at 140 keV and 8% FWHM at 60 keV. Actually, their results 
regarding cardiac perfusion studies show competitive features with respect 
to traditional cameras. Moreover it should be noted that the camera head 
weights about 4 kg. This datum seems widen the possibilities for nuclear 
medicine imaging diagnosis to  those patients that cannot be transported to  
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a stationary camera. Again, test results have been reported by Chambron 
[45] and co-workers, regarding CdTe detectors. 

As general remarks, the following items can be fixed: 

0 The energy resolution of a semiconductor based y-camera allows better 
scatter rejection and, in turns, better image contrast with respect to  
conventional tomographs. 

0 The image spatial resolution is not affected by the detector type, being 
strongly dependent on the collimator used. 

0 Large area semiconductor detectors are not easily realized: leakage 
currents, electronic read-out requirements, high cost and growth hin- 
drances seem slow down their clinical development. 

0 Since the molteplicity of independent detection elements forming the 
camera head, higher count rates than conventional cameras can be 
achieved . 

Whenever possible, images regarding test-oriented or clinically assessed 
results obtained with these cameras will be reported in Section 7.5. 

7.4. Reconstruction Algorithms 

During the last fifteen years, image reconstruction and processing tech- 
niques involved in diagnostic problems have seen a noticeable development. 
This should be mainly addressed to  the recent availability of powerful dig- 
ital computers as well as to the development of faster technologies for data 
acquisition. 

Image reconstruction from tomographic acquisition can be concerned as 
a mathematical structure that lies into the category of the so-called linear 
inverse problems, whose field of application involve a broad spectrum of im- 
age acquisition techniques. Space-variant imaging systems, inverse diffrac- 
tion, inverse source problems are other examples of linear inverse problems. 
Even if the Fourier transform is very useful to  understand important as- 
pects of tomography, the basic mathematical tool to have an insight on in- 
version issues is the Singular Value Decomposition (SVD). This holds true 
for all linear inverse problems. The SVD allows one to  describe in detail the 
regularization properties of the inversion methods in a manner similar to 
the Fourier transform in the case of image deconvolution (space-invariant 
systems). 

In the next following paragraphs, the main items concerned with inverse 
problems and their application in tomographic techniques will be discussed. 
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7.4.1. Inverse  problems 

Generally speaking, a typical direct stated mathematical problem requires 
to determine the values of a set of unknowns, starting from a set of known 
data. Of course, it is possible to conceive the possibility of an inverse prob- 
lem by a simple inversion of the known and unknown data sets. To solve 
the intrinsic ambiguity of this formulation (where what is direct and what 
is inverse is hard to determine), it is necessary to take into account the 
physical meaning of the problem under examination. 

Usually, when the mathematical formulation of a physical problem fol- 
lows the cause-effect path, a direct stated problem is conceived. As an 
example, the ’ a  priori’ determination of the 2D activity distribution as 
resulting from the projection of a 3D-radioactive source of known spatially- 
variant activity distribution, is a direct stated problem. On the other hand, 
the determination of the 3D activity distribution of a radioactive source, 
starting from a suitable set of experimentally acquired 2D projections of 
the source itself, falls into the cathegory of the inverse problems. 

In this sense, when direct form stated problems are considered, we al- 
ways find that an information shrinkage appears during the path from the 
formulation toward the solution of the problem. In other words, when di- 
rect stated problems are considered, the solution is characterized by a minor 
amount of information with respect to the amplitude of the known data set. 
So when inverse stated problems are involved, we face with an unavoidable 
lack of information: the physical characteristics that lead from the space 
of unknowns toward the space of experimental data (known data set) are 
missed. Then the correct inverse path can no more be backward followed. 
The previous described characteristic of the inverse problems in known as 
LLill-posedness”, and it could be addressed as a general problem for bio- 
medical imaging, particularly when emission tomography is concerned. 

7.4.2. Ill-posed problems 

Let us consider the Fredholm integral equation of first kind 

(7.34) 

where K(z,y) is the kernel of the integral equation. Here we assume that 
Eq.(7.34) characterize a physical problem where f ( z )  represents a physi- 
cal quantity defined over a spatial domain, the integration kernel K ( z ,  y) 
represents the detector behaviour and g(y) represents the measured data. 
Let us suppose f ( z )  as a possible solution for (7.34) and let us apply a 
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perturbative (oscillating) term: 

As long as the oscillation frequency increase its value, we can write 
b 
K ( z ,  y) sin(mz)dz = 0 (7.36) 

so that for m -+ ca, f ( z )  + sin(mz) too is a solution for Eq.(7.34): finite 
numerical variations in f ( z )  reflect in infinitesimal variations in g(y). When 
we deal with the inverse problem (i.e. trying to derive f ( z )  from an exper- 
imental knowledge of g(y)), small (infinitesimal) numerical variations on 
g(y) can induce wide variations in f ( z ) .  In this case the problem (7.34) is 
said all-posed. Generally speaking we can state that a problem is said to be 
well-posed if 

the solution is unique, 
the solution exists for all data, 
the dependence of the solution on the data is continuous. 

If only one of the previous requirements is false then the problem falls into 
the cathegory of all-posed problems. 

7.4.3. Ill- Conditioning and regularization 

Usually, the mathematical formulation of an inverse problem is performed 
by means of an first kind integral operator defined on an Hilbert space. 
Particularly, if K : f -+ g, with f E X and g E Y ,  is an integral operator 
with square-integrable kernel, then the problem can be described as 

S(Y) = h(Y)f(Y) - J," K ( z ,  Y)f(.)d.i c L Y L d. (7.37) 

However, when real problems are concerned, the experimental data are 
collected in a discrete form, so that the problem itself must be translated 
in a discrete space. As it is known, the discretization of an inverse linear 
problem reflects in a system of linear equations. For the existence of a 
unique solution, a linear system of equations should have the same number 
of equations and unknowns. In practice this point becames quite irrelevant 
with respect to the intrinsic loss of stability of the solution because of 
the ill-posed nature of the original problem. In the real case, the loss of 
stability is due to small variations on experimental data (i.e. statistical noise 
fluctuations or experimental errors) that reflect in possible wide numerical 
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variations of the solution. In case of discrete formulation, this characteristic, 
typical of ill-posed problems, is called ill-conditioning. 

However, it is not generally true that an ill-posed problem is necessarily 
ill-conditioned in its discrete form. Sometimes the discrete version of an ill- 
posed problem turns out to be well-conditioned. The clearest way to study 
the ill-posedness of problem is to  study the behaviour of the singular values 
of its SVD. The same is true with discrete problems since the transform of 
the direct problem is described by a matrix and the SVD of any rectangular 
matrix can also be calculated. 

As a short reminder, the SVD technique may be defined for integral 
operators, matrices and even semi-discrete mappings [46]. For instance, if 
K : f + g, with f E X and g E y ,  is an integral operator with square- 
integrable kernel, then its SVD allows to write 

w 

(7.38) 
k=l 

where Uk and u k  are the singular function in X and Y ,  respectively; f f k  are 
the singular values; (., . ) x  and (., . )y  are the scalar products in X and Y 
respectively. It is easy to express the solution of the problem K f  = g in 
terms of the SVD of K :  

(7.39) 

The behaviour of the o k  with k -+ co is very important to  determine in 
which measure a problem is ill-posed. If the f f k  t 0 as k + 00 then the 
problem is ill-posed. The way f fk  t 0 determines the severity of the illness. 
Of course , in the case of discrete sampling, the previous problem can be 
stated in the form 

P 

Kf = c f f k  (f 1 u k ) N u k  (7.40) 

where K is a matrix, A4 x N ,  transforming a vector of the object space 
XN, of dimension N ,  into a vector belonging to  the data space Y,, of 
dimension M ;  p is the rank of K,  Uk and u k  are the singular vectors of XN 
and Y,, respectively. Again, the singular values f fk determine the basic 
properties of the problem, in particular its ill-conditioning. The severity of 
the conditioning is given by the condition number which is given by 

k = l  

ff1 

f f P  

a = -  (7.41) 
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A large value of the condition number means that the problem is ill- 
conditioned whereas a small value means that the problem is well- 
conditioned. The ill-conditioning tends to be less severe as the dimension 
of the problem decreases; so it happens that the ‘finesse’ of the sampling 
transforming continuous quantities in discrete ones may influence the ill- 
conditioning of a problem, leading to a discrete problem that features a 
condition number lower than the one we could expect observing its contin- 
uous formulation. 

As previously stated, difficulties related to the solution of an inverse 
problem originate from a lack of information in the direct stated problem. 
An attempt to reduce the i l l-conditioning deals with the introduction of 
external information (called a pr ior i  information) in order of shrinking the 
class of possible solutions as close as possible to a class of solutions whose 
physical meaning matches the problem under consideration. 

In other words we can seek a constrained solution. Possible constrains 
are bounds on the total energy (integral of square) of the solution, on the 
derivative of a certain order, limitations of the regions where the objects 
are non-zero, positivity. The practice of constraining the possible set of 
solutions to control the ill-conditioning of the system is called reguZarization. 
The term was proposed in 1963 by the Russian mathematician Tikhonov 
as a general approach to control ill-posed problems. The basic idea consists 
of considering a family of approximate solutions depending on a positive 
parameter called the regularization parameter .  

7.4.4. The Radon transform 

The mathematical description of the direct problem of tomography is given 
by the Radon transform (Radon, 1917 [47]): 

g ( s ,  6) = JJ f (x)6(s  - Z. 6)da: (7.42) 

where x = {x,y} and 6 = {cos6,sin6} with 6 E [0,27r]; 6(.) is the Dirac 
impulse function. 

Equation (7.42) establishes the mathematical relationship between a 
function in Rn and all its projections in Radon found the inverse 
transform which in the two-dimension version can be written as 

V EW2 

where f is expressed in function of the polar coordinates r = d m ,  
4 = arctan(y/x). This form of the inverse transform is not well suited for 
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computer implementations. Nevertheless, it is possible to  derive an analyt- 
ical solution for Eq.(7.43) whose general mathematical form is widely used 
and known as filtered back-projection. 

7.4.5. Analytical methods: filtered back-projection 

To derive a computer better-suited form of Eq.(7.43), let us observe that 
the integration along ds reflects the convolution among - and l/s in 
T sin(@ - 4). Naming g'(s, 6) such a convolution, i.e. 

(7.44) 

(where * indicates the convolution operator), we can write Eq.(7.43) in the 
following form: 

(7.45) 

The integral in eq.(7.45) represents the back-projection operator. It is 
known that, if h(z)  is a continuos funcion over a spatial domain, the Fourier 
transform of its derivative can be written as 

F [F] = 27rZXh(X) (7.46) 

where X is the spatial frequency and h(X) represents the Fourier transform 
of h(z) .  Moreover, the Fourier transform l /z can be written 

F - = -7rzsgn(X) (3 (7.47) 

where sgn(X) is the sign function. So, we can write the Fourier transform 
of g'(s,O) as 

.F [s'(s, 611 = 2.ir21Slfi(S, 6 )  (7.48) 

where fi is the Fourier transform of g and S is the spatial frequency. Then, 
Eq.(7.45) can be restated as 

f ( r ,  4) = I" [I lSIfi(S, 6)e-z"zsrsin(~-e)dSd6 (7.49) 

Unfortunately, the previous equation is no longer integrable in close 
form. To let Eq.(7.49) became integrable over the R domain, it is a nec- 
essary requirement to replace IS( with a function defined over a limited 
domain: it is the case of C(S) = ISlw(S), where w(S) is a window shaped 
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function (the so-called upodisation window) whose meaning is to  control 
noise amplification. The latter requirement is related to  the physics of the 
experimental acquisition of projection data, whose Fourier transform is a 
frequency limited function. Using the Shannon theorem, the most obvi- 
ous choice for the high frequency limit is defined by the Nyquist frequency 
St = 1/2a, where a is the spatial sampling period. In this case, the inversion 
formula can be restated as 

This expression reflects, among the possible computer-suited algorithms for 
image reconstruction, the filtered backprojection. In this case the filtering 
operation is expressed in the Fourier domain. Equation(7.50) can be shortly 
and usefully sketched by the following relatioship 

f = B {F-l [eF.(g)l> % (7.51) 

where four main steps can be recognized: 

(1) take the Fourier transform F(g) of the projection set g, 
(2) filter the projection set using the filter function 2, 
(3) take the Fourier inverse transform, 
(4) back-project the projection set. 

In the case that the w ( S )  is represented by a simple step function, i.e. the 
apodisation window does not perform any more control on noise amplifica- 
tion, we have 

(7.52) 

The filter function C(S) = ISlw(S) is the well known rumpfilter, whose 
spatial domain representation is easily obtained as 

St 
c(x)  = ISle-2r2SzdS, (7.53) 1% 

that is 

(7.54) 
S 

c (s )  = S: 2 s i n c ( ~ ~ s )  - sinc2 ( ~ t  I] . 

Naming a the spatial sampling period on the projection space, the discrete 
form of Eq.(7.54) reflects the well-known weigth set by Ramachandran and 

[ 
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Lakshminarayanan: 

n = O  

0 n even 

1 

c, = { T L  x2n2 n odd (7.55) 

The inverse Radon transform is ill-posed. This can be easily seen from its 
singular value decomposition whose singular values are given by ([46]) 

(7.56) 

Since ok -+ 0 as 1 with k t 00 the problem is ill-posed. This feature 
is crucial when describing the issues related to the reconstruction of noisy 
data in SPECT, PET and CT. In fact, Eq.(7.39) shows that a solution 
for f is sought by dividing ( g , u k ) y  by ok, whose values tend to 0: small 
numerical variations in experimental data (9, uk) will reflect in numerical 
instability conditions for the solution values. 

To reduce the ill-positioning of the problem, we could implement an 
apodisation window w(S) whose behaviour in the high frequency range fol- 
lows a smoother trend toward 0 with respect the one featured by the rect- 
angular shaped window. Among the number of proposed window-functions 
it could be useful to report two examples: 

A. 

(1) Hann filter function 

w(S) = 0.5 + 0 . 5 ~ 0 ~  T- ( 3 
whose shape is determined by the cut-off frequency St. 

(2) Butterworth filter function 

S 

(7.57) 

(7.58) 

whose shape is determined by the cut-off frequency St as well as by the 
filter order n. 

Generally speaking, the definition of a window function w(S)  and its appli- 
cation on experimental data can be seen as a mathematical constrain whose 
aim is to  control the amplitude of the statistical noise on the reconstructed 
image. In other words, it deals with a regularization technique defined by 
numerical parameters whose variation reduce or widen the range of pos- 
sible solutions. In the case of Hann and Butterworth filter functions, the 
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regularization parameter is represented by i )  the cut-off frequency St , and 
ii) both the cut-off frequency St and the filter order n. It should be noted 
that the right value for the regularization parameter is hard to determine 
in the clinical practice: the object to recontruct is unknown and the severe 
possibility to lose useful information from (as well as, on the other hand, 
to introduce high noise level into) the solution-image should be carefully 
taken into account. 

7.4.6. Iterative algorithms 

From a physical point of view, the Radon transform kernel represented in 
Eq.(7.42) should be considered a rough reduction of the actual projection 
process. The SPECT projection differs from the simple geometrical projec- 
tion in spite of the following factors: 

w Geometrical variable system response 
As previously discussed (collimators), the geometrical system response 
of collimated SPECT cameras produces spatially non-stationary but 
object independent effects. So, the mathematical description of the col- 
limator effect on the projection data is related to the physical modelling 
of the spatial dependent shape smearing process of the camera point 
spread function (PSF). 

w Attenuation of y-radiation 
In this case too, it should be necessary to introduce some modifications 
in the Radon transform kernel. Tretiak and Metz ([48]) found the exact 
Radon inversion formula under the following assumptions: 

- The attenuation coefficient has a constant value over the whole 

- The outer profile of the transaxial image under reconstruction has 
solution domain. 

a convex shape. 

Unfortunately, the previous assumptions result simplificative with re- 
spect to the experimental conditions. So, the usefulness of this mathe- 
matical approach to the attenuated Radon inversion formulation, should 
be considered heavily compromised. 

The Compton effect is responsible for the overlapping of i )  spatially dif- 
fused distribution of y-radiation, and ii) collimator PSF. Mathematical 
approaches to the Radon transform kernel that could take into account 
this physical effect, have not been formulated yet. 

w Compton eflect. 
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An alternative approach to  the Radon inversion problem when physical 
effects are involved, could be found solving, using a numerical approach, 
a discretized version of the direct Radon transform. This means that the 
integration operator is substituted with a summation, the functions f and 
g are substituted with vectors and the transform kernel is replaced with a 
matrix which we will call A. The elements of matrix A determine which 
image elements contribute to a certain projection element. In this case, 
Eq.(7.42) can be written as 

N N L  

(7.59) 
i=l j=1 1=1 

where gklm is the number of counts registered into the ( k , l ) t h  pixel of the 
mth two-dimensional projection, W k l m  is the related statistical noise, fijp in 
the unknown content of the (i, j, Z ’ ) t h  voxel of the solution space and AtjF 
represents the fraction of photons emitted from the ( i , j ,  Z ’ ) t h  voxel detected 
by the (k, pixel of the mth projection. In this formulation, the physical 
information ( a  priori) relative to the acquisition process are involved in the 
A$? matrix elements. 

As previously stated (see Section 7.4.3) the discretization of an inverse 
linear problem reflects in a large system of linear equations. In this case, the 
choice for reconstruction algorithms falls in the class of iterative methods. 
It should be noted, however, that the large dimension of the tomographic 
problem as well as the computational burden typical of iterative techniques 
reduce the number of possible computational choices. A brief description 
of the reconstruction techniques most widely studied and implemented will 
follow. 

least squares algorithms The problem solution is sought for by means 
of a least squares method where a variational problem of the following type 
is posed 

@(f)  = llAf - 911 = minimum (7.60) 

where the statistical noise component W k l m  in Eq.(7.59) is included into the 
g term and 1 1 . 1 1  is the Euclidean norm. It is easy to see that the f satisfying 
this variational problem is solution of the so-called Euler equations: 

ATAf = A T g .  (7.61) 

The least squares solution 

f +  = ( A ~ A ) - ~ A ~  9. (7.62) 
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of this problem is also called generalized inverse or Moore-Penrose inverse. 
It is not possible to  apply Eq.(7.62) to such large problems but there are 
many iterative methods which allow one to calculate the least squares so- 
lution: Landweber, steepest-descent and conjugate gradients are some of 
these methods: 

Landweber fn+' = f" + rV@(f") ,  

Conjugate gradients f 
Steepest-descent f n f l  = f" + anV@(f") , 

= f " + anpn+', 

where it may be useful to remember that 

O@(f) = ATAf - A T g ,  (7.63) 

i.e. the gradient of the least-squares functional is equal to the negative of the 
residual associated with the least-squares equation A f = g, with A = ATA 
and tj = ATg. 

The regularization properties of the methods used to solve large least 
squares problems are very well known since for all these methods the solu- 
tion can be expressed in form of a filtered version of the SVD solution, the 
filter shape depending on the specific method. So, if the SVD solution in 
the discrete case is written as 

(7.64) 

the solution of all the least squares regularized methods can be expressed 
as 

(7.65) 

where Fy(Ck) is a filter function depending on a positive real number y. Of 
course, the mathematical formulation of F7(ok)  is related to the minimiza- 
tion method implemented. 

statistical algorithms Statistical methods are based on a completely dif- 
ferent approach. In the previously discussed methods no mention has been 
done about the statistical properties of noise as well as about its influence 
on the measured data. In the frame of the statistical approach, the random 
nature of the noise in considered; moreover measured data are conceived as 
a particular realization of a random process. It is possible to  identify two 
main approaches. The first assumes that the object is deterministic so that 
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it plays the role of a set of parameters characterizing the data probability 
distribution. Methods devoted to  the assessment of parameter distribution 
such as the method of maximum likelihood are used for image reconstruc- 
tion. In the second approach, the object is assumed to be a realization of 
a random process with a given probability distribution. The methods for 
reconstructing the images in such a context are the Bayesian methods. 

Maximum likelihood methods It is assumed that g and w are a realiza- 
tion of two random vectors rj and v, respectively, so that Eq.(7.59) writes 

q = A f + v .  (7.66) 

It is assumed that the statistical properties of 17 are known via its proba- 
bility density function p , ( g l f )  which gives the probability of obtaining the 
realization g of the data, given a certain set of f values. As it is very ap- 
propriate for emission tomography, it is assumed that the data follow the 
Poisson statistics, so that we can write 

(7.67) 

where M is the number of the data. A logarithmic likelihood function is 
formed 1( f) = ln(p,(gl f)) and an algorithm is sought in order to minimize it 
with respect to  f. A very popular algorithm to minimize the log-likelihood is 
the Expectation-Maximization (EM) iterative algorithm which was derived 
for emission tomography by Shepp and Vardi in 1982. 

Even if the basic assumptions of this method are very pleasant in the 
context of emission tomography, its properties are more difficult to study 
and less known. In particular the consequences of the ill-posedness of the 
tomographic problem are not described so clearly as with the previous meth- 
ods. From the practical and numerical point of view the same behaviour of 
other iterative algorithms is observed and in the particular case where the 
Poisson statistics can be assimilated to  the Gaussian one, the ML method 
is equivalent to the LS method. Thus in this case the same description of 
ill-conditioning is valid. 

For the sake of completeness, a few among the most used mathematical 
formulations of statistical methods will follow: 

ML-EM: For iterations n = 1 ,2 , .  . . 

(7.68) 
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MAP-EM OSL: For iterations n = 1,2 , .  . . 
m 

0 s - E M :  For iterations n = 1,2 , .  . .; for subsets m = 1 , 2 , .  . . , M 
A . .  . c %jga (7.70) 

fj"'" 
n,m+l - fj - 

ci~s, Aij  iEsm Ck A i k f F ' m  

with 

fJ?+l,0 = fjyf (7.71) 

RBI-EM: For iterations n = 1,2 , .  . .; for subsets m = 1,2 , .  . , , M 

with 

(7.72) 

and 
fj?+1,O = fj?,M 

RBI-MAP: For iterations n = 1,2 , .  . .; for subsets m = 1 , 2 , .  . . , M 

I fj"'" 

xi Aij + 
a 'ogP#( f )  

afj 

with 
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Bayes ian  me thods  Bayesian methods can be considered a kind of regu- 
larized version of ML methods where the a priori  information is introduced 
in form of the knowledge of the probability density function of the object. 
Here the basic fact is that  the (unknown) object f is also a realization 
of a random vector q5 whose probability density function p@(f) is given. 
Therefore the tomographic problem is stated as follows 

q = A $ + v .  (7.74) 

Now the problem is to seek information about the random vector 4 given a 
realization g of the random vector 7.  The problem is faced by evaluating the 
conditional probability densi ty  f u n c t i o n ,  or a posteriori  probability densi ty  
f u n c t i o n  of the random vector 4: 

(7.75) 

where p @ ( f )  is the probability density function of 4, i.e. the a priori  in- 
formation, and p , ( g l f )  is the conditional probability density function of q,  
i.e. the probability density function of 7 for a given realization f of 4. Re- 
construction algorithms require the determination of a particular value f 
from the density function p $ ( f ( g ) ;  they are not easy to derive and, usually, 
they are very expensive from the computational point of view. Among the 
most used in emission tomography there are the GEM MAP (Generalized 
EM Maximum a posteriori ,  [49]) and OSL EM (One Step Late EM, [SO] ) 
algorithms. It is interesting to  note that, when applied to  image deconvo- 
lution in the hypothesis that the noise u and the object q5 are independent 
gaussian random vectors with zero expectation value ([46]), the Bayesian 
approach leads to the well-known Wiener filter. 

The great flexibility of all the iterative approaches consists in the fact 
that, potentially, in the elements of the system (or transition) matrix all 
kind of effects can be embedded, thus improving the consistency of the 
mathematical formulation with the data. In principle, there is no limit in 
the information one can include in the elements of matrix A. However, 
there are practical limits related to computing requirements and to the 
complexity of object-dependent models. 

Researchers began to pay attention to the spatially variable PSF since 
the end of the eighties [51; 521: the inclusion of the PSF blurring into the 
system matrix A results a simpler approach with respect to the manage- 
ment of attenuation and scatter effect. In fact, the PSF is only instrument 
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dependent whereas the other effects are also object-dependent. In [52] an 
effort was made in order to  establish a feasible link between the experi- 
mental setup of the SPECT system and the reconstruction algorithm and 
therefore an appropriate acquisition of a line source was made to  calculate 
a lookup table of weighting factors needed by the reconstruction program. 
Since the need of an additional experimental procedure turned out to  be 
rather annoying, more recently a theoretical methods for the determination 
of the weighting factors was proposed [53]. This work was based on a re- 
vision of the theoretical representation of geometrical response function of 
multihole collimators [2]. 

The inclusion of attenuation compensation into the system matrix el- 
ements is rather easy with iterative algorithms. The main limitation is in 
the lack of information about the spatial distribution of attenuation coef- 
ficients. A reasonable solution to  the attenuation problem is now available 
thanks to the new transmission option offered with many SPECT systems. 
The reconstruction of transmission data allows one to take into account the 
non uniform distribution of the attenuation coefficient, a feature which is 
particularly relevant in heart studies. 

As previously sketched, the compensation for the scatter effect is prob- 
ably the most difficult problem to tackle in SPECT. The object-dependent 
nature and the complexity of the scatter effect is such that no analytic 
approximate description exists till now nor there will probably exist. It- 
erative methods are best suited for attempting corrections but there are 
two kind of problems for practical applications: the difficulty in defining 
a sufficiently accurate but manageable model, and the computational re- 
quirements caused by the extension and variability of the scatter spread 
function. 

7.5. Clinical Imaging 

In the following, a few examples of nuclear medicine imaging will be pre- 
sented. Aim of this section is to provide the reader with some results whose 
peculiarity consist in deriving from the software and hardware imaging 
techniques discussed so far. 

Moreover, although the problem of attenuation correction was already 
addressed in Section 7.4, a general introduction to the main basic ap- 
proaches oriented toward the study and management of the attenuation 
of y-radiation effect in SPECT will also be reported. 
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7.5.1. High-resolution SPECT imaging 

The transformation kernel of the direct problem can be interpreted as the 
mathematical expression of the knowledge of the physics of the acquisition 
process. On the other hand, its physical complexity directly reflects into the 
mathematical formulation of the transformation kernel: the reconstruction 
algorithm appointed for the solution of the inverse problem should be able 
to manage kernels as complete as possible in order of reducing incongruities 
between acquisition model and experimental data. 

When the previous requirements can be fulfilled, the image quality re- 
sults improved in the fields of both lesion detectability and tracer uptake 
quantification. Figure 7.7 refers to a SPECT in wivo study: starting from 
the same set of experimental data, images obtained using a reconstruction 
algorithm where the variable geometrical system response of the collimator 
system is accounted for can be compared to a commercially available one 
(see figure caption for details). 

Figure 7.7. Reconstruction of a SPECT HM-PA0 brain perfusion study. Six axial 
slices are shown. First and third column from the left: conjugate gradient iterative 
technique with 3D model of the geometrical system response. Second and fourth 
column from left: backprojection of Wiener filtered projections. 

7.5.2. Planar imaging from Semiconductor detectors 

Figure 7.8 refers to breast planar scan acquired with the Digirad 2020tc Im- 
ager (see Section 7.3.2.2). As shown by the reported images, the signal to 
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noise ratio value seems actually improved by the superior energy resolution 
of the semiconductor detector with respect to a standard scintillator device. 
However, it should be noted that the reported example falls into a category 
of imaging tasks that,  better than others, can take advantage from the high 
energy resolution features of the semiconductor detectors: high specific ra- 
diotracer uptake, low tissutal thickness, low distance of the target organ 
from the collimator surface should be considered the experimental condi- 
tions that highlight the imaging benefits obtainable from semiconductor 
based y-cameras. 

SPECT imaging could also take advantage of semiconductor characteris- 
tics, particularly when brain imaging is involved. Actually, simulation stud- 
ies [55] demonstrated that a fixed gantry, multiple-head camera equipped 
with pin-hole collimators (Fig.7.9) ought to feature both interesting spatial 
resolution and efficiency in experimental studies. However, to the author’s 
knowledge, a camera prototype fulfilling this design was not still produced. 

7.5.3. Attenuat ion corrected imaging 

As previously discussed, soft tissue attenuation as well as Compton scatter- 
ing degrade SPECT image quality, thereby decreasing the overall sensitiv- 
ity of the tomographic method. Several post processing as well as indirect 
estimation algorithms have been proposed to  minimize the impact of the 
attenuation on the diagnostic image. During the last decade, however, tech- 
nology efforts have been oriented toward the design of hardware solutions 
that,  as it happens in positron emission tomography (PET), could make 
an actual transmission map of the 3D activity source (patient or phantom) 

Figure 7.8. 
(right) with conventional y-camera. 

Comparison of images obtained with (left) Digirad2020tc Imager and 
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Figure 7.9. Multiple pinhole design for high resolution SPECT 

under investigation available. 

Figure 7.10. SPECT transmission imaging configurations: a) fixed source, fan- 
beam collimation; b) multiple fixed sources, parallel collimation; c) sweeping 
source, parallel collimation; d) sweeping source, anyhow collimation. 

Several types of transmission systems equipped with external radioac- 
tive sources have emerged: 153Gd, 57C0, 133Ba, 2414m and 9 9 m T ~  are the 
most widely used. The main transmission configurations are sketched in 
Fig.7.10 and can be resumed as: 

~ Fixed line source with convergent collimation on triple-120O-head camera 
configuration (Fig.7.10 A): 
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Figure 7.11. Slices of a cylindrical homogeneous phantom reconstructed along a 
transaxial plane using a FBP reconstruction method with Wiener apodization 
window: A) without attenuation correction; B) with compensation of the atten- 
uation effect as sketched in fig.7.10-D). The continuous horizontal marker on the 
transaxial images highlights where the activity profiles related to these images, 
reported on the right column, are drawn. 

posit ive impact  
High count efficiency allowing comparatively low source strength; high 
mechanical stability. 
negative impact  
Quite high probability of truncation artifacts because of the limited 
field of view of convergent collimation. 

~ Scanning line sources with parallel collimation on dual-9O0-head camera 
configuration (Fig.7.10 C): 

0 posit ive impact  
The camera field of view is completely exploited so that the likelihood 
of patient truncation is minimized. 

Prone to mechanical instability and available with parallel collimation 
0 negative impact  
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geometry only. 

- Multiple line source array with parallel collimation on dual-90O-head cam- 
era configuration (Fig.7.10 B): 

a positive impact 
High transmission count efficiency without supplementary mechanical 
motion; moreover the opposite detector field of view is completely ex- 
ploited. 

The continuous incidence of transmission source y-rays over the cam- 
era detectors may reflects in significant energy cross-talk between scat- 
ter and full energy peak: in this case sequential transmission-emission 
imaging may be required; moreover the parallel collimation geometry 
is required. 

negative impact 

- Scanning point sources regardless the collimation type on dual- or triple- 
head camera configuration (Fig.7.10 D): 

a positive impact 
Point sources of 133Ba are used, so that its high energy emission peak 
can penetrate low-energy collimator septa, producing a transmission 
map regardless the collimation geometry involved. 

The point source asymmetry with respect to the target detector re- 
quire accurate patient positioning just to minimize the likelihood of 
truncation artifacts. 

negative impact 

Some examples of phantom studies performed with and without attenuation 
correction are reported in Fig.7.11. 
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CHAPTER 8 

POSITRON EMISSION TOMOGRAPHY 

Albert0 Del Guerra, Alfonso Motta 

Department of Physics, University of Pisa, and INFN, Sezione di Pisa, Pisa, 
Italy 

8.1 Introduction to Emission Imaging 

Positron Emission Tomography (PET) is a powerful and sensitive 
technique for functional imaging in the Field of Nuclear Medicine. The 
principle of operation is different from most other transmission 
technologies. These tend to be based on the detection of a beam of 
radiation transmitted through the patient: the image represents the three- 
dimensional (3D) attenuation properties of biological tissues and gives 
density and morphology information. 

Conversely in PET, a positron emitting radiopharmaceutical is 
injected into the patient and spreads physiologically within the body: the 
activity distribution will be proportional to the drug concentration. The 
emitted positrons annihilate with electrons in the tissue producing two 
back-to-back 51 1 keV photons. These are measured in electronic 
coincidence by using opposing pairs of detectors, which are mounted on 
a rotating gantry or in a stationary configuration, as either a circular or a 
polygonal ring (Fig. 8.1). This gives thus an intrinsically tomographic 
imaging (Fig. 8.2). The positron emission is isotropic: there is no bias in 
the emission directions. The electronic coincidence detection intrinsically 
implies alignment, so anti-scattering and passive collimators are not 
needed and a hgher detection efficiency is achieved. 

PET system development has been characterized by the need to 
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enhance the axial dimension of the detection area, accomplished either 
by using large area detectors, or by increasing the number of high- 
efficiency detector rings, as in commercial tomographs with tens of 
thousands of scintillating crystals. 

An “historical” approach restricted the collection of the emission 
radiation fiom each slice reducing as much as possible scattering and 
random coincidences between different rings by using septa, with a 
consequent reduction in the sensitivity. Today, tomographs recover the 
isotropic properties of radiation emission: the acquisition is no longer 
limited to a planar slice, but is performed on the whole solid angle 
between the two detectors, therefore achieving a l l l y  3D image. The 
removal of the inter-ring shield results in a remarkable increase in the 
sensitivity, obviously with a corresponding increase in the scatter 
contribution [ 13. 

There are three modalities of PET imaging that each require different 
normalizations and corrections for scattered and random events. A purely 
two-dimensional (2D) PET collects the radiation in planar slices only: 

I 
I ! 

I 
I ! 

Fig. 8.1. PET systems: detectors mounted on a rotating gantry (a) ,  or circular or 
polygonal detector rings (b  and c). Commercial cameras generally offer a multi-ring 
geometry, with tens of thousands of scintillation elements. 

Fig. 8.2. Tomography: transmissive (a)  and emissive (b, c) schemes. Inter-ring septa 
allow separation of slices (b); without septa, acquisition is intrinsically 3D, with an 
increase in the sensitivity (c). 
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the first commercial, multi-ring scanners have been equipped with non- 
removable inter-ring septa, and work in this 2D modality only. In 3D 
multi-slice (3D -MS) PET, tomographs acquire Zines-ofjlight 's that may 
cross several planar slices: it is a 3D acquisition but with a 2D limitation 
in the reconstruction, where a rebinning process redistributes the non- 
planar acquisitions on planar slices. Since 1990 several multkring 
cameras have been commercialized with retractable septa, thus allowing 
2D and 3D capabilities. Data rebinning avoids high computation time 
and allows the adoption of correction modes and reconstruction routines 
from other methodologies. The positron volume imaging (PVI) is 
intrinsically a 3D modality, which considers all the emission directions 
in the whole volume of interest in both the detection and reconstruction. 
Large area rotating NaI(T1) detectors, multkwire PET chambers, and the 
last generation of multkring commercial cameras without septa (since 
1994) can all use this 3D modality. Volume imaging is possible today 
because of advances in scatter and random corrections and especially in 
3D reconstruction techniques, that were not available until the 1990's. 

8.1.1 Tomography procedures and terminologies 

PET is based on the coincident detection of the opposite photons 
resulting from the annihilation of an electron-positron pair [2-81. 

A positron emitting radiopharmaceutical is administered to a patient, 
and physiologic processes cause the distribution of the drug throughout 
the body. Emitted positrons slow down and annihilate with the electrons 
of the biological tissue. PET measures the activity distribution by 
detecting the annihilation photons in electronic coincidence. Elements 
such as carbon, nitrogen and oxygen have positron-emitting isotopes 
with short half-life Table 8.1). 

Table 8.1. The most important radioisotopes used in PET and their half-life. 

Isotope I "c I3N "0 'KF 
half-life (min) I 20.4 9.96 2.07 109.7 
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Their short half-lives imply an “optimal” utilization of the radiation 
dose administered to the patient, but there is the requirement for an on- 
site cyclotron for production. These chemical elements are characteristic 
in human metabolism, and their radioisotopes can be used to label 
several substrate molecules in trace amounts, without perturbation of the 
phenomenon to study. A fluorine isotope, F, can be included by 
radiochemical synthesis in several natural substances, such as 
carbohydrates, amino acids, and lipids, in addition to a number of 
pharmaceuticals in order to study a wide variety of metabolic and 
physiologic functions. The 18F isotope is commonly used to tag a glucose 

FDG). This is one of the most widely used tracers for studying glucose 
metabolism. The popularity of l 8 F  is also due to its half-life that allows 
its use at PET centres that are remote from the isotope production 
facility. 

Such isotopes are used in PET for binding site studies (such as 
ligand-receptor interaction), kinetic analysis of radiopharmaceuticals, 
and biological research. Many clinical studies of human disease are 
possible. Brain PET can study schizophrenia, addiction, anxiety and 
depression in the field of psychiatry, blood flow activation and 
neurochemical processes in the area of cerebral hctionality, and 
dementia, movement disorders and stroke recovery in the field of 
neurological disease. PET is also used in studies of cardiac disease, such 
as ischemia and infarct study, myocardial viability, and so on. PET is 
particularly important in oncology where there is the need for both 
detection and location of the tumour, in addition to follow-up studies 
after the performed therapy. There is also the branch of research on 
animals (mice, rats, primates and pigs), for whch dedicated tomographs 
have been built (see Chapter 10 in this book). 

When a pair of detectors sees simultaneously two 5 1 1 keV photons in 
electronic coincidence, it is assumed that the annihilation point lies 
inside the volume between the two detectors. Typical PET terminology 
therefore includes concepts such as the Line ofFlight (LOF) or Line of 
Response (LOR), Field of View (FOV) and Time of Flight (TOF). The 
LOF indicates the line along which the annihilation event might lie: with 
small area detectors, it is generally simplified as the line connecting the 

18 

analogue, deoxyglucose (DG), producing 18 F-fluorodeoxyglucose ( ‘F- 
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opposite detector pau 

LOF - Line of Flight 
LOR - Line of response 

pg# zfl&mz- 
FOB - Field of View 

--D-m 

Fig. 8.3. Common PET terminology: the LOF is the ideal line of flight of the photon 
pair; the LOR is the detected line of flight, shown as the line between the centres of two 
opposite detection elements; a coincidence tube is the volume between two opposite 
elements; the FOV is the union of all the tubes. 

centres of the two detectors in coincidence. The LOR is the detected 
LOF. Ideally LOF and LOR should be the same, but several errors can 
occur in the actual detection: therefore, the LOF is the unknown ideal 
flight direction, while the LOR is the known detected line, the one that 
has a real physical meaning.a In detectors with separate components, or 
that allow pixel identification, the volume between a pair of elements in 
electronic coincidence constitutes a tube.b The LOR is the tube axis. The 
"union" of all tubes gives the FOV, which is therefore the volume 
between the two opposing detectors. The TOF is the time offaight fi-om 
the pair annihilation to the detection: were it possible to discriminate the 
time difference in detection between the two annihilation photons, it 
could be possible to determine the annihilation point along the LOR. In 
this respect, there are some difficulties in realizing a TOF system. Firstly, 
there is the finite duration of the scintillation emission of the detection 
crystal; secondly, there is the technological issue of measuring a very 
short time difference that is of the order of a few hundred picoseconds. 
However, TOF information acquired on a dedicated camera could 
enhance the spatial resolution: a 100 ps difference in the detection time 
for a photon pair implies that a gamma ray has covered a distance of 
3 cm longer than the other one along the LOR. This information could 
help to reduce the background during the subsequent image 
reconstruction [9]. 

a Hereafter, we will refer to LOF as being synonymous with LOR. 
Tube, coincidence tube or detection tube are also synonymous. 
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8.2 Physics of Positron Emission Tomography 

The acquisition of the information required to reconstruct the activity 
distribution in the patient can be divided into several stages: the positron 
emission, its annihilation, the interaction of the two annihilation photons 
in the biological tissue, and their detection. 

8.2.1 Positron emission and radionuclides 

The positron is the antiparticle of the electron: it is identical to an 
electron in all of its properties, except that the sign of its electric charge 
and its magnetic moment is opposite to that of an electron. Positrons are 
denoted by the symbol e+ or more frequently p' : they can be generated 
via the decay of several nuclei whose instability is due to an excessive 
number of protons with respect to the number of neutrons. These kinds 
of nuclei are inclined to adopt a more stable energetic configuration, by 
reducing the number of protons through the p' decay (Fig. 8.4) 

ZN+.-,N* + p +  +v,. 

Q 

v 

Y 6 
Fig. 8.4. Diagrams of p decay: the nucleus of the source JV is unstable, by having an 
excessive number of protons with respect to neutrons. The nucleus reaches a more stable 
and lower energy configuration by reducing the proton number via positron emission; a 
neutrino is also emitted. The mass balance Q, which represents the released energy, is 
given by the sum of the kinetic energies of the positron and of the neutrino plus twice the 
electron rest mass. If the daughter nucleus is created in an isomeric state z.lN*, the y 
decay energy has also to be considered. 
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Often the daughter nucleus shows up in an isomeric state and a 
successive y decay can follow. In a decay the positron is emitted with 
a neutrino, an uncharged particle with spin 1/2 and zero rest mass. This 
is a three-particle decay, where the kinetic energy is mainly shared 
between the lighter particles: the positron and the neutrino. The emission 
spectrum, which indicates the probability that a particle is emitted 
with kinetic energy in the range [E,E + dE] with respect to its kinetic 
energy E, is continuous (Fig. 8.5 and Fig. 8.6) [lo]. 

P 

Fig. 8.5. Energy spectra of p decays: positron-neutrino @) or electron-antineutrino Cp) 
pairs are ejected. These three-particle decays present continuous energy spectra. identical 
in the mathematic case of atomic number 2 = 0: the positron (or the electron) can be 
emitted with any energy from zero to Em,,, a value characterizing the radioisotope. In real 
emission, Q # 0), Coulomb law perturbations by residual nucleus charge have to be 
considered: electron is pulled to a slightly lower energy, while the positron is pushed to a 
higher energy; this differentiates the two spectra. 
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Fig. 8.6. Energy spectra for the p radioisotopes most commonly used in PET. The most 
probable emission is always close to the centre of the spectrum. The maximum energy 
value characterizes the radioisotope. 
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Fig. 8.6. Energy spectra for the p radioisotopes most commonly used in PET. The most 
probable emission is always close to the centre of the spectrum. The maximum energy 
value characterizes the radioisotope. 
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The exponential decay law governs the emission of a positron source, 

N =N0e-' l f ,  

where No and N represent the number of nuclei at the reference time 
( t  = 0 ) and at the instant t ( t  > 0 ) respectively, while 1 is the decay 
constant of the radioisotope. The number of disintegrations per second is 
the source activi@ A and is given by 

dt 
The time which is necessary to halve the number of initial radioactive 
nuclei is called hay-lge and is given by 

After a number n of half-lives 
radioactive nuclei is given by 

1 
= F2)* 
fi-om t = 0 ,  the number of remaining 

The tracer m s administered to the patient in PET is an amount of 
the order of n 2 ograms: such a quantity causes neither pharmacological 
nor toxicological effects in the patient [ 1 11. 

Positron sources are not stable in nature, so have to be artificially 
produced by bombarding stable inert matter with positively charged 
particles. Some reactions to obtain PET radioisotopes are reported in 
Table 8.2 [ 1 11. The incident particles must have enough kinetic energy to 
overcome the Coulomb repulsion of the target nuclei. Two basic types of 
accelerators are used: the linear accelerator and the cyclotron. For the 
production of medical radionuclides, incident particle energies in the 
range 1 - 100 MeV per nucleon are typical. However, radionuclides used 
in PET can be produced with about 10 MeV. The produced nucleus has a 
different 2 value fi-om the target, so the two species are chemically 
separable. The specific activity is very high and the final product 
contains a minimum amount of impurity. 
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Table 8.2. Reactions used for source production: the column of energies shows the 
energy of the incident nucleon, which strikes the target; the last two columns refer to the 
final isotope and not to the reaction; the small quantity of product makes the separation of 
it from the target harder because the yield of a chemical reaction depends on the mass 
amou it; NA indicates the Avogadro number. 

The isotopes produced can then be used to tag the radiopharmaceuticals. 
The marker needs an optimal site on the molecule to be labelled, the 
availability and stability of both marker and inert matter, and a sufficient 
time to synthesize, to purify and to sterilize. The labelled site can be in a 
natural substrate (labelled amino acids), in a substrate analogue or in a 
substrate antagonist. Although water is the findamental component of 
biological tissues and carbon is involved n metabolic and physiologic 
hnctions, there are several difficulties with using the "0 and "C 
isotopes. A half-life of -2 min implies the use of 1 5 0  only in centres with 
an on site cyclotron. The 'C isotope has -20 min half-life and it is more 
practical for a radiochemical synthesis, but significantly, it gives the 
possibility of performing a second test on a patient in the same day. It is 
mainly used in research on neuronal receptors and new 
radiopharmaceuticals. 

uptake can be immediately interpreted as the glucose metabolic rate by 
using the Sokoloff model: this only requires the measurement of the time 
course of radioactivity in arterial blood [12]. This procedure allows 

The importance of the 18 F radioisotope is due to 18 F-FDG, whose 
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imaging and quantification of metabolic disturbances in cardiology, 
oncology, and in neurological disease or disorder. The 13N isotope is 
especially used as 13N-NH3 in cardiac flow studies. 

8.2.2 Annihilation of positron 

Positrons are emitted with a kinetic energy greater than zero, and are 
slowed down through multiple Coulomb interactions in the biological 
tissue. Energy loss continues in this way until the positron reaches 
thermal equilibrium with the surrounding medium, at which point, 
annihilation with an electron can occur. 

Usually, the positron-electron in-flightannihilation is not considered 
(-2% of occurrences). This event happens before the positron is 
thermalized, and has two competing processes: Coulomb interaction and 
bremsstrahlung, at low and high energy values, respectively; by means of 
these the positron loses its energy quickly (-1 ps) [13]. The in-flight 
annihilation has the greatest probability of occurring when the following 
condition is satisfied: 

2 E;: =m,c . 

The range of the positron depends on the electron density of the medium. 
In water, which is the major component of biological tissue (70%), the 
range of the positrons emitted from PET radionuclides is about 1-2 mm, 
as reported in Table 8.3 [3,4, 141. An ideal tomograph should accurately 
measure the activity distribution in the body, i.e., the positron emission 
points. Actually, a tomograph can only detect the annihilation point: the 
range of the positron separates these two points. This range effect 
introduces a blurring in the image, resulting in a degradation of the 
spatial resolution (Fig. 8.7). The contribution of this effect to the total 
spatial resolution is reported in Table 8.4 for several isotopes [ S ]  . 

The positron annihilation can be easily described in a Lorentz system 
where the centre of mass of the electron-positron pair is at rest: here, the 
two particles have momenta of equal magnitude and opposite direction. 
The momentum and energy conservation laws imply that the two emitted 
gamma-rays have the same energy, equal to the energy of one of the 
initial particles, and opposite propagation directions, “exactly” at 180”. 
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1 I " " I  

Table 8.3. Numerical data for the radioisotopes most commonly used in PET. Electrons 
and positrons do not move along a straight line in matter because of the high number of 
interactions with small energy exchange; therefore their path length is always longer than 
their range [3,4, 141. 

half-life average kinetic maximum kinetic average range path length 
(min) energy (Mev) energy (Mev) in water (mm) (mm) 

isotope 

"C 20.4 0.385 0.960 1.7 4.1 
I3N 10.0 0.49 1 1.198 2.0 5.1 

I8F 109.8 0.242 0.633 1.4 2.4 
150 2.0 0.735 1.732 2.7 7.3 

Table 8.4. Estimation of the range efSect contribution to the total spatial resolution [5] .  

isotope FWHM FWTM" 

IXF 0.22 1.09 
"C 0.28 1.86 

68Ga 1.35 5.92 
82mRb 2.60 13.20 

(mm) (mm) 

0.9 - 
0.8 - 
0.7 . 
0.6 - 

0.5 - 
0.4 . 
0.3 - 
0.2 . 
0.1 - 

-2.5 5 -1.5 -1 0 .5  0 0.5 1 1.5 2 2.5 
nrm 

0.9 - 
0.8 - 
0.7 . 
0.6 - 

0.5 - 
0.4 . 
0.3 - 
0.2 . 
0.1 - 

0 
-2.5 -2 -1.5 -1 0 .5  0 0.5 1 1.5 2 2.5 

nrm 

Fig. 8.7. Monte Carlo simulation of the range distribution in water for the I8F isotope. 

With the Full Width Half Maximum (FWHM), the Full Width Tenth Maximum 
(FWTM) is also given to estimate the deviation of range distributions from a Gaussian of 
standard deviation 0, where FWTM= 1 . 8 2 ~  FWHM. ( F W f M  = a&%?, while 
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In the laboratory frame (tomograph), the centre of mass has a nonzero 
momentum; this can be taken into consideration by applying a Lorentz 
transformation: in the new coordinate system the positron is moving and 
the electron is at rest. The Lorentz transformation from the centre of 
mass to the laboratory frame implies two consequences: the annihilation 
photons have different frequencies, and their flight directions are 
deviated from 180". In addition, this model of a positron slowing down 
and catching a practically at rest electron, directly implies that the two 
gamma-rays are orthogonally polarized. Experimental evidence of 
polarization was provided in 1950 [ 151. In the laboratory frame, for high 
energies of the positron, the two quanta are emitted one forward and one 
backward the forward emitted photon has almost all the energy of the 
positron, while the other has energy of about m,,c2; no marked 
polarization effects are present. At positron energy lower than m,,c2, the 
two photons have both energy of about %c2, are orthogonally polarized, 
and are emitted celinearly. 

The deviation from celinearity is shown in Fig. 8.8: in ( a )  the 
positron strikes an electron at rest, in (b) the emerging photon momenta 
do not lie on a straight line. The energy and momentum conservation 
laws give the photon deviation 8 

0z- P S h  (P 
m0c 

wherep is the incident particle momentum, and @ is the angle between 
the incident direction and that of an emerging photon [ 161. .I. yc -+ 

8+ (4 ( b )  
Fig. 8.8. A slight deviation from 180" of the angle between the two annihilation photons 
in the laboratory frame: the positron, which has been slowed down, strikes an electron at 
rest; p is the incident particle momentum, p1 and p2 are the annihilation photon momenta. 
(Figure not in scale, from Ref. [16], Chapter 13, p. 465) 
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The greatest deviation occurs when one photon is emitted orthogonally to 
the incident positron direction; there is no deviation if a photon travels on 
the same direction as the positron (a photon forward and the other 
backward). 

The cross-section for the annihilation of an at rest positron via 2y 
emission was given by Dirac, as [13, 17-20] 

Y + 3  

where ro is the classic radius of the electron, and y= E/rq,c2, with E the 
positron energy given by the kinetic energy plus the rest mass. 

An annihilation via 3y emission is also possible, but has a lower 
probability, with a cross section [17, 181 

and it is usually not considered. 
Generally, the annihilation occurs in 1.8 ns, when the positron does 

not perfectly reach the thermal equilibrium and the electron is not at rest. 
Electrons constitute a statistical system of particles (Fermi gas) with an 
isotropic distribution of momentum in space. A calculation of the 
deviation from the celinearity of the emitted photons can be made by 
just considering the conservation of the Fermi momentum and the 
thermal motion of the particles: this gives 180" f 0.25" (De Benedetti et 
al, 1950), a numerically lower result than the experimental. More 
correctly, the Fermi momenta generate the spreading of the energy levels 
of the two light quanta, and not the co-linearity deviation: the larger 
measured deviations can be only explained with the existence of a 
particle with higher momentum. The research of this particle led to the 
discovery that in most organic substances, amorphous and perhaps even 
ionic solids (but never in metals), the positron can be in a bound system 
with an electron: this hydrogenoid atom is called positronium [13, 15, 
18-20]. Therefore, the measured deviation are due to the higher 
momentum of the bound system. The positronium system has two 
minimum energy configurations: para-positronium, that is a singlet state 
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with opposite spin (S = 0, TJ), and half-life TI,* - 0.1 ns; ortho- 
positronium, a triplet state with parallel spin ( S  = 1, T?), half-life T1,2 - 1 
ns in organic tissue, and T,2 - 140 ns in inorganic substance, which 
constitutes about 75% of the number of bound states. 

The para-positronium almost exclusively decays by self-annihilation 
in 0.1 ns (the bound system collapses and the two particles annihilate), 
but the annihilation with free electrons is not prohibited (pick-o@, 1.8 ns). 

The ortho-positronium naturally decays by self-annihilation in 140 ns 
with a three photons generation, but a so long decay time makes more 
probable a 1.8 ns pick-off process with free ele ctrons. 

In the emission spectrum (Fig. 8.9), where the emission refers to the 
angular deviation, two different behaviours are present: 

.a narrow component, 1Af3 I < 4 mrad at -300 K, which is dependent on 

.a large component, \ A 8  1 > 4 mrad, which is temperature-independent. 
the temperature, 

2000 f 

# lo" rad 
Fig. 8.9. Emission spectrum versus the angular deviation for positrons in water at 4°C. 
Two different behaviours are identifiable: a narrow (lAel< 4 mrad) due to lower 
momenta, and a large one (lAel > 4 mrad) due to the triplet ofpositronium [18]. 
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The narrow component is given by particles with low momenta: 
annihilation via 2y production of free positrons that have been slowed 
bound, para -positron ium self- annihilation, and pa  ra-positron ium pick- 
off. The large component is predominantly composed of ortho - 
positronium pick-off events. A summary scheme of positron annihilation 
is given in Table 8.5. 

Table 8.5. Summary of the positron annihilation processes. 

comments 

it annihilates in about 1.8 ns 

The distribution of the angular deviation in water (e.g. biological 
tissue) is a Gaussian with FWHM = 0.5". The reconstruction process 
considers a LOR as a straight line, and therefore the distribution of the 
flight angle generates a distortion in the image. By setting A 0  to a value 
of 0.5" (8.7 mrad), the contribution to the spatial distribution in the 
centre of a detector ring of diameter D is 

D 
4 

FWHM A0 x - = 0.0022 D , 

which means a FWHM of 2.2 mm per meter of detector separation. 
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The range effect and the angular distribution, as described above, are 
fhdamental physical limits in PET (Fig. 8.10): the effect is a blurring 
that degrades the spatial resolution in the reconstructed image. This is 
especially evident when using isotopes with a high Em,, that are 
characterized by higher range, or whole body PET systems where the 
detector separation is greater. 

range e8ec.t angular deviation 

(4 @I 
Fig. 8.10. Fundamental limits in PET. (a) Range efect: the detected LOR contains 
the annihilation point, not the emission point. (b) Angular deviation: the tomograph 
records a LOR on which the annihilation point does not lie. 

8.2.3 Interaction of gamma rays in biological tissue 

The two 5 1 1 keV annihilation photons have a “mean free path ” of about 
10.4 cm in water. The human head and chest have dimensions of the 
order of 20 cm, and this means that in whole body PET approximately 
15% of photon pairs are detected without any interaction within 
biological tissue. In the remaining pairs, one or both photons will be 
either Compton-scattered or absorbed. The Compton scattering of the 
photons in tissue results in inaccurate LOR counting (Fig. 8.11), 
generating noise in the reconstructed image. On the other hand, 
absorption of gamma rays produces an attenuation, which diminishes the 
number of detected photons. Hence, an adequate correction is necessary 
to obtain quantitative information. While the range effect and the angular 
deviation are intrinsic physical limits, attenuation and scattering can be 
considered in the design phase of the tomograph and during the image 
reconstruction process, with adequate containment and correction. 
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. .  

Fig. 8.11. Effects of Compton scatter in the FOV: (a) an incorrect LOR is recorded; 
(b,) the detected LOR is given by two photons emerging from different annihilation 
points, or (b2) the coincidence is lost. Symbol * indicates the annihilation point. 

8.3 Detection of Annihilation Photon 

Annihilation photons interact within the detector through Rayleigh, 
Compton and photoelectric effects: only the latter two release energy to 
the detector, making the photons “detectable”. Rayleigh scattering is not 
usually considered at typical PET energies. 

In most detection systems in the Field of Nuclear Medicine, the 
response is not constant over the whole detection area: the efficiency 
varies from a maximum value at the centre of the FOV down to a 
minimum near the edges. There is also non-uniformity in the sensitivity: 
the signal shape of the response to a reference source varies with its 
position. Ths  behaviour can be quantified by putting a linear source of 

Fig. 8.12. Response uniformity and LSF shape for PET detection elements. (a) Circular 
detectors show a Gaussian LSF, which is practically uniform in the FOV. (b) Square 
detectors have a trapezoidal LSF, from triangular in the centre to rectangular near the 
edges; the response is uniform in the central zone only (from Ref. [ 5 ] ,  Chapter 6, pg. 
259). 
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activity in various positions in the FOV: the resulting response 
constitutes the Line Spread Function (LSF) of the system, and indicates 
how much the source image spreads (Fig. 8.12). In a PET system, the 
linear source is moved along the central line between the two detectors 
(radial sampling), and along the two orthogonal directions (transaxial and 
axial sampling). Differently, PET systems show notable response 
uniformity: the FWHM value of the LSF is constant along most part of 
the detection volume. 

8.3.1 Photon detection with inorganic scintillator crystals 

Inorganic scintillator crystals are the most commonly used detectors in 
PET. The annihilation photon is detected through the deposition of a 
fraction of or all its energy within the crystal. The deposition can occur 
in one location by photoelectric effect, or at several points within the 
same crystal by successive Compton interactions, or in different (most of 
time adjacent) crystals. 

A crystal that absorbs a photon makes a transition to a higher energy 
state, from which it may undergo a decay after a characteristic time by 
emitting other lower energy photons, the 'Scintillation photons". Re- 
emitted light is detected by the photocathode of a phototube, which 
produces an electronic signal of an amplitude proportional to the number 
of scintillation photons produced, and thus to the energy deposited within 
the crystal. Energy thresholds can then allow the rejection of events 
scattered within the patient, which have lover energy. 

Scintillation photons are due to fluorescence, a luminescence 
phenomenon, in which light is emitted in presence of electromagnetic 
excitation. Incident radiation can excite either the atoms or the molecules 
of the luminescent material. An excited system returns to its ground 
state, directly or through intermediate energy levels: the photon emitted 
between intermediate levels has lower energy, i.e. lower frequency and 
higher wavelength than the incident radiation. This converts photons 
from a non-visible region of the electromagnetic spectrum to another that 
is either in the near infrared, the visible spectrum, or in the near 
ultraviolet. Fluorescence has very short decay time, characterizing the 
material, in the order of nanoseconds, and stops with the end of external 
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irradiation. Below -100" C, it is independent from temperature.d 
In the 30 years of PET development, several inorganic scintillator 

crystals have been employed, most of them only in experimental studies 
and tomograph prototypes (Table 8.6). Only a few are employed in 
commercial cameras, such as NaI(Tl), BGO, GSO, and LSO; also BaF2 
which had a very limited commercial use. Physical properties of 
scintillator crystals are shown in Table 8.7; their performance parameters 
as PET detectors in Table 8.8. 

Table 8.6. Nomenclature and chemical formula of some scintillators that are commonly 
used in PET crystals. In the last column, the dopant impurity substitutes the element in 
the bracket. The percentage amount of impurity is related to the peak wavelength that is 
reported in Table 8.8; variations of impurity concentration sensibly change the 
scintillation properties [2 1-26]. 

crystal nomenclature chemical main impurity 
formula 

NaI(T1) Sodium Iodide Na1:Tl 

CsF Cesium Fluoride CsF 
LSO Lutetium Oxyorthosilicate Lu2Si05:Ce3+ 
GSO Gadolinium Silicate GdSiO 5:Ce3+ 
B*2 Barium Fluoride BaF2 
YAP Yttrium Aluminate YAIO : ce3+ 
CsI(T1) Cesium Iodide Cs1:Tl 
CeF3 Cerium Fluoride CeF3 
LuAP Lutetium Aluminate LUA~O 2 : ~ e 3 +  

BGO Bismuth Germanate Bi4Ge3012 
0.1% Thallium (Na') 

0.2% Cerium (LU~') 
0.5% Cerium (Gd3') 

0.7% Cerium (Y3') 
0.06% Thallium (Cs') 

0.5% Cerium (Lu3+) 

Scintillation crystals can also show phosphorescence, another luminescent 
phenomenon, which goes on after the irradiation depending on the presence of metastable 
levels of the atoms or of the molecules of the substance. From excited to final state the 
system goes through a succession of intermediate levels whose decay time ranges from 
the order of seconds to days, therefore enhancing the emission time. This is a drawback 
for some PET scintillators. Phosphorescence results inversely proportional to the 
temperature: a higher temperature implies a greater thermal agitation, which enhances the 
decay probability of metastable levels. This phenomenon is more intense if incident 
radiation lies in the range of X rays or in the ultraviolet spectrum. 
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Table 8.7. Physical properties of some crystals commonly used in PET. The linear 
attenuation coefficients are given for 51 1 keV [21-261. 

crystal density Zeff hygroscopic linear attenuation index of 
(dcm3) coefficient (cm-1) refraction 

NaI(T1) 3.67 51 Yes 0.34 1.85 
BGO 7.13 75 no 0.94 2.15 
CsF 4.64 53 highly 0.88 1.48 
LSO 7.40 66 no 0.88 1.82 
GSO 6.71 56 no 0.72 1.85 
BaF2 4.89 53 no 0.47 1.54 
YAP 5.35 34 no 0.45 1.95 
CsI(T1) 4.51 54 slightly 0.54 1.78 
CeF3 6.16 53 no 0.52 1.68 
LuAP 8.34 65 no 0.91 1.94 

The effective atomic number (Zeff) for a crystal is given by ZeE = (c, a,Zy)”m, where 
a, = (fl,/A,)/(&&zk/Ad is the fraction of the electrons present in the crystal that 
belong to atoms of atomic number and mass Z, and A,, respectively, andJ is the weight 
fraction of the Th element: if h, is the multiplicity of the ith atom in the formula of the 
crystal, then J ;  = (h,A,)/(ckhkAk). The used exponent rn is 4.5 when considering both 
photoelectric and Compton interactions (from Ref. [7], formula (12.13), with a change 
of the m value). 

Table 8.8. Performances of scintillators used in PET. The time resolution is dependent on 
the electronic readout. The energy resolution is strongly dependent on the coupling 
method, the signal integration time, and so on; values are given for 51 1 keV [21-271. 

crystal decay time time resolution energy resolution relative peak wave - 
(ns) FWHM(ns) FWHM(%) yield length (nm) 

NaI(TI) 230 1.5 3 100 410 
BGO 300-370 (84%) 7 14.7 15 480 

94 (1 6%) 32 
CsF 3-5 0.4 30 3-6 390 

LSO 12 (30%) 1.4 12 75 420 
2.5 

48 (7o%j 
GSO 30-60 (84%) 10 20 440 

600 (1 4%) 14-20 
BaF2 0.8 0.24 7.5 5 195-220 

~~~ 

700 16 300 
YAP 27 (98%) 1.1 6.7 65 370 

246 (2%) 
CsI(T1) 1000 8.5 45 560 
CeF 3 2 27 0.54 3 310 

31 (UV glass) 340 
LuAP 17 0.41 23 30 365 

306 



Positron Emission Tomography 

As shown in the Table 8.6, some crystals are doped: this enhances 
their scintillation properties. In a pure crystal, electrons can be bound to 
crystal lattice sites (valence band) or can have a sufficient amount of 
energy to migrate within the crystal (conduction band). Both the photon 
capture and the emission decay produce transitions between energy 
levels of the scintillator lattice: the photon capture from the valence to 
the conduction band, the decay the opposite transition. Between the 
valence and conduction band there is a forbidden gap, which electrons 
cannot occupy in pure crystals. A doping atom, also called an impurity or 
activator, introduces energy states within the forbidden gap through 
which electrons can de-excite back to the valence band (Fig. 8.13). The 
introduced impurity has levels whose energy gaps are shorter than those 
of the pure crystal. The new levels often offer faster transitions, with 
shorter decay times, and forbid the re-absorption of the scintillation 
photons. The re-absorption limitation in the crystal lattice increases the 
light yield. Sometimes, the re-emitted spectrum is more usefbl: Thallium 
impurity in Sodium Iodide shifts the emission from ultraviolet to visible, 
where the sensitivity of most PMT is maximal. 

pure crystal doped crystal 

conduction band 

forbidden gap 
- 0 activator - 

&cited states 

- - - activator 
valence band ground state 

Fig. 8.13. Comparison between the energy levels for pure and doped scintillation 
crystals; the impurity introduces smaller energy gaps with faster transitions; 
therefore, the scintillator is transparent to the photons from the impurity gap, and the 
light yield is increased. 

A commonly used doping impurity is Cerium, whose electronic 
configuration is (Xe)4f58. The photon absorption leads to the state 
(Xe)4f5d', which rapidly decays in about 30 ns, with a wavelength 
ranging from 400 to 500 nm: this is an electric dipole transition whose 
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probability is much higher than those of pure elements." In GSO, 
Gadolinium configuration is (Xe)4Y5d1, with six electrons more than 
Cerium in the same shell. The consequence is a lower transition 
probability because a smaller number of holes are available and local 
magnetic interactions forbid several transitions. There is an identical 
situation for the Lutetium in LSO, whose configuration is (Xe)4f45d' .f It 
is even worse in the case of pure Yttrium, (Kr)4d'5s2, because the shell 
5s is complete and this hinders electric dipole transitions. But not all 
crystals require impurities for efficient scintillation: all of the ionic 
compounds with Fluorine have high probabilities of fast decays thanks to 
its electronegativity, which perturbs the electronic shells of the other 
element, by favouring the level transitions. 

The energy absorption of the photon in the crystal occurs through 
both photoelectric and Compton effects, whose cross-sections are 
fimction of the density @) and of the effective atomic number (Z,,) of 
the crystal. The atomic cross-section for photoelectric effect is 
proportional to p Zeff"/EYm, where y1 is about 4 at 100 keV and gradually 
rises to 4.6 at 3 MeV, and m decreases slightly from 3 at 100 keV to 1 at 
5 MeV. The cross-section for Compton scattering results proportional to 
p ZefdA, where A is the mass number; so p ZedA is about p (0.45 f 0.05), 
except for hydrogen. 

A high density favours the interaction of the photon in the crystal, 
whilst a higher Z,, value increases the number of photoelectric 

The symbol (Xe) indicates the electronic configuration of inert as Xenon (symbol Xe), 
with 54 electrons in the shells ls2~s22p61F23p63d104~z4p64~~5s25p6; it is a stable 
electronic configuration, without empty levels. The Cerium (symbol Ce) has 4 electrons 
more than Xenon. The symbols (Xe)4f58 and (Xe)4t5d' of the ground and excited 
levels of Cerium, respectively, mean that this element has two free-to-transition electrons 
more than Xenon; at ground level, both of the two electrons stay in the shell 4f; which 
can contain 14 electrons; at higher energy level one of the two electrons remains at 4f; 
whilst the other occupies the higher shell 5d, with 15 holes at 4J: Such a high number of 
holes favors the electric dipole transition of de-excitation in -30 ns. The other two 
electrons of Cerium occupy the shell 6s, so the ground level is exactly (Xe)4f5d06s2; the 
shell 6s is complete, with two electrons with opposite spin: hese electrons are 
magnetically bound and are not free for electrical transitions, therefore the shell 6 is 
neglected in transition symbolism. 

Both the elements Gadolinium and Lutetium have a filled shell 6s, whose electrons are 
not free to electrical transitions. 
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occurrences with respect to Compton scattering. Therefore, high Z,, 
crystals are preferred: if a photon, scattered in the patient, is absorbed via 
photoelectric effect, the event can be rejected, by using an energy 
discriminator; Compton events in the crystal reduce the effectiveness of 
this discrimination. 

The probability of a photon interaction within the crystal also 
depends on the scintillator dimension. Table 8.9 reports the intrinsic 
detection efficiencies of several crystals as a function of their depth, at 
typical PET and SPECT energies of 5 1 1 and 140 keV respectively. 

Long crystals are more efficient, but excessively long ones can 
present several drawbacks (Fig. 8.14). Firstly, a photon can perform a 
higher number of Compton interactions, depositing energy in several 
locations: generally this degrades the spatial resolution, because the 
probability of multiple penetration (where the photon deposits energy 

Table 8.9. Comparison of intrinsic detection efficiencies among the most 
commonly used scintillator crystals with respect to the crystal length, at typical 
PET and SPECT energies (from Ref. [28], Table 9111, page 271). 

photon energy thickness intrinsic detection efficiency (%) 
&ev) (mm) NaI(T1) BGO LSO 

10 29 62 58 
25 58 91 89 
10 93 100 100 
25 100 100 100 

51 1 

140 

@I (bl 
Fig. 8.14. Multiple penetrations (a)  of an annihilation photon, and parallax error (b): 
both effects degrade the spatial resolution of the image; an excessive length of the 
crystal enhances their probability of occurrence. 
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within the correct and in adjacent crystals, Fig. 8.14a), and the parallax 
error (where the photon deposits energy only in crystals adjacent to the 
correct one, Fig. 8.14b) increase. Finally, the attenuation of light within 
an excessively long scintillator reduces the amount of light to the 
phototube, with a degradation in the energy and timing resolution. 

The crystal width (w) determines the thickness of the tomographic 
slice, and, thus directly affects the spatial resolution, through an 
estimated contribution of w/2: by increasing the width, the sensitivity 
(cpdslice) also increases, while the axial resolution is degraded. 
However, very small crystals can be hard to package and will result in 
multiple penetrations. 

Another crystal property that should be considered is the behaviour 
with environmental humidity: hygroscopic materials deteriorate and 
require airtight-containments, with additional packaging constraints. 

The decay-time and the light-yield are other important physical 
properties of the crystal. The first is the most important parameter to 
choose the temporal coincidence window: slow decay needs a bnger 
window, with increase of random coincidences. The light-yield has to be 
appropriate to the chosen phototube: a greater amount of light in the 
photoemission zone implies a more linear response, a better energy 
resolution and a more accurate spatial resolution. This is particularly 
relevant for the new position-sensitive phototubes, which work by 
weighting the energy depositions within the crystal. Unfortunately, fast 
emission is often coupled to a low light yield, while crystals with high 
light emission could be up to 100 times slower. 

The index of refraction is important when coupling the crystal to the 
phototube with the best possible optical continuity: the scintillation light 
has to cross the phototube window without suffering appreciable 
reflection and refraction. The third law of geometrical optics (Snell’s 
Law) regulates this process 

SWCP,)  -3 - 
Sin(CP2) n, ’ 

where n and n2 are the refraction indices of the two media. The smallest 
deviation (cp - q2) is obtained when n2 - n l .  Typical Rfractive indices 
of the windows of available phototubes are 1.5 - 1.6. 
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By laterally wrapping the crystal with a substance with index n2 
smaller than the crystal index IZ 1, there is a limit angle of incidence of the 
light, cpo, given by 

corresponding to the disappearance of the refraction ray (total reflection). 
Scintillation light that is incident on the crystal face with an angle larger 
than cp o, will be trapped by total reflection. This can allow efficient 
transportation of the light to the photodetector, hence increasing the light 
yield. 

Among the available scintillator crystals, NaI(T1) offers the highest 
light yield, whilst BGO is the most efficient. All of the fluorine 
compounds have fast decays. The fastest is the BaF2, used in TOF 
systems: it also has a slow emission (300 nm, 700 ns), which can be 
substantially reduced with La3' impurities; if the crystal is doped with 
Ce3', the fast emission vanishes and the compound emits only the typical 
Cerium emission component. LSO is particularly promising since it 
offers a high light yield (almost 75% relative to NaI), high density and 
fast decay. It is slightly radioactive (-12.5 cps/cm3 at 140 keV, in a 20% 
energy window), which would be a drawback in combined multi- 
modality PET-SPECT cameras. 

8.3.2 Inorganic scintillator readout 

In order to be usehl, the scintillation light must be converted into an 
electronic signal. Although several devices have been studied, only 
photomultiplier tubes (PMT's) have actually been adopted in commercial 
PET cameras. Their use has been optimized, by studying different 
crystaLPMT couplings. 

Historically, large NaI(T1) detectors presented the advantages of 
being both economic and simple. Of all the crystals used for PET (Table 
8.7), NaI(T1) has the lowest density and a rather low effective atomic 
number; therefore, it results in a poorer spatial resolution. In spite of this, 
NaI(T1) technology is still widely used for large area tomographs with 
planar geometry (Fig. 8.15). The interaction position of the annihilatbn 
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photon within a large crystal is computed 
deposited with respect to the energy, by using 

by weighting the light 

where Ai is the signal of the th photomultiplier tube and xi the 
corresponding position. With this configuration, the error AX of the 
position X is the spatial resolution of the system, and depends on 
Compton scattering within the crystal. This is a complex finction of the 
energy of the photons, the width of the crystal and of its stopping power 
(not very high in Na1:Tl). However, overall this crystal assures the high 
light yield that this coupling requires to limit the statistical variance: all 
statistical fluctuations have to be quadratically summed to compute M, 
therefore, high fluctuations degrade the spatial resolution. High count- 
rates can generate several problems; mainly, they increase the dead time 
until the system is paralyzed: for 100 - 200 kcps half of the arriving 
photons are lost. The count leakage increases the statistical variance, 
degrades the spatial and energy resolution, and generates artefacts in the 
image and loss of position linearity. These problems depend on the pulse 
pile-up, the gain instability of the phototube and on the amplifier baseline 
shift. Pulse cut techniques can allow counting rates of about 1 Mcps [29- 
301. NaI(T1) also shows a 0.15 s phosphorescent component, whose light 
yield is 9% with respect to the fluorescence, with a fkther increase in the 
dead time at high rates. 

1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10 

I 

i X 

51 1 l&V photons 

Fig. 8.15. Large NaI(T1) crystal readout [31]. The scintillation light is converted into 
electrical signals by several phototubes, whose response is proportional to the number 
of incident scintillation photons. The scintillation position is determined by energy 
weighting of the photomultiplier responses whose signals exceed a threshold value. 
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Pure NaI is now being investigated as a scintillation detector: at the 
temperature of -90°C, NaI loses its high light yield, but it becomes a fast 
crystal, with a decay time of 35 ns, a light yield of 20% with respect to 
NaI(T1) at Standard Temperature and Pressure (STP), and an energy 
resolution of about 15% [32]. 

Small dimension individual crystals, or small blocks of crystals 
coupled to one or more PMT’s, achieved greater success (Fig. 8.16). PET 
development has shown the progressive reduction of the sensitive area of 
each detection element, with the exponential growth of the number of 
elements composing a multi-ring configuration. More efficient crystals 
have been found, initially BGO and today LSO. Finally, the “block 
detector” has been introduced, which drastically reduces commercial 
camera costs. 

Fig. 8.16. Coupling schemes in early PET cameras. (a)  Crystal-PMT direct coupling. (b) 
Coupling on old tomographs with only one ring: 10 BGO crystals ( 3 x 3 ~  10 mm3) coupled 
to 10 circular PMT’s of 14 mm diameter, placed 4 on top, 4 on bottom and 2 on front. (c) 
An example of code coupling scheme: scintillation crystal identification is obtained by 
analyzing the readout combinations. (d) Scheme for single ring of the Donner tomograph 
(1979), where 280 BGO crystals 10 mm depth are read by 40 PMT’s; each PMT is 
coupled to 7 crystals (from ref [33], with permission). 
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The first human PET, realized by Phelps and Hoffman in 1974, was a 
hexagonal ring with 48 NaI(T1) crystals, each one read out by a PMT; the 
crystals were circular with a diameter of 5 cm. In the seventies, NaI(T1) 
was the only available crystal, until the arrival of BGO: the first 
commercial camera with BGO was NeuroECAT in 1978, again with 1 : 1 
crystaLPMT coupling [34]. In 1984, 5kanditronix introduced the first 
block detector, with two crystals, one of BGO and the other of GSO, 
coupled to the same PMT: the crystals having different decay constants, 
the measurement of which allowed the identification of the activated 
crystal in the block. 

Burnham introduced the “block detector” idea, by adapting Anger 
type logic: a great number of small crystals are coupled to a circular 
lightguide. The light is read by PMT’s placed on the other guide side. 
The measurement of the ratios between PMT outputs (Fig. 8.17) allows 
the identification of the scintillating crystal. This interesting technique 
was still complicated and costly. 

Lightguide P W S  

......-... .** 
...I..... 

Fig. 8.17. Burnham coupling scheme (1984): a great number of small crystals are 
coupled to a circular lightguide, whose emissions are readout by PMT’s placed on the 
other guide side. The scintillating crystal identification is obtained by measuring the 
ratios between PMT outputs. This complicated and expensive technique anticipated the 
“block detector”. 

A more efficient improvement was introduced by Casey and Nutt’s 
“block detector”, composed of a package of 32 crystals readout by 4 
PMT’s, i.e. an 8: 1 coupling: this solution combines high efficiency, high 
resolution and relatively low cost (Fig. 8.18). The block detector 
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configuration, with an increasing number of crystals coupled to each 
PMT is, since 1985, the most widely used in commercial PET cameras. 

Fig. 8.18. Casey and Nutt “block detector” (1985). (a) Picture of the block detector. (b) 
The matrix of 32 BGO crystals and the 4 PMT package. (c) Coupling scheme: 8 crystals 
are coupled to each PMT. 

.-. -._. l_...s- computer 

Fig. 8.19. Scheme of the ECAT High Resolution Research Tomograph (HRRT), for 
brain studies, installed at Max Planck Institute of Koln, Germany. The camera is an 
octagonal ring with 8 detection panels, of 25.2 cm length and 46.9 cm apart. Each panel 
has 117 block detectors disposed as a 9x 13 matrix; in each block there are 2 overlapped 
8x8 LSO crystal matrices; each crystal is 2.1~2.1~7.5  mm3. In total, the tomograph has 
119808 crystals. The two LSO layers have different light decay times, so depth-of- 
interaction capability is given by pulse shape discrimination. The system has a spatial 
resolution of 2.5 mm FWHM, uniform over the FOV. 
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The introduction of position-sensitive photomultipliers (PSPMT), 
which allow the identification of the scintillation position by energy 
weighting of outputs, implied another increase in the number of crystals 
for each tube. The LSO crystal, with higher light yield and faster decay 
time than BGO, is the last notable improvement. Initially it suffered from 
high cost and low availability. However, today’s techniques can make 
LSO the same price as BGO. In a block, BGO allows a maximum of 16 
crystals per PMT; above this number crystal identification is not feasible. 
The superior light yield of LSO allows 144 crystals to be coupled to each 
photomultiplier. The first LSO-based human PET camera was the HRRT 
brain tomograph at the Max Planck Institute of Koln, in Germany, with 
120000 LSO crystals (Fig. 8.19): it has a spatial resolution of 2.5 mm 
FWHM, uniform over the FOV. In March 2000 the first LSO-NaI(T1) 
combined camera for PET-SPECT was produced. In April 2001 the first 
LSO-based whole body human PET, ACCEL was installed at Northern 
California PET Center, with can acquire a torso image with 4 mm 
FWHM in a 10 minute scan, or with 2 mm FWHM in a half hour [34]. 

8.3.3 Parallax error, radial distortion and depth of interaction 

Parallax error occurs when photons hit the scintillation crystals at an 
oblique angle, and penetrate into adjacent elements before interaction: 
incorrect LORs are recorded, and the spatial resolution worsens. This 
error also affects the detector efficiency, with a change in the apparent 
dimension of the crystal with incidence angle: the more skewed the 
photon’s arrival, more probable the error becomes. An angular 
dependence shows up both in the spatial resolution and in the efficiency, 
with loss of space-invariance, especially in ring tomographs. Clearly, the 
distribution of incidence angles depends on the dimensions of the object 
and on its scattering properties. 

Skew photons can also cause radial distortion: the scintillation light 
could be generally non-uniformly distributed around the centre of the 
crystal. This generates artefacts in the image: a point source will be 
reconstructed as an ellipse. 

The measurement of the depth of interaction (DOI) allows the 
reduction of both errors. Without this information, a first order correction 
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could consider a tomograph effective radius for mean photon penetration 
in the crystal. 

Initial DO1 measurements have been obtained with the Pulse Height 
Discrimination method: energy depositions near the PMT generate sharp 
and narrow output signals, while far depositions correspond to larger 
impulses. 

One approach is to arrange several silicon photodiodes (PD’s) along 
the scintillation crystal (Fig. 8.20a): PD’s perform DO1 measure by 
detecting scintillation light. A temperature below minus 100°C is 
required, which consequently causes a 10-fold increase in the decay time 

The relocation of PD’s in front of the scintillation crystal improved 
the technique (Fig. 8.20b). Photodiodes identify the first interaction 
crystal and can work at the temperature of 25°C (optimum at -40°C). A 
lateral reflecting wrapping contains light dispersion. The PD matrix 
detect the scintillation light, and the signal ratio between PD’s and PMT 
signals provides continuous DO1 information: 

[351. 

PDoutput 
PDoutput + PMToutput 

DOI = 

This is a first example of the light sharing approach: the scintillation 
crystal is coupled to two photo-detectors in different positions; the 
amount of light observed by each detector depends on the interaction 
point; the ratio of the two signals estimates the DOI. 

photo dio de s 
\ 

Fig. 8.20. (a)  Photodiodes along the crystal detect the scintillation light and perform DO1 
measurement. This scheme requires heavy circuitry. 8) Photodiodes in front of the 
scintillation crystal: this scheme is less sensitive to object scatter, and provides 
continuous DO1 information by the a e  of a signal ratio technique (or light sharing 
approach), but requires additional readout channels. 
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A new method is the Phoswich approach, which requires the 
coupling of decay-time-graded scintillators, so as to introduce a DO1 
sampling gradient. The technique is based on pulse shape discrimination 
by differentiating the energy signal summed with a shaping amplifier, 
sensing the zero cross time with a constant fraction discriminator, and 
measuring the time with an additional time-to-amplitude converter. The 
implementation is made by coupling two crystals with different decay- 
times: the identification of the crystal in which the energy is deposited is 
obtained by measuring the impulse shape. The phoswich was initially 
proposed by using BGO and GSO crystals. Since BGO allows count 
rates higher than 16 times with respect to GSO, there is an efficiency 
lack in GSO; this generates an excessive asymmetry in data collection 
[36]. Another way proposed was to apply a temperature gradient along 
the crystal, so that the decay time is depending on depth [37]. An 
LSO/NaI prototype is under development, and should also allow 
simultaneous PETBPECT capabilities. The first h l l  implementation of 
DO1 in PET has been obtained in the HRRT, which uses two LSO layers 
with two different decay times. 

8.4 Image Reconstruction 

The aim of PET image reconstruction is to achieve an image of the 
activity distribution within the patient from the recorded sets of acquired 
data. In a tomographic study, data are acquired by performing several 
sets of linear scannings of the examined slice at different angles: each set 
gives an activity profile. The acquired profiles are then used to generate 
an appropriate number of independent equations to mathematically solve, 
where the unknowns are the activity elements of a grid (the image 

In 2D, the image matrix elements are called pixels, and each slice is a 
plane, without thickness. The number of detected events in a LOR is the 
sum of activity along the line of scanning in the plane (line integral), and 
the activity is uniform in each pixel (the value associated to the pixel is 
the mean activity). In addition, the reconstruction program considers the 
resolution and sensitivity as independent from the depth of the 
annihilation event. The reconstruction should include a method for 

matrix). 
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attenuation correction. In 3D-MS (multi-slice), the image is obtained by 
simply overlapping 2D images of adjacent slices, therefore the 
assumptions used are the same. In 3D-PVI (volume imaging), the slice 
thickness is considered and voxels (volume elements) substitute pixels: 
the uniformity assumption is then true for the voxel. 

A profile or a line integral does not contain the information on the 
depth of the annihilation events. An attempt to recover this information is 
the linear superposition of the backprojections (LSBP), where profiles 
are projected and overlapped on the image grid (Fig. 8.21, top row). This 
method exalts the larger structures, corresponding to the lower spatial 
frequencies. To correct this, the backprojection is filtered (FBP). The 
filtering is usually applied in the frequency domain, after the application 
of a Fourier transform (Fig. 8.21, bottom row). 

Fig. 8.21. LSBP (top) and FBP (bottom): a ramp filter recovers spatial resolution in the 
image (from Ref. [ 5 ] ,  Chapter 6, page 242, with permission). 

Filtering can remove the low or the high frequencies, can average the 
pixel values, and so on. Low frequencies are usually magnified so as to 
reduce the image noise; on the contrary, enhancement of the high 
frequencies contributes to increasing the spatial resolution in the image 
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or to emphasize a structure. FBP uses the concept of the line integral, 
which contains everything; true signal, scattered and untrue counts, 
noise, background and so on, and nothing can be a priori isolated. The 
filtering is a posteriori rescue procedure. 

Alternative reconstruction methods are represented by probabilistic 
iterative techniques, which a priori bind emission and detection with a 
model of the tomograph response. This allows the recovery of sensitivity 
and spatial resolution. 

8.4.1 The Filtered Backprojection 

The reconstruction of the image firstly requires the acquisition of several 
sets of projections p of the object f. By using the CentraLSection 
Theorem, the projections p give the function F = 30, the Fourier 
transform 3 off. Therefore, the imagefis achieved by using the inverse 
Fourier transform S’: 

This procedure generates the Filtered Backprojection (FBP) algorithm, 
the technique most used for image recons&uction. 

The acquisition procedure consists of the collection of several profiles 
(or projections) of the object at several angles. By first considering a 2D 
case, the situation is shown in Fig. 8.22, where a projection 

P ( X , , $ )  = L d y , f . ( x , y )  (8.1) 

of the object f(x,y) is obtained at angle 4. The spatial sampling is given 
by the number of X, points, while the angular by the number of angle 4. 
The rotated coordinate system (x,.y,) of the detector and the (x#) frame 
of the object are related: 

To better derive the FBP algorithm, let us consider Fig. 8.23, which 
visualizes the geometry of the Fourier transforms, both of the projection 
p and of the objectf. Let F(u,,u,) be the Fourier transform of the function 
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where 3 2  indicates the 
variables. 

2D transform with respect to both the two 

Fig. 8.22. Projection geometry in 2D tomography: the profile or projectionp(x, @) can be 
acquired by parallel scanning with a detector, or by unique scanning of a composed 
system. The spatial resolution is a function of the distance between the centres of two 
adjacent detection elements. If  the profile is acquired with a large area ktector, the 
spatial resolution is given by the error in energy weighting of positions. The number of 
angular position @constitutes the angular sampling. 

X 

Fig. 8.23. Geometry of the Central Section Theorem: the operation sequences (Pr1+3 
and Q2+Pr2) are equivalent. Prl is the acquisition data procedure, when a projection 
p(x, @) of the object jfx,y) is taken at angle 4 9 is the 1D Fourier transform of p(x, 4) 
with respect to the spatial coordinate. 3 is the 2D Fourier transform of the object&,y); 
Pr2 is the extraction of a profile P(v,@) of the function F(u,,u,) along a line passing 
through the origin and inclined at the angle 4 The theorem states that P(v, I#J)=~ I b ( x r ,  @}. 
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By changing from Cartesian (u,u,) to polar (v,$) coordinates in 
frequency space, by using 

(8.4) 

expression (8.3) becomes 

= F(vcos$,vsin $). (8.5) 
In transformation (4), it is useful to assume the variable ranges: 

--<<,<+- 1 - -<uuy  <+- 

Now, at each angle $, let P(v,$) be the Fourier transform of the 
projectionp(x,,$) with respect to the first variable only: 

P(v, $) = 3 (p(x,, $)} = fmdx, - p(x ,  ,$) e-2m'(xr'v) 

which, by developing p(x,,$) as defined in (8. l), is 

Using rotation (8.2) and remembering that dx,dy, = dxdy , it becomes 

qV,$) = j+- r d x d y  f ( x ,  y )  e-2m'(x.vcosQ+Y.vsin9) 
-m m 

which implies, by comparing with result (8.5), that 

P(v,(b) = F(vcos(b,vsin (b). (8.6) 
Equation (8.6) constitutes the demonstration of the CentraLSection 
Theorem, which states that P(v,$) is the profile of the F(ux,u,) passing 
through the origin along the direction fixed by the angle $. 

The significance of the theorem is shown in Fig. 8.24: the knowledge 
of several sets of p(x,,$) projections allows the construction of the 
F(u,u,) as a set of lines through the origin. It is evident that there is an 
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oversampling at the origin in the frequency domain. Therefore, the 
reconstruction problem is resolvable if the projections p(x,,$) are known 
at each x, and at each angle $ in the range [0, n]. 

Fig. 8.24. Effect of the Central-Section Theorem: the collection of the projection p(xr,4) 
allows the knowledge of the P(v,$), which are profiles through the origin of the F(ux,uy). 
The function S2{ &y)} can therefore be obtained as a set of lines through the origin. 
This procedure generates an over-sampling of the frequencies around the origin. 

The FBP solution is given by 

Passing from rectangular to polar coordinates (with the substitution 
du,du, = vdvdp), it becomes 

where the absolute value 1.1 allows the integration over all of the values. 
By applying the CentraMection theorem, result (8.6), one obtains 

and by using an additional rotation (8.2) 

323 



A .  Del Guerra, A. Motta 

which is known as the FBP algorithm. 
This formulation underlines that the absolute value IvI exalts the 

higher frequencies of the P(v,$) values: the operation is called jiltering 
(hence FBP) and the JvI is the well-known rampjilter. The filtering also 
adjusts the over sampling of the origin. 

There are two principal limitations of the FBP algorithm. Firstly, the 
sampling of all of the spatial frequencies is not possible: Shannon's 
sampling theorem states that the maximum recoverable frequency is the 
Nyquist frequency, given by 

1 
V N  =-, 

where Ax,. is the interval of spatial sampling (when using small or 
pixilated crystals this is the detector width). Reconstruction of 
frequencies hgher than vN generates aliasing artefacts. Furthermore, the 
ramp filter also amplifies the statistical noise, characterized by a high 
frequency spectrum. 

This latter problem can be solved by additional filtering using a low- 
frequency pass window, which dampens the frequency amplitude above 
a cut-off v,, whose value depends on both the spatial sampling Ax, and 
the collected statistic. The low pass filter and the cut-off frequency affect 
the spatial resolution and the statistical noise of the reconstructed image. 
The new filtering does not generally substitute the ramp filter but 
multiplies it. As an example, a filter commonly used in PET is the 
Hamming window, 

2 .Ax, 

where k ( k E  [0.5,1]) determines the filter curvature, and v,IvN (Fig. 8.25). 
The FBP algorithm expression then becomes 
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k = 0.8 

Fig. 8.25. Modification of the ramp filter by the Hamming window, at several k values. 
At the highest value of k = 1, the ramp filter is unaltered. 

There are reconstruction procedures other than the FBP algorithm. 
Direct Fourier Methods use computerized interpolation from P(v,@) to 
F(u,u,), by changing polar to rectangular coordinates in frequency space, 
and then the inverse Fourier transform to find f(x,y). The Convolution- 
Backprojection method (CBP) filters the projections in the (x,y) space by 
convolution with the filter product, and so on. 

In 3D, reconstruction suffers from space variance and data 
redundancy. This latter is used to reduce the statistical noise but the data 
storage is more difficult, and the high number of LORs to backproject 
requires a lot of computing time. The most important problem is the lack 
in shift- invariance: several projections are not complete and standard 
Fourier techniques cannot be directly used. In 2D acquisitions, septa 
insure the shift mvariance, which means that each detector sees the FOV 
with constant solid angle; at most, there are small parallax errors, which 
are not taken into account or can be corrected for. In 3D mode, the 
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detectors see a solid angle that decreases from the centre of the FOV to 
the edges. The consequence is that there are incomplete or truncated 
projections: there are angular positions that collect a lesser number of 
LORs. In this situation, FBP cannot be used because its application 
requires that all projections are complete. 

In theory, with all complete projections, the 3D FBP is an extension 
of the 2D method described previously. The 3D projection p of the object 
f(x,y,z) is the plane 

P(X,,.Y,,$,W = r d z r  m f ( X , Y , Z ) .  

The Fourier transform of the object is 

while that of the projection is the plane 

This is the passage that requires non-truncated projection. With these 
expressions, the CentrahSection Theorem (Fig. 8.26) gives: 

Fig. 8.26. Central Section Theorem in 3D: by acquiring the projection planes p(xny, @,@ 
it is obtainable the F(u,,u,,u,) = 33Mx,y,z)}  as a set of planes through the origin in the 
frequency domain; the drawing is simplified by only considering some projections p at 
the angle 8= 0; the 3D acquisition leads to data redundancy. 
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Beside the integrability and derivability of the functions, one must 
define the reconstruction conditions, more complex than in 2D geometry, 
which can be derived using the notation introduced in 3D reconshuction 
by Orlov for electron microscopy in 1976. 

For each acquired projection plane, a versor (an unit vector from the 
plane centre) individuates a point on a unit sphere (a sphere with radius 
I), as shown in Fig. 8.27. 

@I versor 
(4 

Fig. 8.27. The versor of a projection plane (a) specifies a point P on the Orlov sphere (b). 

The envelope of all the points of the acquired planes constitutes a region 
SZ on the unit sphere, called the Orlov surface. A circular set of 
projection planes about the object which describe a great circle, forms an 
Orlov surface (Fig. 8.28). A multi-ring scanner, without gaps and septa, 
generates an equatorial band (Fig. 8.29). 

surface 

(4 
Fig. 8.28. A circular set of projection planes around the central slice of an object (a) 
describes a great circle as Orlov surface (b). 

327 



A. Del Guerra, A. Motta 

Z 

(4 
Fig. 8.29. The Orlov surface (b) of a multi-ring scanner (a). 

The Orlov theorem states that a 3D data set is complete, and therefore 
the 3D image obtainable, if the generated Orlov surface intersects all 
possible great circles on the unit sphere (or more exactly: "there are no 
great circles which do not intersect the Orlov surface"). 

Generally, the sampling does not satisfy this condition. 
Once the condition for the reconstruction has been defined, the FBP 

algorithm simply requires the filter definitions in 3D. The CoZsherJiZter 
substitutes the ramp filter 

where 

C O S Y  I sin 0 
H ( @ , Y )  1 = {  4arcsin i"-0) - C O S Y  > sin 0 

cos Y 

and 

v: cos2 29 
v," +v;sin229 

tan" = 

This expression also performs a correction in (4,O) to increase the 
uniformity of the solid angle sampling, and (like the ramp filter) 
amplifies the statistical noise. The 2D Hamming window is obtained by 
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just multiplying two 1D ones 

H(v,  'Vy 1 = m, 1 H ( v y )  ' 

The practical implementation can generate several algorithms, which 
differ for the application sequence of the integral operators, for the 
choice of the adopted filters or for their application order, and so on. 
Some techniques can also require interpolation methods, since theory 
considers spherical coordinates, while computers use cubic matrices. 
However, these methods differ mainly in the way that they complete the 
projections. 

The resulting 3D FBP algorithm is: 

where the integration limit 0 (shown in Fig. 8.29) is determined by the 
Orlov surface. Truncated projections generate artefacts, which reflect the 
lack of uniformity of the sensitivity in the 3D cameras. Unfortunately, a 
correction based on FBP normalization with respect to local sensitivity is 
not possible: both 2D and 3D tomographic reconstructions are not local, 
because the value in a point is not obtained by only using the LORs, 
which cross the point or its neighbourhood. 

The 3D-reprojection algorithm (3DRP) extracts from the entire set of 
collected LORs, a 2D data set, as if the tomograph is equipped with 
inter-planar septa. Extracted data are then used to reconstruct an image 
by 2D FBP, from which the unmeasured data are evaluated. The 3D data 
set is then complete and the 3D FBP can be performed. All 3D 
techniques require a lot of computation time to backproject the number 
of LORs, much greater with respect to the 2D case. There are several 
rebinning methods, which transform 3D data in 2D sets: the Single -slice 
rebinning algorithm (SSRB), the Multgslice rebinning (MSRB) and the 
Fourier rebinning algorithm (FORE). After the rebinning, each slice is 
rapidly reconstructed by 2D FBP, without the characteristic 3D 
problems, such as the truncated proje ctions. 
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8.4.2 The Expectation Maximization algorithm 

Traditional methods of image reconstruction, such as the widely used 
FBP, are mathematical solutions, where is not possible to isolate apriori 
the true signal in the line integral. To recover the true information, they 
need some kind of integral transform operator, with additional filtering. 
However, the main problem is that every operation performed on the 
acquired data, operates both on true and incorrect data in the same way. 
Moreover, every operation can introduce new errors and artefacts in the 
image. 

Alternatively, iterative methods model the response of the tornograph, 
by drawing on the relationship between emission and detection. The 
reconstruction can be a priori optimized by modelling the detector, the 
scattering, several noise sources, and so on. 

There are several iterative algorithm; the most important is the 
Expectation Maximization (EM) [38-421. 

The core of the iterative reconstruction is a probability matrix, 
P=(pij}, which correlates positron emission and photon detection. 
Generally, it is a sparse matrix, and requires a lot of computation time. 
Theoretically, the P matrix should include all the parameters to exactly 
describe the tomograph: system geometries, detector properties, 
scattering evaluation, attenuation correction, and so on. This means that 
P should be a product of matrices: 

If one of the P terms is not considered or not computed, it is substituted 
with the unit matrix. In the simplest models, the pi j  values include only 
geometric considerations, such as the length of thej-LOR that lies within 
the i-voxel; this is equivalent to only considering the Pgeometry term. 

It is possible to include in the model a differentiation of the voxels in 
a LOR according to their depth within the tube, for instance by including 
a parameterization of the solid angle subtended from the centre of each 
voxel to the ends of the coincidence tube. Then, the model is 
deconvolved and enhances the spatial resolution in the reconstructed 
image, as if the tomograph had an ideal response. 

Let n(x, y, z) be the spatial distribution of activity in the region of 

- 
Ptomograph - Pgeomehy . Pdetector . Pscattering * Pattenuation 
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interest. The goal of the reconstruction is to obtain the discrete 
distribution {h} of p+ sources in the FOV, where the i-index covers the 
FOV voxels: 

aj = ja(x,y,z)dxdydz i = 1, ..., N .  
voxel i 

Let { n*} be the detected distributions of counts, where n 5 is the number 
of pairs of coincidence photons recorded in the tubej; thej-index covers 
the detection tubes, j = l,.. ., Nt. A tube is the volume between two 
opposite detection elements, and a LOR is its axis. Let now p ,  be the 
probability that photon pairs emitted from the ith voxel are detected in the 
j m  tube; this implies p U  2 0. The probability that the emission from the i- 
voxel is detected in a generic tube is 

p i = x :  J p , I l .  (8.7) 

If n,  indicates the number of photon pairs emitted from the th voxel and 
detected in thej-tube, its mean value is A,, 

( n , )  = a, = p..ai. 'J (8.8) 

The {nu} is a very usefd set of linearly independent Poisson variables, 
correlated both to the voxel emissions distribution {ni} and to the 
acquired distribution @*,}: the number of photons emitted from the 
voxel i and detected in all tubesj is given by 

n j  = zT n,  , 
J 

while the number of photons detected in the tube j (emitted from all the 
voxels i) is 

n * -  J = x ' ' n , .  (8.9) 

With this symbolism, the fraction of counts recorded for the tube j and 
due to a fixed voxel io is given by 

Thus, one arrives at the expression 
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(8.10) 

whch represents the number of counts assigned to the tube j and due to 
the voxel io; the second expression is obtained using definition (8.8). 
Result (8.10) is an important step in deriving the final result. 

The probability P = P(n*Ih) of acquiring the recorded {n*> 
distribution from the unknown activity &} can be obtained as the 
product of several independent probabilities. At fixed i and j  indices, as a 
consequence of the Poisson nature of the radiation, the distribution of the 
ni, values with a mean value A,, is 

J n..! 
‘J 

The P, probabilities are all linearly independent; 
Pi that the photons emitted from a voxel i are 
given by the product of all the Pij terms 

therefore the probability 
detected in any tube is 

n ir 

The Pi are linearly independent from each other, so the probability P(n,,) 
to obtain the distribution {nij} is again the product 

This could appear as the final result, but one needs to take into 
consideration that expressions (8.9) are not unique: the ny, within a tube 
j ,  can assume different values which bring to the same n*j result. For 
example, if a tubej is composed by six voxels and its associated count is 
n*j = 8, this can be obtained from several voxel value sequences, like 
l+l+l+l+4+0, or 0+4+0+4+0+0, and so on. Only the distribution {n*} 
has a physical validity; therefore it is necessary to consider all the sets of 
the n, values which can produce the same results: for each ny  set a P(ny) 
probability his to be computed, and then all these probabilities have to 
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be summed up. The necessary expression is a sum and not a product, 
because the P(ni,) are not all linearly independent: the detected {n*} 
values constitute the boundary condition (the nij are linearly independent 
in each set, but the nu sets are bound by the {n*} distribution). By 
considering all of the possibilities of how to decompose a n*, value in the 
independent set of variables nq, the final result is a function L(A) of the 
activity distribution { A }  

f L  ' 
'$ 1 J 1J ' 

The aim is to find the distribution {A",} which maximizes the probability 
P(n*lA) with the known {n*}  distribution: practically, this means that we 
try to estimate the distribution {I",} which has the maximum probability 
of generating the detected counts {n*}.  Therefore, the unknown 
distribution is given by studying the zeros of P(n*lA) derivates. 

In practice, by having a function composed by several multipliers, it 
is easier to study the zeros of its logarithm 

z(a) = h(L(n)). 

The derivative of the I(A) results 

and the second derivative is 

a2z(a) 
aai an, 

0 1  

(8.12) 

The two distributions {n*} and {A} and the probability matrix ( P v }  
are semi-defined positive, i.e. their elements do not have negative values. 
This implies that (8.12) is semi-defined negative: the function Z(A) is 
concave and all of the existing zeros of (8.11) are maximum points. By 
changing the indices (i+k and i 0 4 )  and using (8.7), a zero of (8.1 1) is 
given by 
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(8.13) 

The result (8.13) is always a zero of (8.11) if both the terms are 
multiplied by the same A, value 

This last result suggests that it is possible to make a succession of 
distributions {Xi} that tend towards the result {AMj} by following the 
scheme 

(8.14) 

Expression (8.14) constitutes the Expectation Maximization (EM) 
algorithm, introduced by L. A. Shepp and Y. Vardi in 1982 [38]. This 
method is known as Maximum Likelihood (ML family). In the algorithm 
(8.14), the denominator is the projection step, while the summation is the 
backprojection. 

Generally, the initial distribution {A'}, known as the test distribution, 
is chosen uniform and equal to unity. However, the chosen test 
distribution has no effects on the final result qM}, but only on the 
convergence speed. The algorithm presented in (8.14) is not the only one 
obtainable, but rather it belongs to a wide family of solutions, all 
showing little differences. Other iterative algorithms can be found by 
adding boundary conditions to the problem. 

The solution (8.14), besides concavity and convergence, has the 
following properties: . monotony: P(n*lAk) 2 P(n*lAk-') Vk>l; theoretically, the equal sign is 

only valid in the case P(n*lAk) = maxhP(n*IA); . constancy of the count number: x. A,pi = &. n*j after each iteration; 
this property is immediately obtainable by applying a summation 
over the index i to both members of algorithm (8.14); 
semi-defined positiveness: A, 2 0 'd i after each iteration; . speed: it is rapidly converging. 
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The algorithm works in a simple way. During each iteration, it 
computes the expected data collection from the last obtained image by 
following the modelled probabilities; at the first iteration it uses the test 
distribution. Then, the expected and acquired data are compared LOR by 
LOR: if the counts in the expected LOR exceed the acquired one, the 
count in each voxel of the LOR are diminished on the basis of the 
probability model; otherwise, if the counts in the expected LOR are less 
than in the corresponding acquired LOR, the value in each voxel of the 
LOR is increased. The feration process theoretically stops when the 
difference between the expected and acquired LORs is smaller than a 
fixed value. In practice, because the solution is not local, a similar 
termination criterion is not useful, and the terminal image has to be 
determined in a more complex way. 

The EM algorithm needs to compute the pi/  elements, whose number 
is given by the product between the sinogram space (number of 
coincidence tubes) and the number of voxels that are used to divide the 
FOV. The P matrix has typically a size from several hundreds of 
gigabytes to tens of terabytes that normally does not allow the storage of 
all of the pii values on a disk: probabilities have to be computed on line 
for each tube during the iteration. A first computation is necessary for the 
normalization step, and successively is repeated twice, both in the 
projection and in the backproje ction steps. This makes the reconstruction 
very time-consuming. 

This problem is typical of all the statistical models, which require 
very high computation time. Fourier rebinning to reduce the computation 
space dimensions or other Fourier applications to statistical model save 
computation time but tend to introduce the imperfections of the non- 
statistical methods without achieving a full resolution recovery [43]. 
Each reconstruction method requires a backprojection step to the image 
matrix, and this step generally takes from 45% to 60% of the 
computation time [44]. By using symmetry properties and sparse 
properties of the ( p V }  matrix, this time can be reduced by a factor that 
depends on the adopted procedures. In lesponse models, one has to 
consider also these topics regardless whether they are based on 
calculation of the length of the intersections between voxels and 
detection tube or on solid angle calculation [45-501. 
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Another problem is the termination, that is, when the iterative process 
has to be stopped. For its own nature, the EM algorithm works in two 
steps. The first is rapid: the algorithm distributes the counts of each tube 
to all its inner voxels. By starting from a uniform test distribution, 
iterations first localize positions and dimensions of large structures: the 
reconstruction is practically completed for the low spatial frequency 
structures. In the second phase, the algorithm searches all the local 
solutions in the image. Practically, it adapts the result to higher and 
higher spatial frequencies by accumulating the counts of each tube 
around the inner voxels that show the higher values. The problems arise 
since the low frequency solution is then not conserved. Obviously, it is 
necessary to stop the process someway “in the middle”; the difficulty is 
to be able to specifl when to stop. Iterative methods are “able” to present 
false emission source points in a uniformly empty field, if the number of 
iterations is excessive. 

8.4.3 The OSEM algorithm 

In 1994, H. M. Hudson and R. S. Larkin developed the Ordered Subset- 
Expectation Maximization (OSEM) algorithm [5 11. 

The OSEM algorithm is a relatively straightforward adaptation of the 
conventional EM. With OSEM, the projection data are grouped in 
ordered subsets; the OSEM level is defined as the number of these 
subsets. The subsets normally consist of projection views separated by 
some fvted angle within the FOV. The standard EM algorithm (8.14), i.e. 
projection followed by backprojection, is then applied to each of the 
subsets in turn: the resulting reconstruction of a subset then becomes the 
starting image to be used with the next subset. An iteration of OSEM is 
then defined as a single pass through all the specified subsets. Further 
iterations may be performed by passing through the same ordered 
subsets, using the reconstruction provided by the previous iteration as a 
starting image. By adopting mutually exclusive and exhaustive subsets, 
an OSEM iteration will have a similar computation time to a standard 
EM iteration. However, the conditions on the chosen subsets are not 
binding: the subsets can be non-overlapping or cumulative, that means 
that each subset is entirely contained in the successive one, and that the 
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last one is the whole sinogram space. Obviously, the non-overlapping 
choice implies a faster OSEM iteration. The EM is equivalent to a first 
level OSEM. It is advantageous to select each subset in a balanced way, 
so that either pixel activity contributes equally to any subset, i.e. the 
emission probability is equally divided between all of the subsets. Since 
several PET cameras can collect all tube counts simultaneously, OSEM 
can best be applied after a full collection of counts. The order in which 
subsets are processed is arbitrary; though it may be useful to the quality 
of the reconstructed image to choose a special order: one might 
encourage substantial new information to be introduced as quickly as 
possible by choosing first the projection corresponding to the direction of 
greatest variability in the image, a second one perpendicular to the first, 
and third and fourth projections midway between these, and so on. 

For the case of noiseless projections, each OSEM estimate on a single 
subset of projections converges towards a maximum likellhood solution 
as fast as a full iteration EM that uses all projections. In other words, if 
the projection data are divided into in subsets, then once all projections 
have been used in a single iteration of OSEM, a result has been produced 
which is similar to in iterations of EM. This is the property that gives 
OSEM a considerable “acceleration” as compared to EM. We note that 
the OSEM result is at most similar to the EM one, not identical. The final 
images deteriorate as noise increases, or if data are divided into too many 
subsets. In an actual reconstruction, the background prevents the 
convergence, and the results could become increasingly worse with the 
number of iterations. 

8.5 Correction and Normalization Procedures 

8.5.1 Attenuation 

Ideal PET imaging requires that neither of the annihilation photons 
undergo any interaction in the biological tissue. By neglecting the photon 
absorption within the FOV, quantitative measurements are not possible: 
the number of counts does not correspond to the number of emitted 
positrons. In PET, an attenuation correction factor (ACF) should be used 
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for each LOR: it is theoretically equal to the inverse of the attenuation 
probability along the LOR. 

The ACF is easily measured for a phantom that presents a uniform 
linear attenuation coefficient ,u, by using the exponential attenuation law. 
The first photon covers the distance d l  and its probability to hit the 
detector without any interaction in the object is proportional to e-pdl ; the 
second one covers the distance d2 with an associated probability 
proportional to e - @ z .  Thus, the probability that both the photons are 
detected without any interaction is proportional to e-p'(dZ+d2) = e - p d .  The 
ACF is e @  , which is independent from the position of the annihilation 
point, and is a fbnction only of the thickness d of the phantom along the 
LOR. Thus, the correction needs only a sampling of the object thickness 
in the FOV (Fig. 8.30). This fast correction is used in examinations 
where the p value is only approximately uniform, as in human head and 
abdomen studies. In thorax studies, the p values sharply change, for 
instance from tissue to lung, and the collection of the information on the 
d values is not enough. In this case, a transmission image of the body is 
required in order to sample the e-@ values for all of the collected LO%. 

In 2D cameras with septa, this sampling is usually performed using a 
Ge linear source (Fig. 8.31). The positron source orbits between 

detection ring and patient body: by performing two acquisitions, a blank 
one without the patient (Io) and a second one with the patient 0, the 
attenuation factors are given by inverting the resulting 

68 

4" 42 
Fig. 8.30. Attenuation correction factor geometry for a uniform phantom: the correction 
factor is a function of the sum of the two distances d, and d2, and does not depend on the 
annihilation position along the LOR. 
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This procedure requires a long examination time, especially in whole 
body cameras: on a tomograph with 16 rings, a complete sampling needs 
about 20 minutes per ring, i.e. more than 5 hours, and it is not practically 
possible. The reduction of the acquisition time increases the statistical 
noise of the ACF, and this noise ako affects the reconstructed image 
after the correction. Conventionally, the time has to be chosen so as to 
minimize the ratio between the variances of transmission and emissive 
data; practically, it is presumed that emissive noise covers that of ACF. 

Fig. 8.31. The orbiting linear sources of 68Ge: a software acceptance condition of co- 
linearity among three points (two on crystals and the source position) allows one to 
perform the ACF measurement during the patient examination, and also to reject scatter 
in transmission data. 

The 68Ge source, which has a half-life of 275 days and generates the 
positron emitter Ga (half-life of 68.3 minutes), is expensive and 
requires periodical replacement. The two acquisitions can be made 
simultaneously: a condition of celinearity among the three points (two 
interactions within crystals and the Ge source position) discriminates 
transmission fiom emissive data, and allows one to reject scatter. 
However, interleaved procedures are also used, where a fast transmission 
acquisition follows the emissive. 

New segmentation techniques are a very fast alternative. A very short 
scan gives a transmission image that is affected by high statistical noise. 
This image is segmented to localize the main anatomical component, by 
identifling just two different media, such as lung and tissue (where tissue 

68  

68  
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includes bones), or three (lung, soft tissues and muscles, air) [52]. 
Attenuation coefficient (a  priori) known is so assigned to the identified 
areas, by obtaining a noiseless attenuation map. 

Transmission scanning can be also performed with an orbiting 
focused quasi-point-like source of 137Cs, which emits 662 keV photons 
(Fig. 8.32). The source position is known and the detection point 
specifies the LORs. This source cannot be used during the emission data 
acquisition to avoid the down scatter, where the 662 keV photons 
interfere with those from the annihilation. The Cs source is less 
expensive than the 68Ge and does not require periodical replacement, by 
having half life of -30 years. However, it has the drawback of giving the 
p value at 662 keV instead of at 5 11 keV as required, and so must be 
scaled down [53]. 

137 

Fig. 8.32. The almost point-like source of '37Cs: the transmission acquisition has to be 
performed before or after the emissive one to avoid the down scatter due to interference 
of the 662 keV photons of the source with those of the annihilation. 

In 3D tomographs without septa, scatter photons can be a problem, 
especially with the Cs source, which is a single photon emitter. 
Segmentation techniques, which use known attenuation coefficients, 
solve the scatter problem, give noiseless attenuation map, and do not 
need to scale the identified y values from 662 keV to 5 1 1 keV [54-571. 

In modern PET systems, the attenuation map can be given by a CT 
device. Transmission acquisition does not give the same qualitative and 
quantitative information of a dedicated CT system, but a high quality 

137 
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attenuation map. Moreover, these hybrid PET-CT cameras allow a 
morphologically and anatomically correct positioning of functional data. 

8.5.2 Scattering 

The Compton effect is the dominant interaction for 5 1 I keV photons 
within the biological tissue, where the mean free path is about 10 cm. 
Most of the scattered photons escape and are not detected: only a small 
fraction interact within the detector. However, in 3D this small amount 
could be numerically compared to the unscattered events, i.e. the amount 
of scatter could be as much as 50% of the total counts. In 2D PET, septa 
reduce the amount to about the 15%. This implies that most of the 3D 
scatter is inter-planar. Scatter introduces a difhsed noise into the image, 
in the lower and central regions of the spatial frequency spectrum (broad 
noise). When the energy of a scattered photon exceeds the discriminator 
threshold in detection, it generates an incorrect counting of the LOR. At 
the energy of 51 1 keV, scatter difhsion is mainly forward, with a small 
angular deviation; therefore incorrect counts group around the correct, 
with a blurring effect in the image (blooming). An increase of the energy 
discrimination threshold reduces scatter, but practically, it is not possible 
to achieve an energy resolution better than 10% with scintillation 
crystals. Thus, scattered photons whose deviation is less than 30” cannot 
be rejected because the energy difference for these photons is less than 
about 60 keV. 

By labelling with S the number of scattered events, with U the 
amount of unscattered, and with T the ir sum (T = U + S), the ratio SIT is 
known as ‘Scatter fraction”, while SIU as ?scatter ratio”. The scatter 
fraction concerns the amount of scatter in the collected data, but does not 
give any information about the spatial distribution with respect to 
unscattered data: this information is given by the “scatter function”. The 
scatter fraction depends on the dimensions and density of the object in 
the FOV, on the scintillation crystal, and on the geometrical dimension 
of the tomograph. 

The Society of Nuclear Medicine (SNM) and the US National 
Electrical Manufacturers’ Association (NEMA) have defined a standard 
phantom for measurement and comparison of scatter in different 
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tomographs. The S " E M A  phantom is a 20 cm diameter water-filled 
cylinder, with a central hole to insert a needle with the positron emitter. 
Typical profiles of this phantom are shown in Fig. 8.33, obtained with 
2D (a) and 3D tomographs (b and c )  [58].  These profiles show that the 
majority of scattered counts are reconstructed outside of the object. 

A 

$ 1 
-- 

0 
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b 
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@I 
Fig. 8.33. Profiles of a linear source: in the SNM/NEMA phantom for a 2D tomograph 
(a), in air for a 3D tomograph (b), and in the S " E M A  phantom for a 3D tomograph 
(c). The profiles show that the most of counts due to scatter are reconstructed outside of 
the phantom. 

The scatter effects in the images can be correckd with subtraction 
methods, or with convolution-subtraction method, which have different 
theoretical bases. Correction methods generally require the knowledge of 
both the scatter fraction and of the scatter fhction. Several S " E M A  
protocols indicate how to measure the scatter fraction, by putting the 
phantom in several positions, and how to determinate the scatter 
hc t ion ,  by fitting and interpolating the phantom profiles with Gaussian 
functions. 
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An alternative method is to make a tomographic image of a needle in 
air and of the same needle in the phantom: these two measures only 
differ m scatter, thus giving the scatter fraction. This approach is the 
basis of convolution-subtraction methods [59]. 

A tomograph with retractable septa can give 2D and 3D images of the 
phantom, by allowing one to evaluate the inter-plane scatter [60]. This 
method cannot be extrapolated, especially to situations in which the 
activity distribution rapidly changes. But these measurements allow one 
to identify scatter components due to camera structure or to extra FOV 
deviation. 

If the geometry and the activity distribution are known, a Monte 
Car10 simulation gives exactly both S and U. Obviously, this is only 
possible for phantom studies and never in a clinical situation. 

The corrections of scatter have to satisfy several requirements: they 
have to work both for hot and cold areas, both for uniform and 
distributed activity sources, both with symmetric and asymmetric 
objects. The broadest possible count rate range also has to be covered: in 
particular, extra FOV scatter sources and multiple window methods can 
suffer at high-count rates. 

The simplest method for scatter correction is the “dual energy 
windows’’ (DEW) method (Fig. 8.34). Two adjacent windows are used: 
an upper around the photopeak, at 380 - 850 keV (index 1), and a lower 
at 150 - 380 keV (index 2). The counts in both windows, C, and C2 
respectively, contain in-FOV unscattered ( U )  and in-FOV scattered (Si) 
events: 

c, = u, +s, { c, =u2 +s2 
The known quantities are the c., so the system cannot be resolved 
without additional information. The quantity that this method seeks to 
determine is S,. The ratio Rs between the scattered components in the 
two windows is defined by 

R, = S 2 / S , .  

In the same way one can &fine the ratio RU between the unscattered 
counts 
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R, =U, /U , .  

The initial system can be solved in R terms with respect to Sl, by 
obtaining 

The additional information is given by experimental measurements of R. 
The RU is measured by using a line source in air; it is spatially invariant. 
The Rs is obtained by putting the line source inside the 20 cm diameter 
phantom; Rs slowly changes with respect to the position, so an average 
value is calculated and used. The obtained S1 values are filtered to reduce 
the statistical noise and the result is subtracted to the data so as to obtain 
scatter-free data. The correction efficiency is within 2% for a cerebral 
phantom, and within 7% for a torso phantom. 

1 
Fig. 8.34. The DEW method windows: upper (1) and lower ( 2 )  windows are separate but 
adjacent; the windows count scattered and unscattered data. 

Another simple procedure is the “estimation of true method” (ETM), 
which uses two energy windows (Fig. 8.35): a large (1) around the 
photopeak, and a tight (2) above the photopeak; the two windows have 
the same upper energy level of the discriminator. Beyond a critical 
threshold, characteristic of the tomograph detector system, there is no 
more scatter data in the window (2) [61]. Besides, at a fixed temperature 
and without pile-up effects, the ratio f between the unscattered counts in 

344 



Positron Emission Tomography 

the two windows depends on the lower and the upper levels of the 
discriminators, on the radial position of the LORs, and on the aperture 
angle for each radial position: 

‘1,unscntterai =f. 
‘2,unscatterd 

Therefore, the function f does not depends neither on the object nor 
on the source distribution, and can be experimentally measured by using 
a line source in air. By using a specific threshold value, the sensitivity 
can also be reduced by a factor of lo3; therefore, a compromise between 
sensitivity and residual scatter in window 2 has to be made. The ETM 
method uses the functionfand the value C2,unscnttered of the window 2 to 
find the value C1 ,unscattered of the window 1. This is then subtracted by the 
acquired data to obtain the sinogram of the scatter, which is firstly 
smoothed to reduce the statistical noise and finally subtracted from the 
acquired data. Without the smoothing, the final set of data would be 
affected by the same statistical noise as the counts acquired in the 
window 2, which is highly noisy because of the low sensitivity. This 
method is sensitive to temperature variations in the detectors, and suffers 
from pile -up effects. 

Fig. 8.35. Scheme of the ETM method windows: a small window (2) is positioned above 
the photopeak, within a larger window covering the whole photopeak (1); beyond a 
threshold, characteristic of the detection system, there are no scattered data in the small 
window. 

345 



A. Del Guerra, A. Motta 

Both the DEW and ETM methods require smoothing: this additional 
filtering does not &grade the spatial resolution in the final image, since 
scatter distribution is characterized by low spatial frequencies. 

The “triple energy window method” (TEWM), uses the ratio C21C3 
between the counts in the two windows under the photopeak (Fig. 8.36). 
The ratio is obtained for the object to study and for a uniform cylindrical 
phantom of reference: the comparison of these two measurements gives a 
calibration function, which describes the scatter distribution at low 
energies. The function obtained is applied to the counts of window 3 in 
order to obtain the correction for window 1, with the same procedure as 
the DEW method. 

I clr 

2 9- 1 I 

Fig. 8.36. The TEWM method’s windows: windows 2 and 3 have the same upper energy 
level; the ratios C2/C3 between the counts in these two windows for the object and for a 
reference phantom give the correction for window 1. 

There are also multi-spectral methods. The acquired spectrum is split 
into a high number of energy windows, up to 256, all of the same width. 
In each window, by using simple exponential functions, the spatial 
distributions of three different scatter components are identified: from 
the object, from the structure of the tomograph, and within the detector 
itself. This method assigns the correct position to the scattered photons: 
therefore, the sensitivity of the system increases. Practically, events are 
moved from the set S to the set U. Some difficulties can arise due to the 
high noise of each window, which requires smoothing. Besides, the 
tomograph must have the hardware to use so many spectral windows. 
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A different method is the convolution-subtraction technique, which 
requires an a priori knowledge of both the scatter fraction sc and the 
scatter h c t i o n  SC( x) , experimentally obtainable as described for the 
DEW method. The data distribution in the photopeak can be interpreted 
in a very simplified model, like the composition of three terms 

co (4 = c u  (4 + c, (4 + N ( 4  
where Cu is the distribution of the true (or unscattered) data, Cs of the 
scattered, and N is the statistical noise (ignored in the following); Co is 
the acquired count distribution. The aim is to derive Cs from Co and then 
to use the result to obtain Cu. The hypothesis is that Cs is given by the 
convolution of the true data Cu with the scatter hc t ion  SC 

C,(Z) = JC,(?). SC(Z - Z,),' 

or, in dense notation 
C,=C,OSC.  

True data, by considering the scatter fraction as the correct amount of the 
scatter, is given by 

C, =C,  - s c * ( C ,  OSC) .  

It is possible to iteratively use the result, by assuming C, as the first 
approximation of Cu 

C:) = C, - S C .  (C, O SC) ,  

c:) = C, - sc . (c:-') o SC)  for n >  1, 

with n as the number of iterations. The method can be applied to the 

[nl /--. 
/- 1 T '. cv 

Fig. 8.37. 
uniform phantom. 

Correction of scatter obtained by convolution-subtraction method for a 
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acquired data, to reconstruct C,-CS. Alternatively, it is possible to obtain 
a scatter image by reconstructing CS, which is then subtracted from the 
reconstructed CO image. An example of the method application is shown 
inFig. 8.37. 

There are also fitting methods for scatter correction, which consider 
that the activity distribution reconstructed outside the SNM/NEMA 
phantom are only scattered ones: their spatial spectrum is characterized 
by low frequencies and the intensities depend on the activity distribution. 
The scatter distribution from outside of the phantom is extrapolated by 
fitting it with a simple Gaussian hc t ion ,  in order to obtain the scatter 
for inside the phantom. The obtained scatter distribution is smoothed and 
then subtracted from the acquired data. The fitted scatter distribution 
depends on the smoothing, the interpolation range and the number of 
interpolated points. The limit of the method is the use of Gaussian 
bct ions to interpolate, because the scatter profile is not independent of 
the activity distribution. Particularly, Gaussian fitting is not adaptable to 
situations with isolated spots of activity. The advantages of this method 
are the simplicity, the absence of auxiliary measurements, and the fact 
that it does not need an independent knowledge both of the scatter 
fraction and scatter function. 

8.5.3 Random coincidences 

A random occurrence happens when two photons are in time coincidence 
but they originate from two different annihilation events. These counts 
cause a decrease in the contrast of the image and inaccuracy in the 
quantitative measures of the activity distribution. They give a uniform 
and elevate background in the entire image and along the whole 
spectrum of the spatial frequencies. Random events cannot be 
differentiated during the acquisition; they have to be evaluated and 
subtracted in reconstruction. They are due to the finite extension of the 
temporal window: when a photon strikes a detector, a temporal window 
with width z is opened; if a second photon hits in an opposite detector in 
this window, a coincidence is recorded. The time T depends on the 
scintillation decay time, the light output and the electronic capability. 
The frst is the dominant component: longer decay times imply larger 
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time windows, and so the number of random counts increases. 
In a detector pair, by indicating with c1 and c2 the count rates of the 

two detection elements, the number of random counts within the time T is 
given by 7c1c2. The expression becomes zc2 if there is no need to 
differentiate the two detectors. Thus, the random counts are given by C, 
= fic’ in a tomograph withfnumber of opposite detector pairs [62]. This 
result can be simplified in PET, by considering the count rate of a whole 
ring of detector (C,) 

c, =jW,’. (8.15) 

Formally the expression is unchanged, but now f is the fraction of iolid 
angle that each detector of the ring covers with its coincidences. The 
result (8.15) implies that all the detectors have the same efficiency; this 
is not true, so an accurate ring calibration needs. A second hypothesis 
assumes a uniform density of detectors along the ring: this is 
approximately true just for circular rings; in other geometries with 
detector gaps, the factor f is not simple to derive. However, the 
expression in (8.15) is very useful because it connects directly and 
simply, the random count rate (C,) to the true (Ct) count rate: 
experimental evidence indicates that C, is directly proportional to C,, 
therefore 

c, I c, -fies. (8.16) 

This expression emphasizes that the number of random events increases 
with the count rate and the width T of the time window. At higher count 
rates the direct proportionality between C, and C, is lost, and saturation 
phenomena become apparent. In 2D cameras, septa also reduce the 
random counts: a smaller factor f results from the acceptance angle 
reduction, i.e. the random count-rate decreases as the septa length 
increases. 

The delayed coincidence method is a standard procedure to evaluate 
the m b e r  of random events: the coincidence window is opened not 
when the first photon hits the detector, but with a time delay that 
prevents any true coincidence. This method can be applied with the 
delayed window that follows the coincidence one (Fig. 8.38a), or with 
the coincidence inside the delayed (Fig. 8.38b). The first case directly 
gives an evaluation of random counts; if the two windows have different 
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widths, one should consider that the statistics are also different. With the 
second method, the ratio between the count-rates in the two windows 
gives the fraction of random counts with respect to the true ones; but this 
needs the capacity to simultaneously use both the windows. 

coincidence window 

delayed window 
I 

t t’ 
Fig. 8.38. Schemes of the delayed coincidences method; (a) sequential and (b) 
simultaneous applications. The width of the two windows can be different. 

It is also possible to evaluate the count rate of a single detector (c) or 
of a single ring (C,) and then to derive C, using the formula (8.15) and 
(8.16). The difficulty is the correct evaluation of the factorf, typical of 
each tomograph. 

8.5.4 Partial volume effect 

Quantitative measurements require direct proportionality between the 
number of counts assigned to the pixel (or to the voxel) and the activity 
concentration in the object. This direct proportionality is generally 
verified if the object dimension is greater than two times the FWHM of 
the spatial resolution. For smaller structures the proportionality is lost: 
the relationship between the image and the radioisotope concentration is 
no longer linear but depends on the dimensions of the same object. This 
lack of linearity is knows as the “purtiul volume effect’ (PVE), and 
causes a reduction in the image contrast. This effect is especially present 
in the axial direction. The object contrast decreases independently from 
the camera efficiency, because the object only partially fills the voxel, 
but counts are assigned to the whole voxel, with consequent under- 
estimation. The PVE arises when the object size is between one times the 
FWHM and two times the FWHM; structures smaller than one FWHM 
are not detectable [63, 641. 

Quantitative examinations in the nonlinearity region need to know the 
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recovery cuwe (RC), which is given by the ratio between the activity 
measured in the image and the true radioisotope activity as a function of 
the thickness of the object (Fig. 8.39). The curve should be 
experimentally measured for each tomograph. 

object thick f FWHM 
Fig. 8.39. Graph d a typical recovery curve for the PVE: the curve has to be 
experimentally determined for each tomograph. 

8.5.5 Normalization 

The normalization correction is due to the lack of uniformity in the 
detection response. This has several causes. Primarily, the efficiency of a 
single crystal is not uniform: different LORs see variations of the crystal 
depth and the detection area changes. There are also differences in 
efficiency from one crystal to another. In tomographs with detector 
blocks, there are differences among the blocks and among each block 
component. The geometry of the detection could introduce other non- 
uniformities, especially the presence of gaps between detectors. 
Problems can also arise due to the inaccuracy of the time coincidence 
windows. 

The direct method of performing normalization is to make a blank 
acquisition of a source in the FOV: the inversion of the image constitutes 
the correction. To limit the scatter and to avoid the deviation from 
linearity that high count rates can generate, the murce used must be 
small (a point or a line source) and with rather low activity; obviously 
this increases the acquisition time. 
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There are also indirect methods, which consider the response of each 
single detector, but it is very hard to make a complete evaluation of all 
the angular dependencies, both azimuthal and polar. The problem is 
mainly in the procedure used to test the sensitivity of each single 
detector: by using transmission and emissive techniques, the obtained 
results are often different. Generally, the same source is used for 
attenuation correction, or sometimes a 20 cm diameter uniform cylinder, 
usually filled with 68Ge is used. 

Scatter and normalization interfere and affect one another: true and 
scattered data require different normalizations. If more energy windows 
are used, normalization for each window has to be performed. 

The normalization of each possible LOR requires a lot of time to 
reach a meaningful statistic, especially in 3D cameras. The measurement 
of groups of LORs can reduce the time but introduces some inaccuracies. 
However, normalization has to be performed just once, unless there is a 
significant drift in the tomograph functioning. An incorrect 
normalization can introduce geometrical and quantitative artefacts in the 
image. True coincidences, scattered and random events require different 
normalizations (Fig. 8.40): true coincidence can only arise from the 
volume between the two opposite detectors; the scattered events from the 
area of the intersection between the acceptance volumes of the detectors; 
random events from each point in the union of the two acceptance 
volumes. 

n n n 

U U U 
(4 I@ (4 

Fig. 8.40 Geometric considerations about normalization: true data arise from the volume 
between the two opposite detectors (a), the scattered from the intersection area of the two 
acceptance volumes (b), the random from the union of the two acceptance volumes (c).  
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8.6 Commercial Camera Overview 

The ring tomograph market is led by CTI PET systems, who are the 
worlds largest manufacturer of PET equipment. They produce four 
different scanners of differing cost and performance ranging fi-om the 
ECAT ART, which utilizes two incomplete rings of BGO that require 
rotation in order to obtain complete imaging, up to the ECAT EXACT 
HR+ (High Resolution plus) which has both high-resolution and high 
count-rate capabilities for the high-end clinical research market. 
However, an important point to note is that all of these systems are based 
on the same block detector design. In fact, none of the main commercial 
cameras differ substantially from each other. This can be seen from 
Table 8.10. The few differences seen are due to the scintillator material 
where an alternative to BGO has been used. For instance, the improved 
energy resolution of GSO and the consequently tighter energy window. 
Both LSO and GSO allow a much shorter coincidence window due to 
their faster decay times and higher light yields. The use of a faster 
scintillator can also reduce the scanning time required, down to one half 
of the time for LSO as compared with BGO. Also, both LSO and GSO 
are said to make the resulting image crisper due to the higher light yield, 
thus allowing a more accurate centroiding. It should be noted that the 
EXACT scanner is now also available in LSO, called the ACCEL. 

All models of commercial scanner come complete with computer, 
screens, patient platform, software and standard control devices. The 
operation of these systems is designed to be fairly automated. Such 
functions as centring, efficiency control, timing and other calibrations are 
all automated. Corrections for random and scattered events, and 
attenuation are also automatic. The operator can select the desired 
reconstruction and the acquired data is presented as a corrected image on 
the screen. 

One feature that is starting to differentiate the scanners on the market, 
is the addition of a second modality scanner, such as CT, M R  and 
SPECT. The Allegro, GE Advance and the ECAT EXACT are all now 
available with a ‘built-in’ CT scanner. However, even if the second 
scanner is not present, there is the possibility to merge images from 
separate scans via software. Such techniques can be usefd for increased 
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Coincidence window (ns) 

Minimum slice thickness (mm) 

Energy resolution (YO) 

Parameter 

12 12 8 8 

2.46 4.25 3.375 2 

25 20 25 14 

Number of rings 

Pixel size (m3) 

Number of pixels 

Number of phototubes 

Crystal material 

Transaxial FOV (cm) 

Axial FOV (cm) 

Axial resolution (mm) 

CTI ECAT GE Advance Hitachi Philips 
EXACT HR+ Sceptre Allegro 

32 18 24 (equivalent) N / A  

18432 I 12096 I 4224 I 17864 

1152 I 672dual I 264 I 420 

BGO BGO LSO GSO 
58.5 50 58.5 57.6 

15.5 15.2 16.2 18 

4.2 4 4.9 4.2 

Transaxial resolution (mm) I 4.6 I 4.8 1 6.2 I 4.8 - 
Sensitivity 3D (Mcps/pCi/cc)* I 1.4 I 1.9 I 1.0 I 1.0 

ri I I 

I Timeforwholebodyscan(min) I 45-90 I 32-45 1- 45:7r I 25 
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CHAPTER 9 

NUCLEAR MEDICINE: SPECIAL APPLICATIONS IN 
FUNCTIONAL IMAGING 

R. Pani 

Department of Experimental Medicine and Pathology 

University of Rome “La Sapienza ”, Roma, Italy 

9.1 Introduction 

In recent years there has been a growing interest in developing compact 
gamma cameras to improve gamma ray imaging. Conventional full size 
gamma cameras using NaI(T1) scintillator block coupled to a bulky array 
of photomultiplier tubes are precluded from use in all applications where 
light weight, small size, easy handling and positioning is required. 
Furthermore the limit of the standard Anger camera is the poor intrinsic 
spatial and energy resolution. This has led to the design and testing of 
new gamma cameras which generally fall into three types: 

semiconductor imagers (like Ge, CdTe or CdZnTe) in which the 
gamma rays interact directly in a position sensitive solid state 
detector [I, 21; 

- scintillation crystals coupled to an array of solid state 
photodetectors (photodiode) [3-71; 

- scintillation crystals coupled to a Position Sensitive Photo- 
Multiplier Tube. 

- 

Other interesting detectors are currently under investigation, such as 
Avalanche PhotoDiode (APD) [8] and Silicon Drift Detector (SDD) [9, 
101 but suitable detection area are not jet available. 
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The gamma cameras based on position sensitive photomultipliers 
could be the best chance to obtain a realistic and low cost compact 
gamma camera. 

Over the last 15 years, starting from first generation PSPMT built by 
traditional PMT manufacturing, the technological enhancement allow to 
achieve very compact size (25x25~20 mm3) by a novel charge 
multiplication system (see Fig. 9.1). 

amamatsu PSPMT generations (from Pani, [ 111). 

The PMT anode side is usually less than 6 m instead of 60 mm of the 
Anger Camera. The PSPMT works under the Anger camera basic 
principle with the additional feature of using scintillation arrays with 
pixel dimension less than 1 mm, thus achieving sub-millimeter spatial 
resolution values. Moreover it is possible to choose low cost geometries 
with suitable and optimized detection features for specific applications. 
Furthermore the recent introduction of NaI (Tl) scintillation arrays 
allows one to carry out an energy resolution of about 10% at 140 keV 
photon energy. The last technological development is a Hamamatsu PMT 
based on Flat Panel structure, named H8500. This PSPMT seems to 
solve some limitations of those of the previous generation. Its dimension 
are 50x50 mm2 and the external dead zone is less than 1 m, thus 
allowing one to place closely different modules so as to achieve large 
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detection areas. The metal channel dynode technology allowed one to 
reduce the thickness of the multiplication section down to 5 mm so the 
Flat Panel final thickness is 12 mm, which is about half the height of 
second generation PSPMT. Compactness is going to allow a drastic 
shielding weight reduction at 140 keV photon energy (12 kg for 
20x20 cm2 FOV camera). Some preliminary results of a Flat Panel PMT 
show an intrinsic spatial resolution limit near 0.5 mm. 

9.2 Position Sensitive Photo Multiplier Tube 

9.2.1 Hamamatsu First PSPMT Generation 

The first 3 inch position sensitive PMT, Hamamatsu R2486, developed 
in 1985 [12, 131, represented a strong technological advance for gamma 
ray imaging. The first generation was based on proximity mesh dynode 
by which the charge was multiplied around the original position of the 
light photon striking on the photocathode. In Fig. 9.2 the 
structure is shown. 

Fig. 9.2 Dynode structure of PSPMT first generation (from Pani, [15]). 

dynode 

The charge shower had a wide intrinsic spread, the whole internal 
multiplication process is schematically represented in Fig. 9.3. A number 
of factors affect such spreading like the interstage voltage of dynodes, (in 
particular between cathode and first one) additional focusing grids 
between dynodes and finally the intrinsic spreading of the light spot due 
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to the photocathode glass window optical guiding. The first measurement 
of charge spread resulted 4 mm FWHM at the last dynode for 3 inch 
PSPMT [12] Values reported by other authors on commercial tubes 
ranged between 7 and 11 mm FWHM for 3 inch PSPMT and between 
1 1 mm and 17 mm for 5 inch PSPMT respectively [ 1 1, 14, 161. 

t 

'. , 
6 ._. 

0.6 

~~ 

Fig. 9.3 Schematics of charge multiplication process of first generation PSPMT [15]. 
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Such intrinsic wide charge spreading favors the use of crossed wire 
anodes and the centroide method for position determination rather than 
application as hodoscope where pixellated anodes with minimum cross- 
talk is required. 

Furthermore a wide intrinsic charge distribution can limit the spatial 
resolution values of narrow light spots. A detailed analysis of spatial 
resolution values obtained by pillars and planar crystals with different 
shapes, size and scintillation materials coupled to a 3 inch PSPMT with 
crossed wire anode is reported elsewhere [ 11, 14, 161. 

The first generation of PSPMT had a standard glass envelopment and 
was characterized by large active areas (5 inch) [ 171 useful for a number 
of applications in physics, but not large enough for medical imaging 
where small organs like breast and brain need at least 20 cm FoV. 

Unfortunately large PSPMT peripheral dead zones (1 cm or more) did 
not allow to assemble arrays of tubes as in Anger camera. 

9.2.2 Hamamatsu Second PSPMT Generation 

The 2nd PSPMT generation was based on metal channel dynode for 
charge multiplication combined to a photocathode glass window of 
thickness less than 1 mm. The intrinsic light spread was reduced down to 
0.5 mm FWHM [18, 191. The new dynode structure (metal channel 
dynode shown in Fig. 9.4) of PSPMTs consists of electron multiplier 
layers that channeling the charge do not change the coordinates relative 
to the photon interaction on the photocathode. The charge is collected by 
a multi-anode with array or multi-wire structure. Contrary to the first 
generation, the narrower charge distribution potentially increases the 
number of anodes; in fact it would require less than 1 rnm anode side for 
the optimum light sampling. 

Actually the intrinsic charge spread poorly affects the scintillation 
light distribution after charge conversion and 1 mm anode side could be 
redundant, involving an over sampling of light and useless additional 
electronic chains for signal read out. Hamamatsu R7600-C12 series 
(crossed wire anode) [20] and R5900-M64 series (array anode) have 
anode size well optimized, to 3.6 mm and 2 mm, respectively. Such 
light sampling size allows one to well identify scintillation crystal pixel 
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size as small as 1 mm (C-12) or less (M64) without strong image 
position distortions at 140 keV gamma ray irradiation. 

A further technological improvement consists of the metal housing 
that allows very compact size (about 1 cubic inch) and reduced 
peripheral dead zones down to 2 mm [21,22]. 

Fig. 9.4 Metal channel dynode structure. 

9.2.3 Hamamatsu 3rd Generation PSPMT 

Hamamatsu H8500 Flat Panel PMT [23] is the last generation position 
sensitive PMT. The major advance results from the housing that 
compacts 2 inch active area with the narrowest dead boundary (less than 
1 mm) and a height of only 12 mm. This tube is based on the same 
principle of metal channel dynode for charge multiplication with 8x8 
anode array for charge collection and position calculation. Taking into 
account a photocathode glass window thickness of 2 mm, such anode 
side would be able to correctly sample the light spread produced by a 
2 mm pixel size of a scintillation array. In order to clearly identify 1 mm 
crystal pixel size, the optimum anode side would be 3 4  mm. It would 
compensate the spatial resolution worsening due to photocathode light 
guide with a better position linearity. The present anode structure choice 
was primarily conditioned by practical reasons like the lowest anode 
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number for a 50 mm x 50 mm active area to improve the PSPMT gain 
minimizing its variation between anodes and to simplify the read out 
electronic arrangement. 

Over the last years the technological efforts were focused on the 
improvement of the following PSPMT characteristics: a narrow intrinsic 
spread of charge to minimize the cross-talk between anodes; a very 
compact housing and narrow boundary dead zones to closely pack 
PSPMTs with a fraction of active area greater than 80%. Gamma camera 
with 20 cm diameter is the useful size for medical applications. The first 
attempt in this direction was the development of a 8 inch PSPMT based 
on the first generation technology [25]. 

The first limitation arising from a single large area PSPMT was the 
large thickness of photocathode glass window (7.5 mm) that produces a 
further broadening of the light spot on the photocathode and as a 
consequence, on the intrinsic spread of charge. It was the main limitation 
in obtaining spatial resolution values better than 2 mm with CsI(T1) 
scintillating array irradiated at 140 kev photon energy. In 1997, Pani [26] 
proposed a novel gamma camera assembly based on 1 inch PSPMT array 
of second generation. The advantage of this novel assembly was in the 
fixed overall photocathode glass window thickness (less than 1 mm), 
compactness and the potential unlimited detection areas with regular or 
irregular shapes. On the contrary the relevant fraction of non-active area 
(30%) requires the use of an additional light guide (usually 3 mm 
thickness) to allow the detection in dead zones between two neighboring 
PSPMTs and to reduce the light loosing. This partially reduces the high 
imaging performance of individual PSPMTs. 

The best performance of this gamma camera assembly can be 
obtained only by a NaI(T1) scintillating array with a pixel size of 1.8 mm, 
to allow the full crystal pixel identification in dead zone and to limit the 
worst energy resolution value down to 20%. The Flat panel PMT is 
designed to solve the limitation arisen from the previous PSPMT 
generations. In fact, it can be assembled in array with an improved 
effective area up to 97% and fixing the photocathode glass window 
thickness down to 2 mm. In Fig. 9.5 the upgrading steps in obtaining 
large detection areas are schematically shown. 
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In Table 9.1 we summarized and compared the main characteristics of 
the three PSPMT generations. It is worthy to note the superior 
performance of the second generation and that Flat panel PMT could be 
the best trade-off between compactness, large detection areas, anode size 
(6 mm), effective area (packing density), spatial resolution and position 
distortion. 

Packingdensity (effectivearea/outersize) ( X )  
5 inch 1 inch R7COO 2 inch Flat panel 
57 71 9 0  

Fig. 9.5 Schematics of the upgrading steps in large detection PSPMT of different 
generations (from Pani, [24]). 

9.3 Signal Read Out Methods and Scintillation Crystals 

Two methods are usually employed for reading out the charge collected 
by PSPMT anodes: independent anode (crossed wire or array) and 
resistive chain. The first method is based on connecting each anode to an 
individual independent electronic chain consisting of preamplifier, 
amplifier and shaper[27, 28, 301. All anode signals are AD converted 
and usually stored in an acquisition system that provides data analysis 
and image processing. 

The advantage offered by this method is the best image quality by 
correcting, distortions due to anode gain variation and light distribution 
truncation. The main disadvantages are the count rate limitation and high 
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cost arising from the number of electronic channels. In the resistive chain 
method the anodes are directly connected through a resistive network 
(see Fig. 9.6) and position signals are read out from the two ends for both 
the X and Y directions [31]. 

Table 9.1 : Summary of main characteristics of PSPMT generations (from Pani, [24]). 

Parameter Flat-Panel 3” R2486 5” R3292 R5900 R7600 
M64 CS/C12 

Window 
thickness (mm) 
Dynode structure 

Dynode number of stage 

Anode structure 

Number of anodes 

Pixel size1 pitch (mm) 

Effective area (mm2) 

Outer size (mm2) 
PMT thickness (mm) 
Intr. charge spread 
(mm - FWHM) 

Packing density (%) 
(effective aredouter 
size) 

Cathode luminous 
sensitivity (mA/Lm) 

Gain 

Anode dark current 
(nA) 
Time response 
Transit time (ns) 

Uniformity among 

2.8 3.2 6 

Metal Proxi Proxi 
channel mesh mesh 

12 12 12 

Multi 
anode 

64 (8x8) 

5.616.0 

49x49 

51.7x51.7 

15.5 

<l? 

Crossed 
wire 

16+16 

3.75 

50 diam 
76 diam 

55 

7 

Crossed 
wire 

28+28 

3.75 

100 diam 
132 diam 

113 

11 

90 43 57 

80 80 80 

3.106 1 o5 1 o5 
96 20 40 

5 17 ? 

1:3 1 :4 1:4 

1.5 

Metal 
channel 

12 

Multi 
anode 

64 (8x8) 

212.25 

18.1x18.1 

26x26 

20.1 

<1 

48 

70 

3.105 

12.8 

5 

1 :5 

0.8 

Metal 
channel 

11 

Crossed 
wire 

4+416+6 

515.513.6 

22x22 

26x26 

20.1 

<1 

71.6 

70 

7.105 

2 

5 

1 :4 
anodes 
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The advantages are a very simple electronic read out (only four channels) 
and a high count rate. Unfortunately the resistive method introduces 
noise, usually depending on the number of resistances, producing a 
worsening of spatial resolution values and of position linearity response 
in particular for low scintillation signals and for low signal to noise ratio 
of PSPMT response. An alternative resistive chain method consists of 
applying the resistive network after having amplified and shaped all 
anode signals respectively [24, 321. It strongly improves the image 
quality. 

Y2 

Fig. 9.6 Resistive chain read out (from Hamamatsu, [29]). 

Fig. 9.7 CsI(T1) scintillation arrays manufactured by Hilger Crystal. 
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The best image performances are obtained by coupling scintillation 
arrays to PSPMT. Though they were firstly introduced for PET 
applications by using standard small PMT, the first application at 
140 keV on PSPMT was carried out by Truman et a1 [33] in 1993, 
utilizing a multi anode electronic read out. In the same year Pani et a1 
[34] proposed the use of YAP:Ce scintillating arrays with pixel size as 
small as 0.6 mm and obtaining submillimeter spatial resolution values 
for SPECT applications. Afterwards a number of manufacturers were 
involved in manufacturing scintillation arrays with different areas, pixel 
sizes, thicknesses and scintillation materials. Measurements obtained 
coupling them to different PSPMT generations are reported elsewhere 
[35-38,41,42]. An example of such arrays is show in Fig. 9.7. 

They led to a distribution of scintillation light close to the pixel size. 
The intrinsic spatial resolution values linearly depend on the pixel size 
and on the additional thickness of light guide [19, 431. The spatial 
resolution is also related to light output as the square root as, in 
principle, the energy resolution. The array scintillation light output is 
affected by a number of factors, like light trapping effects produced by 
the geometrical form factor (pixel side to height ratio), pillar surface 
treatment and reflective material. Due to the trade off between machining 
costs and array light output performance, relative energy resolution 
values are often worse than 20% at 140 keV gamma ray irradiation. 

The last advance is represented by the recent development of NaI(T1) 
array with pixel size varying between 1 mm and 3 mm. Such production 
was previously obstructed by machining difficulties related to the 
hygroscopicity and cleavage plane of the material. Such arrays offer a 
higher light output allowing one to obtain energy resolution close to the 
intrinsic ones (10% at 140 keV). Unfortunately they need a housing with 
a crystal glass window to protect the array from humidity, that further 
spreads the light distribution on photocathode. Crystal pixel 
identification (ID) means that the intrinsic spatial resolution of the 
detector or the error by which the light centroide position is measured, is 
always better than the crystal pixel side. A good pixel ID allows an 
accurate correction of the gamma camera response only by a flood field 
irradiation measurement, for gain uniformity, position distortions as well 
as for uniformity counting. The spatial resolution of the gamma camera 
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is then related to the crystal pixel size and the FOV usually almost 
coincident with the PSPMT active area. For a better understanding of the 
PSPMT technological advances and their consequence on the quality of 
gamma ray imaging, measurements obtained from Flat Panel PMT are 
presented. They are also compared with the analogous ones obtained 
from previous generations of PSPMT. A multi-anode read out electronics 
are utilized with an acquisition system based on 1.5 MHz National 
Instruments AT-MI0 Analogue to Digitalconverter (ADC) mounted on 
host PC. The irradiation tests were performed by a Co57 radioactive 
point source. 

To compare imaging performances of different generations of 
PSPMT, NaI(T1) scintillation array with 48x48 mm2 area, corresponding 
to a 1 . 8 ~ 1 . 8 ~ 6  mm3 pixel size, was coupled to five inch PSPMT (R3292 
first generation), to one-inch PSPMT 2x2 assembling (R7600-C12 
second generation) and finally to the Flat Panel PSPMT. In Fig. 9.8 are 
shown the raw images obtained by (2057 flood field irradiation. 

I a c I 
Fig. 9.8 Overall NaI(T1) flood field irradiation images. (a) Flat Panel PMT, (b) R7600-12 
2x2 PMT array, (c )  R3292 PMT (from Pani, [39]). 

These images clearly show how Flat panel represents a trade off 
between the two previous generations. In fact five-inch PSPMT image 
has the worst pixel ID and the best position linearity (due to the single 
large area photocathode). On the contrary 2x2 assembling (R7600-C 12 
second generation) shows the best pixel ID but large image distortions 
arising from the lack of photocathode between PMT neighbors. 

The final image reconstruction is based on the crystal pixel 
identification (ID) on the raw image by which, individuating ROIs 
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related to interaction events in a fixed pixel crystal, it is possible to 
reconstruct an image corrected for position distortions and anode gain 
variation. The final reconstructed image, has an intrinsic spatial 
resolution value corresponding to the scintillator array pixel size. 

To understand the process of image formation, the charge 
distributions generated by a crystal pixel irradiation and collected by Flat 
panel PMT anodes are shown in Fig. 9.9 for NaI(T1) and CsI(T1) array 
respectively. The NaI(T1) pixel shows a 8 mm FWHM spread versus 5 
mm FWHM spread of the CsI(T1) pixel. The raw image formation is 
strongly affected by anode size, charge spread and light output intensity. 

P"T 3'3r . .  

Fig. 9.9 Charge distribution collected on Flat Panel PMT anode from 1.8 mm NaIC I) 
pixel side with 3 mm optical guide (left) and from 3 mm CsI(T1) pixel side (right) (from 
Pani, [24]). 

Another imaging performance comparison between different PSPMT 
generation is shown in Fig. 9.10 in which 16x16 CsI(T1) scintillation 
array (1.4x1.4 mm2 pixel size) was coupled to both Flat Panel and R2486 
3 inch PSPMT and irradiated by 57C0 flood field. Raw images show the 
superior performances of the last generation PSPMT in term of spatial 
resolution and crystal pixel identification. 

In conclusion Flat Panel shows good image performances, generally 
better than the previous generation of PSPMT. Considering present 
technological limits, Flat Panel PSPMT could be the best trade off 
between gamma camera imaging performances, compactness and large 
detection areas. Compactness represents the major advance making it 
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attractive for the development of new photodetector applications in the 
future. 

Fig. 9.10 57C0 flood field irradiation raw image of 16x16 CsI(T1) scintillation array - 
1.4x1.4 mm2 pixel size. Flat Panel PMT (left) and R2486 PSPMT (right) (from Pani, 
[401). 

9.4 The Role of Compact Imagers in Clinical Application 

Diagnosis and treatment of cancer at early stage of development, 
increases outlook of long term survival. Currently, X-ray mammography 
represents the principal method of detecting breast cancer. Unfortunately, 
X-ray mammography is not an ideal examination, because its diagnostic 
accuracy is below 100% and therefore many patients are undergoing 
unnecessary biopsies. Some of them can be avoided by exploiting the 
capabilities of 99”Tc-MIBI Scintimammography (SM) [44, 451. Breast 
imaging with radionuclides was being explored as a possible secondary 
method of screening for cancer. The imaging of breast cancer with 
radionuclides depends on the increased uptake of a radiopharmaceutical 
by malignant lesions, when compared with surrounding tissue or benign 
masses. The present standard scintimammographic technique was 
introduced for the first time by Khalkhali in 1993 [44]. It is named Prone 
ScintiMammography (PSM) and consists of positioning the gamma 
camera in lateral view of the body with the patient in prone position and 
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the breast pendulant. Although very encouraging initial results pointed to 
the great potential of scintimammography in aiding the diagnosis of 
breast abnormalities, the detection limit of invasive carcinoma by 
standard prone technique appears to be 2 1 cm diameter. The limited 
sensitivity for small cancers is mainly due to the inadequate positioning 
capability of standard scintillation camera, not ideal for breast imaging. 
In particular the low spatial resolution (3 mm typical resolution limit) 
and the lack of a close tumorkollimator positioning (see Fig. 9.11) 
reduce breast lesion contrast in current imaging system. In whole body 
or brain imaging, the spatial resolution of a typical gamma camera 
system is limited by the collimator hole size, since major portions of the 
object are more than 5 cm, and up to 15 cm, from the surface of the 
collimator. However, as shown in Fig. 9.11, an imager designed 
specifically for scintimammography can reduce the source-detector 
distance, increasing the sensitivity of SM to lesions with diameter less 
than 1 cm ( Tla  and T lb  cancers). 

Qi 
Fig. 9.11 Prone Scintimammography (left) and SPEM (right) techniques (from Garibaldi, 
[521). 

To this aim Scopinaro and Pani [46-511 demonstrated how a small Field 
of View (FoV) gamma camera, with very high intrinsic spatial resolution 
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(1.7 mm), located close to the tumor by breast compression, increased 
the sensitivity up to 80% in tumors sized I 1 cm [7] without apparently 
reducing the scintimammography specificity. On the contrary the results 
obtained in smaller lesions (Tla) remained unsatisfactory. The new small 
FOV scintigraphic detector was specifically developed by Pani in 1995 
[46, 54-58] for a new technique called Single Photon Emission 
Mammography (SPEM) that allows one to obtain scintigraphies in 
similar view and technical conditions (as breast compression) of X-Ray 
mammography. 

The small FOV gamma camera consists of an array of CsI(T1) 
crystals coupled to 5” Position Sensitive Photomultiplier Tube (PSPMT) 
Hamamatsu R3292. The crystal was especially studied and designed by 
Pani et a1 [48] and developed by Hilger Crystal (Great Britain). It has a 
circular shape, 11 cm diameter and 3 mm thickness with an epoxy ring of 
5 mm. It consists of more than 2300 elements with a pixel size of 
2x2 mm2. Each individual is covered by diffusive white reflector (epoxy) 
and an overall dead zone of 0.25 mt-n allows a complete optical 
insulation between crystal elements. The camera was positioned with the 
crystals upward. Images were acquired with the patient positioned in 
front of the camera. The breast, after having been positioned on the 
collimator, was mildly compressed with a dedicated lead shield, as 
shown in Fig. 9.12 1541. 

Fig. 9.12 The :amera. 
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In addition to compression, this lead plate also provided the shielding of 
the camera from radiation arising from the thyroid and upper torso. The 
spatial resolution of the detector results are better than 2.7 mm at 0 cm 
Source-Collimator-Distance (SCD) and better than 4 mm between 2 and 
3 cm. The intrinsic spatial resolution values ranged between 1.6 and 
1.8 mm. 

The relative energy resolution of a single spot irradiation was 17%. 
Final pulse height correction of the flood field spectrum produced a 
relative energy resolution better than 19% depending on PSPMT 
selection. 

To demonstrate the improvement introduced by SPEM gamma 
camera, the same patients were imaged by prone SM and SPEM 
respectively. To this aim 14 patients were enrolled for in vivo 
measurements, five patients of those with breast tumors sized between 5 
and 7 mm, were correctly diagnosed by SPEM camera, in contrast to 
(2/5) by prone SM. The results have been analyzed, using the 
histological findings as a gold standard. Breast images and tumor SNR 
values were then compared. Furthermore some patients were imaged 
with breast compressed and uncompressed under craniocaudal projection 
in SPEM obtaining 7.5 f 0.5 cm and 5.0 0.2 cm mean thickness values 
respectively. The results of clinical data are shown in Fig. 9.13. 

T 
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Tumor size (cm) 
Fig. 9.13 Tumor SNR values obtained from clinical measurements by SPEM camera 
(craniocaudal projection) and Anger camera (PSM) respectively (from Pani, [ S 3 ] ) .  
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The SNR values obtained by SPEM with the breast compressed in 
craniocaudal projection are higher than prone SM of about a factor two. 
In particular tumors less 1 cm sized, imaged by SPEM, show SNR values 
between 7 and 20, largely distributed over the visibility limit (SNR=5). 
On the contrary, prone SM tumor SNR values ranged between 3 and 10 
confirming the lack of sensitivity for less than one cm in size. 
Furthermore, compression allows the separation of overlapped objects as 
it is clearly visible in the images shown in Fig. 9.14 for 7 mm tumor 
detection. A comparison with PSM image shows the lack of tumor 
detection of standard gamma camera for the same patient. 

RCC u n m p  R E  m p m  PSM 
Fig. 9.14 Right breast carcinoma 7 mm sized: SPEM camera 9 9 m T ~  Sestamibi 
scintimammograms with uncompressed breast (a) and mildly compressed (b). Into the 
circle the lesion is shown as a more enhanced area of increased uptake of tracer. PSM 
image (c) (from Pani, [53]).  
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Fig. 9.15 Energy spectrum from the same tumor ROI of compressed and uncompressed 
breast. Tumor size: 5.5 cm (from Pani, [53]). 

376 



Nuclear Medicine: Special Applications in Functional Imaging 

A further analysis on the effectiveness of breast compression is shown 
in Fig. 9.15 where the detected spectra are shown. In this case the large 
tumor size combined with the large variations in breast thickness 
(4.5 cm) shows an impressive counts increasing of the signal (full energy 
peak) with respect to Compton background. The lack of breast full FOV 
is the main limitation of this gamma camera. To overcome this 
limitation, Pani recently proposed a novel gamma camera based on that 
of Anger Camera but substituting conventional PMTs with compact 
PSPMTs [26]. In this way it is possible to utilize narrow scintillation 
light distributions and the position detection in the dead space between 
PMT neighbors. The main advantages offered by the proposed new 
design are: very low detector thickness (< 3 cm), light weight, small dead 
boundary zone (3 mm) and no limitation in shape and size of active area. 
Large compact gamma cameras based on one inch PSPMT up to 7x8 
array have been currently developing. 

To overcome both the limit of poor X-Ray mammography specificity 
and the poor scintimammography sensitivity, an Italian group proposed 
[59, 601 a combined SPECT-CT tomographic imager working in the 
same geometrical condition. Combined modalities allow both the 
functional and the morphological image that could be extremely 
important for increasing the diagnostic information of each modality. 
The basic idea is to integrate the SPECT technique with a CT scanner by 
using a high-resolution compact gamma camera and a quasi- 
monochromatic X-ray system. The tomographic technique used for both 
CT and SPECT was around the Vertical Axis Of Rotation (VAOR) [61] 
with the breast in prone position. It seems to be a promising alternative 
method with respect to traditional SPECT and to planar PSM. SPECT 
scanner was based on compact gamma ray detector modules located in 
close proximity to the breast and lodging in the breast inter-space, to 
work close to the chest wall and to minimize the tumor to collimator 
front distance. Furthermore the existence of an optimum energy range for 
X-ray CT has been theoretically demonstrated by determining the 
energies that give the highest signal-to-noise ratio (SNR) for fixed 
absorbed dose [62]. The optimum energy depends on object size and 
composition and on the detector efficiency; hence monochromatic (or 
quasi-monochromatic) X-ray sources with tuneable energy was used [63, 
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641. The schematic diagram of the combined SPECT-CT prototype is 
shown in Fig. 9.16. The tomographic system consisted of a toroidal ring 
with a useful diameter of about 13 cm. The VaoR SPECT system 
consisted of two detector module positioned in opposite position each 
one consisting of a new compact Position Sensitive Photo Multiplier 
Tube (PSPMT) Hamamatsu R7600-00-C8 coupled to Hilger CsI(T1) 
scintillating array. The polychromatic X-ray beam produced by the W- 
anode X-ray tube was monochromatized via Bragg diffraction using a 
single highly oriented pyrolytic graphite mosaic crystal. With this 
assembly, the crystal-to-X-ray tube focus distance was 130 111111. The X- 
ray detector was based on an array of ultra fast ceramic scintillators seen 
by photodiodes, manufactured by Siemens for last-generation CT 
scanners [65]. 

Fig. 9.16 Photograph of the SPECT-TC scanner. (From Gambaccini, [69]) 

The optimal energy to detect a tumor of 5 mm was found at 28 keV, and 
the required statistics was achieved by a tube current of 10 mA, with an 
exposure of 0.66 s for each angular step, to obtain a scan time of about 1 
min per slice. The imaging capability of the full-size prototype were 
tested with a phantom specially designed and built consisting of two 
plexi-glass cylinders. The outer cylinder contained a Tecnetiated 
hydroalcoholic solution whose X-ray attenuation properties are similar to 
those of breast tissue; the inner cylinder was filled with Tecnetiated 
water to simulate a tumor. The characteristics of such a liquid phantom 
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enables one to obtain tomograms from both transmission and emission 
signals. Reconstructed images by the compact modules strongly 
enhanced the contrast of tumor less 1 cm sized, with respect to planar 
geometry. The preliminary results shown that single photon compact 
ring tomography can allow an exact tumor 3D localization if combined 
with a transmission tomography. 

Several techniques of radioguided surgery, including sentine 1 node 
biopsy and laparotomic radioguided or radioimmunoguided surgery, start 
to investigate very compact imaging devices instead of the traditional 
Anger cameras or single-channel probes that only detect or count 
radioactivity. When images are needed, nuclear physicians generally use 
a combined approach: first scintigraphy with a gamma camera, then 
intraoperative localization and counting with a probe. PSPMT has 
allowed the reconstruction of a miniaturized high-resolution gamma 
camera which can produce one -square-inch images; as an intraoperative 
probe portable and light [66, 67,681. It actually is small enough to be 
used as a probe and large enough to give an image. The weight of the 
entire head is 0.8 kg. It is possible to achieve a scintigraphic image with 
energy window selection which could be important for scattering 
rejection in particular working conditions. The sensitivity of the imaging 
probe is about 1325 cpdpCi at 140 keV. Its spatial resolution is 3 mm 
FWHM, with 20% energy window centered on 140 keV. The 
miniaturized gamma camera called imaging probe (IP) that can be held 
in only one hand, has been used for a short time on a number of patients 
to improve the lymphoscintigraphic localization of the sentine 1 node 
(SN) in breast cancer. In 5 patients over 53 studied, standard breast 
lymphoscintigraphy, with ultra-sound or X-ray-guided, peritumoral 
injection of 0.5 mCi of 99mTC nanocolloids in 0.2-0.5 ml failed to show 
the SN on gamma camera images that had been acquired in anterior. A 
common problem using 99mTc-nanocolloids instead of Albures 99mTc, 
in breast cancer SN localization, is the detection of more than one node 
rather than the lack of them.. The short diagnostic study suggested a 
certain degree of specific experience to correctly and usefully work with 
the intraoperative probe. 
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SMALL ANIMAL SCANNERS 
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10.1 Introduction 

The development of dedicated tomographic scanners for experimental 
animal studies is a field in great expansion. The potential of PET and 
SPECT imaging in small animals [l-111 has led to the design of several 
specialized small animal imaging systems [ 12-35]. Some of these will be 
described in detail below, emphasizing the differences in their design and 
reasons of the choices made. Both PET and SPECT provide non-invasive 
methods to perform in-vivo radiopharmaceutical studies, molecular 
imaging, gene therapy and to evaluate tumor therapy results. Due to the 
reduced dimensions of small animals, sensitivity and spatial resolution 
must be very good. Typically the organs under study are small, the 
animal's metabolic rate is high and the activity used is relatively low. 

Although sensitivity and spatial resolution in PET is generally better 
than in SPECT, PET has the drawback of needing a cyclotron nearby or 
ideally in the same research centre for producing the necessary short 
lived radioisotopes. This is particularly true for studies with "C and I5O 
whose half lives are respectively 20 and 2 minutes. On the other hand the 
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radioisotopes necessary for SPECT are easier to obtain. Both techniques 
are therefore interesting and the design of such small animal scanners 
will be discussed in the following sections. 

High resolution position sensitive detectors will first be briefly 
overviewed to have a better understanding of the choices made by the 
various research groups. 

10.2 Position Sensitive Detectors 

10.2.1 Gamma-Ray Detection 

Firstly let us review the most important aspects of scintillator detectors. 
Although some existing scanners have adopted other detector techniques, 
scintillator cameras are the more widely used detectors. 

100 i\ 

0.01 
I 2 3 4 5 6 7  ' 2 3 4 5 6 7  ' 

0.01 0.1 1 
Energy (MeV) 

Fig. 10.1. Gamma ray mass attenuation coefficient in NaI(T1) as a function of gamma ray 
energy. The density of NaI(T1) is 3.76 g/cm*. Data are taken from EGSnrc simulation 
package. 
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The dominant interactions of a gamma ray with matter, at the 
energies of interest (100 - 600 keV), are the photoelectric and Compton 
interactions. As an example, in Fig. 10.1 we plot the photoelectric, 
Compton and total mass attenuation coefficients for NaI(T1) scintillator, 
in cm2/g, as a function of energy. The dashed line represents the 
Compton mass attenuation, the dotted line represents the photoelectric 
mass attenuation and the continuous line represents their sum. 

From Fig. 10.1 one can see how the Compton interaction does not 
depend strongly on the energy of the gamma ray whereas the 
photoelectric interaction decreases rapidly with increasing energy of the 
gamma ray. It must also be noted that there is a discontinuity in the 
photoelectric mass attenuation coefficient. In this example the 
discontinuity falls at 33.169 keV, which corresponds to the K-shell 
energy for iodine present in the scintillator material. The higher the 
atomic number Z of the elements composing the scintillator the higher 
will be the energy at which the photoelectric mass attenuation will have a 
discontinuity. 

In the example, the energy dependence shows that at energies below 
250 keV the photoelectric effect dominates whereas at energies above 
about 250 keV Compton scattering dominates. Away from the K-edge 
discontinuity, the photoelectric probability, as a function of energy, can 
be approximated by the expression 

P(E)= E-5'2 (10.1) 

For a given gamma ray energy, the photoelectric interaction also 
depends strongly on the atomic number Z of the material and can be 
approximated with the expression 

P(Z)  = Z" (10.2) 

where n is a number between 3 and 4. To enhance the photoelectric 
probability, high Z materials must therefore be used. 

After a photoelectric interaction the atom will have a vacancy in an 
electron shell normally complete and must reorganize itself. It will do so 
by either emitting characteristic X-rays, corresponding to atomic level 
transitions, or by the emission of an electron (called Auger electron) due 
to the direct transfer of the atomic excitation energy to one of the outer 
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electrons. In high Z materials the X-ray emission is dominant as can be 
seen in Fig. 10.2. These X-rays will have an energy value just below the 
K-edge where the linear mass attenuation is at a local minimum and will 
therefore travel relatively far compared to X-rays just above the K-edge 
discontinuity. In BGO scintillator (see Table 10.1) these X-rays have 
energies of 76 keV and 88 keV and their gamma mean free path in BGO 
is about 1 mm. 

0.0 ' I I I I I 
20 40 60 80 100 

Atomic number 

Fig. 10.2. Probability to get fluorescent photon following a K-shell vacancy due to a 
photoelectric interaction as a function of atomic number, Z. Data are taken from EGSnrc 
simulation package. 

The Compton interaction, on the other hand, depends principally on 
the electron density n, in the material, which can be expressed as 

n, = (10.3) 

where p is the scintillator mass density, NA is Avogadro's number and 
Z/A is the ratio of the atomic number and the atomic mass, which is near 
0.5 for all materials. The important physical parameter for Compton 
interaction is therefore the mass density. 

In general, the higher the Z of the material, the higher is the energy at 
which the Compton interaction probability crosses the photoelectric 
interaction probability. 
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In Fig. 10.3 are shown the Compton and photoelectric fractions as a 
function of the atomic number for two energies of interest: 140.5 keV 
and 5 1 1 keV. 

As can be seen, above Z =: 30, more than 50 % of the 140.5 keV 
gamma rays will undergo a photoelectric interaction whereas one needs 
to go as high as Z =: 80 to find the cross over between photoelectric and 
Compton interaction at 511 keV. From these graphs it is clear that 
detecting the 5 11 keV gamma rays is somewhat more troublesome than 
detecting lower energy gamma rays. 

1 .o 

0.8 

1 0.6 
a 
U 
fl 
0 ' 0.4 

c - 

0.2 

0.0 

20 40 60 80 
Atomic number 

Fig. 10.3. Photoelectric and Compton scattering fractions as a function of atomic number 
for two energies of interest: 140.5 keV and 511 keV. Data are taken from EGSnrc 
simulation package. 

In high spatial resolution imaging systems the incoming gamma must 
be absorbed in a very small region. Ideally, there should only be a single 
interaction within the detector. Two strategies can be adopted for this: 
use high Z materials (usually also rather dense) to increase the 
photoelectric probability and confine scattered gamma rays; use high 
density, low Z materials to take advantage of a single Compton 
interaction within the detector. 
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Once gamma rays have participated in any interaction, two 
fundamental quantities which must be considered for gamma ray 
imaging are the number of scintillation photons detected per MeV of 
energy deposited in the scintillator and the scintillation decay time. 

In gamma spectroscopy the amount of light generated in the 
scintillation process is proportional to the energy E deposited by the 
ionizing electron (this is not usually true for highly ionizing particles 
such as protons and alpha particles) and, when characterizing a 
scintillator, is referred to as the photon yield. The amount of light 
generated is directly related to important measurable quantities such as 
the energy resolution, spatial resolution and timing resolution of a 
detector. 

Since Poisson statistics governs most scintillator materials’ light 
emission [42], the relative energy resolution can be expressed by 

(10.4) 

where N,.,(E) is the total number of primary photoelectrons generated at 
the photocathode of the light readout system, for a given energy 
deposit E. 

Usually in the measurement of the position of an interaction, the 
centroid of the light distribution is at the basis for the determination of 
the position of any interaction, and since the light distribution will be 
populated by a finite number of scintillation photons, the spatial 
resolution will statistically fluctuate. From the central limit theorem [42], 
the error on the centroid’s coordinates depends inversely on the square 
root of the total number of primary photoelectrons Np,e,(E), generated at 
the photocathode and depends linearly on the size a of the light 
distribution reaching the photocathode itself. This can be written as: 

(10.5) 

h Fig. 10.4 is shown the spatial resolution of a position sensitive 
photomultiplier as a function of the number of incident photons in a 
given small area, showing clearly the statistical dependency of the spatial 
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resolution which results in a straight line with slope 1/2 on a log-log 
graph. 

1 o2 loJ lo" 

NUMBER OF INCIDENT PHOTONS (photmdevent) 

Fig. 10.4. Spatial resolution of Hamamatsu R2486 position sensitive photomultiplier [43] 
as a function of the number of incident photons on a 1 mm diameter surface. The 1/fi 
dependency is clearly shown by the slope of the curve on a log-log graph. Graph taken 
from Hamamatsu R2486 position sensitive photomultiplier tube data sheet. (Reprint 
authorized by Hamamatsu Photonics, Japan.) 

Lastly, the ultimate timing resolution which can be obtained with a 
scintillator depends both on its light yield and on its decay time. By 
triggering on the first photoelectron the smallest timing uncertainty 
which can be achieved with a scintillator is given by the expression [46] 

(10.6) 

where z is the decay constant of the scintillator and N,.,(E) is the total 
number of photoelectrons generated at the photocathode by the light 
readout system for a given energy deposit E. This expression derives 
from the time fluctuation between the interaction instant to and the 
emission of the first photoelectron. 

Summarizing, the characteristics for an imaging scintillator detector 
should be: 

391 



G. Zuvattini, A. Del Guerra 

High detection efficiency. 
High fraction of single interaction. 
High light output for good energy resolution. 
Fast scintillation decay time and high light output for fast timing 
and event throughput (if needed). 

Table 10.1 lists some commonly used inorganic scintillators in PET 
and SPECT. The photoelectric fractions for 140.5 keV and 511 keV 
photons are also reported. As can be seen, the scintillator with the highest 
photoelectric fraction is BGO. This is due to its bismuth content with an 
atomic number Z of 83 resulting in an effective Z of 75. Even in this 
case, though, the photoelectric fraction is only 44%. The rest of the 
interactions are Compton scattering. Unfortunately this scintillator does 
not produce a large quantity of light, secondly its decay time is rather 
long and thirdly the high index of refraction makes it difficult to 
efficiently collect the light onto a readout system. These characteristics 
limit the energy resolution, the spatial resolution and the timing 
performances of a BGO system. At the opposite extreme of the atomic 
number scale is YAP:Ce with an effective Z of 32. At 5 11 keV only 
4.4% of incident gammas will undergo a photoelectric interaction. 

Table 10.1. Physical properties of some scintillator commonly used in PET and SPECT 

Material NaI(T1 BGO LSO CsI(T1) YAP:Ce 
Density g/cm3 3.76 7.13 7.4 
Atomic numbers 11,53 83,32,8 7 1,323 
Photoelectric fraction 
@ 140.5 keV 84% 94% 92% 
@ 511 keV 18% 44% 34% 

Decay time (ns) 230 300 40 
Peak emission 410 480 480 
wavelength (nm) 
Index of refraction 1.85 2.15 1.82 
Comments 

Light yield %NaI(Tl) 100 15 75 

Hygroscopic low light and intrinsic 
slow background 

4.5 1 5.37 
55,53 39,13,8 

87% 46% 
22% 4.4% 
45 55 
1000 27 
565 370 

1.80 1.95 
high light but medium Z 
slow for PET scintillator 

400 cps/cm3 
*The light yield for NaI(Tl) is 38000 photonsA4eV 
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10.2.2 Scintillator Based Position Sensitive Detectors 

Ideally, for the correct position determination of an event, a gamma ray 
must interact only once within the detector. As discussed above, at 
140.5 keV the situation is quite favorable for the photoelectric interaction 
but at 5 11 keV even BGO scintillator will not satisfy this condition. The 
scattered photons will then travel a certain distance, interact a second 
time, and so on. Furthermore K-shell fluorescences will almost always be 
emitted in high Z materials. These X-rays will also contribute to the 
deconfinement of the deposited energy. The different interactions, 
distributed within the detector, will each generate light, which will then 
be collected by the readout. 

The readout system usually will not distinguish between the different 
interactions and the reconstructed position will be the weighted average 
of the position of each single interaction where the weight of each 
interaction is given by the deposited energy Ei. 

ZE;yi Y =  
ZEi 

(10.7) 

These coordinates will generally differ from the first interaction 
coordinate because of scattering and photoelectron statistics. 

If the dimensions of the light spot incident on the photocathode has 
standard deviations ox and o,, along two perpendicular axes, and the 
finite number of photoelectrons generated at the photocathode is &JE), 
the statistical indetermination in the reconstructed coordinates can be 
approximated by 

(10.8) 

393 



G. Zavattini, A. Del Guerra 

From these expressions it is clear that the more concentrated is the light 
spot and the higher the number of photoelectrons collected, the better 
will be the coordinate determination. 

To determine the coordinates of a gamma ray interaction using a 
scintillator detector there are two commonly used crystal configurations: 
a continuous scintillator and a crystal matrix. 

10.2.2.1 Continuous scintillators 

The first configuration is to use a thin continuous large area crystal. The 
thickness of the crystal will determine how much the light spot will 
expand before reaching the window of the light readout system. Since the 
index of refraction of inorganic scintillators is usually higher than the 
index of refraction of the light readout entrance window, only the light 
emitted within a cone whose semi-aperture is given by the total internal 
reflection angle will be collected. If the backside of the crystal is made 
reflective, then a second cone with the same angular aperture will also 
reach the readout window. 

A schematic drawing showing such a situation is shown in Fig. 10.5. 
Considering that the window has the lower refractive index, the total 
internal reflection angle will be given by 

(10.9) 

where nscin is the index of refraction of the scintillator and nwindow is the 
index of refraction of the window material (we are assuming that the 
refractive index of the optical coupling grease is greater than nwindow). The 
rest of the light produced in the scintillation process will remain trapped 
inside the scintillator and eventually be absorbed. The average diameter 
of the light cone entering the photomultiplier window is therefore a 
function of the thickness of the scintillator and of the depth of 
interaction. An estimate of this diameter is 

= 2dtan i?t.i.r (10.10) 

where d is the thickness of the scintillator. 
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In PET detectors the thickness of the crystal scintillator must be at 
least a centimeter (in the case of BGO) to maintain a reasonably high 
efficiency and therefore the light cone reaching the photomultiplier 
window will also be of that order. In SPECT, though, thinner crystals, of 
the order of 1-2 111111, can be used allowing good spatial resolution. 

Fig. 10.5. Schematic drawing showing how the thickness of a scintillator will affect the 
light spot reaching the photocathode window. 

A difficulty in using this kind on position sensitive detector is its 
spatial calibration. All readout systems introduce image spatial 
distortions and must be corrected for. In addition to this, the response of 
both the crystal and the photocathode are never uniform and must also be 
calibrated. An external source must therefore be placed in front of the 
detector in various accurately known positions and the response 
determined point by point. This process is long and tedious and must be 
regularly performed for quality control. 

10.2.2.2 Matrix crystals 

The second configuration is to use a crystal matrix composed of many 
small section, optically isolated crystals. In this case each crystal element 
acts as a light guide and keeps the light concentrated within a small 
surface area. There is a limit to the aspect ratio which can be used due to 
the large number of reflections which the light must undergo to reach the 
readout: eventually all the light will be lost. A schematic drawing of the 
light propagation and a photograph of a 6x6 cm’ crystal matrix are 
shown Fig. 10.6. 
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One of the properties of crystals with a high aspect ratio (small 
section respect to the length) is that an interaction within a single matrix 
element will produce light that will reach the photocathode with a 
uniform distribution over its section. The light spot reaching the readout 
system will therefore have the dimensions of the single pixel. Pixels with 
sections as small as 1x1 mm2 can now be obtained, to be compared with 
the light spot obtained with a continuous crystal. In SPECT the systems 
are comparable but in PET it is almost a necessity to use pixellated 
crystals. 

Fig. 10.6. Schematic drawing showing the light confinement in a matrix element and a 
photograph of a 6x6 cm’, 3 cm thick YAP:Ce matrix with a 2 rnm pixel size. 

Since the light distribution reaching the readout window is uniform 
over the section of an element and is independent of the interaction 
position within the element, the image as seen by centroid based light 
readout system is a matrix of discrete spots. The dimensions of the spots 
in the image are governed by expression (10.8) and determine the spatial 
resolution of the photomultiplier, not the spatial resolution of the detector 
block. Their dimensions depend on the amount of light reaching the 
photocathode window and the dimensions of the light spot. 

This is a great advantage in calibrating the system both for spatial 
distortions and for energy response. In fact any source illuminating the 
entire matrix will allow spatial distortion corrections, energy calibration 
of each element and efficiency determination. An example of the image 
generated by a 8x8 crystal matrix of CsI(T1) with a 57C0 source is shown 
in Fig. 10.7. The pixel pitch is 2.5 mm and the thickness of the matrix is 
5 mm. 
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Fig. 10.7. Image of a CsI(T1) crystal matrix as seen by a position sensitive 
photomultiplier. The pitch of the matrix is 2.5 111111. 

10.3 Single Photon Emission Computerized Tomography (SPECT) 

In single photon emission computerized tomography, the radiotracer 
emits a single gamma ray isotropically. When a gamma ray is detected, 
one has no information about its direction or line of flight. To determine 
the line of flight of the detected photons the simplest technique is to 
place a collimator in front of the detector. Different kinds of collimators 
can be designed based on the geometry of the holes: pinhole, parallel- 
holes, converging or diverging holes. 

Not many dedicated small animal SPECT scanners have been 
developed as yet. At the moment there is greater attention towards the 
development of small animal PET scanners maybe because of its 
potentially higher sensitivity and generally good spatial resolution. 
Pinhole SPECT scanners have actually shown very high spatial 
resolution capabilities, even below 1 mm. Due to their very small useful 
field of view, though, the use of these scanners is usually limited to 
imaging mice. 

Technically SPECT scanners are somewhat simpler than PET 
scanners because of several reasons: 

The lower energy of the gamma rays to be detected, with respect to 
PET: 
The simpler electronics because of the absence of coincidences; 
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Low acquisition rate. 
In small animal imaging the spatial resolution must be very good to 

be able to distinguish small details. As we will see below, the spatial 
resolution depends on the solid angle subtended by the collimator holes. 
Since the radioisotopes used in SPECT emit radiation isotropically a 
problem emerges: a high spatial resolution implies a small solid angle 
and therefore a small fraction of the emitted radiation will be selected 
through the collimator. For very high spatial resolution collimators the 
efficiency can be as low as a few parts in 

The design of a collimator depends on the energy of the radiation to 
be detected. One of the-most commonly used radioisotopes for SPECT 
imaging is "Tc (Technetium 99m), which emits principally a single 
140.5 keV gamma ray isotropically. At this energy the absorption length 
in lead, for example, is about 0.3 mm allowing the production of 
collimators with thin septa and small holes. A figure of the linear 
attenuation length of gamma rays in lead as a function of their energy is 
shown in Fig. 10.8. The curves for photoelectric, Compton and total 
mass attenuation coefficient, in g/cm2 are reported. As one can see at 
140.5 keV the dominant interaction in lead is the photoelectric effect. 
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Fig. 10.8. 
1 1.34 g/cm3. Data are taken from EGSnrc simulation package. 

Mass attenuation coefficients for lead, in cm2/g. The density of lead is 

398 



Small Animal Scanners 

As discussed below, a relatively large choice of detector materials can 
be found for detecting 140.5 keV gamma rays because of the high 
photoelectric probability for materials with atomic number above about 
30. The choice of the detector material can be made depending on which 
parameter needs to be optimized: in this case high intrinsic spatial 
resolution. 

Other radioisotopes are also used in SPECT such as "'Tl and 1251, 
which emit low energy gamma rays and 1311 which emits higher energy 
gamma rays. At higher energies the collimator design becomes more 
difficult due to the increased penetration of the gamma rays. 

10.3.1 The Detector 

In Fig. 10.3, the photoelectric probability for 140.5 keV gamma rays is 
reported as a function of the atomic number of the absorbing material. 
The photoelectric effect is dominant from atomic numbers above about 
30 giving a large choice for the materials to be used as the detector. 
Those reported in Table 10.1, in fact, all have high photofractions at this 
energy. Most events will therefore be single photoelectric interactions 
allowing a good position and energy determination. 

10.3.1.1 Intrinsic spatial resolution in SPECT 

When defining the spatial resolution of a gamma detector one must be 
careful. This is especially true for pixellated detectors where a small 
ideally collimated source will not generate a continuous coordinate 
distribution but discrete coordinate values corresponding to the centers of 
the pixels (Fig. 10.7). 

It is clear therefore that even if a profile of Fig. 10.7 would give very 
narrow peaks, two sources, which generate events in the same pixel, will 
not be distinguishable. 

We have already seen that in tomography both the position of an 
interaction and the direction of the incoming photon must be known. Let 
us therefore fix a coordinate on a detector and let us take a direction 
perpendicular to the detector surface. In a pixellated detector the 
coordinates will correspond to the centers of each pixel and the bin size 
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will be the pitch of the matrix, whereas in a continuous detector any 
coordinate can be chosen with a bin size equal to the point spread 
function. 

Assuming we have a large number of events and an ideally collimated 
source, which emits photons only in the chosen direction, we can 
measure the number of events, occupying the chosen coordinate and 
direction, as a function of the source position in the detector plane. This 
will generate a distribution of events with a certain width. We will call 
the full width at half maximum (FWHM) of this distribution the intrinsic 
spatial resolution of the detector. In a continuous detector this will 
correspond to the point spread function. For a pixellated detector this 
distribution should ideally be a rectangle whose width is the pixel size 
but in practice there will generally be tails in the distribution extending 
beyond the pixel size. Therefore in a pixellated detector, given that the 
pixels are distinguishable, the intrinsic spatial resolution will be 
determined principally by the pitch of the matrix elements. With a 
continuous crystal the limiting parameters are the thickness of the crystal 
and the total number of photoelectrons generated by the light spot. 

Spatial resolution is not the only parameter to be taken into account in 
the choice of a scintillator material for SPECT. Energy resolution and 
scintillator decay must also be considered. 

10.3.1.2 Energy resolution 

Due to the low acceptance of SPECT collimators, background events 
generated by the source must be reduced by at least a factor equal to the 
collimator efficiency. Screening of the detector head is therefore of 
fundamental importance. 

Some photons, though, emitted by the source and scattered by the 
environment, will enter through the collimator holes. Moreover the 
number of these photons will depend on the geometry of the whole 
system, including the source/animal configuration. In the case of 99”rc 
the energy of these scattered gamma rays extends to almost 140.5 keV. 
To distinguish these scattered photons from the original 140.5 keV 
gammas, energy information can be used both for event selection and for 
scatter correction. Good energy resolution is therefore desirable. In 
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Fig. 10.9 one can see the spectra obtained with a YAP:Ce matrix and a 
capillary filled with 99"rc. 

In Fig. 10.9a the capillary is placed in air whereas in Fig. 10.9b the 
capillary is at the center of a 4 cm diameter lucite cylinder. The effect of 
the scattered photons due to the phantom can clearly be seen. The dotted 
curve in Fig. 10.9b is the difference between the spectra obtained in the 
configuration with and without the lucite cylinder. An important result is 
that the number of photons which are scattered within the acceptance 
angle of the collimator depends on the geometry of the source emitting 
the radiation. 
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Fig. 10.9. (a) Energy spectrum obtained with a capillary filled with 99mTc placed in air. 
(b) Energy spectrum (black line) obtained with the same capillary but placed at the center 
of a 4 cm diameter lucite cylinder. The dotted curve represents the difference of the 
spectrum in (a) and (b) showing the contribution of scattered photons. 
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From these graphs it is clear how efficiency correction and scatter 
correction become difficult and depend on energy threshold and 
geometrical setup. A very simple, but successful technique, to eliminate 
scattered events is to select only those events above 140.5 keV, where 
the contribution due to scatter becomes negligible. 

10.3.1.3 Rate of acquisition and detector speed 

Typically the activities administered to small animals are about 1OOMBq. 
With an efficiency of about this leads to a maximum count 
rate of about lo3 - lo4 events per second. Count rate problems are 
usually limited and low cost, relatively high Z, slow scintillators like 
CsI(Tl), which has a high light output for good energy resolution, can be 
used very successfully. 

- 

10.3.2 Collimator Geometn’es 

Several kinds of collimator designs can be found: pinhole, parallel-hole, 
converging and diverging holes, fan beam and more. Here we will only 
discuss briefly the principle geometries used in small animal imaging: 
pinhole and parallel-hole collimators. An example of a small animal 
scanner developed using a converging collimator will be described in 
Section 10.3.3.3. 

10.3.2.1 Pinhole collimator 

At the moment the more widely used collimator geometry for small 
animal SPECT imaging is the pinhole design [30-351. Although this 
design allows high spatial resolution, basically equal to the diameter of 
the pinhole, the sensitivity depends strongly on the distance from the 
collimator and falls off very rapidly with increasing distance as can be 
seen in Fig. 10.10. In fact the fraction of isotropically emitted gamma 
rays from a source, which pass through the pinhole, is given by the 
fraction of the solid angle of the pinhole, as seen from the source. 
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If d is the diameter of the hole, b is the distance of the object from the 
pinhole and 6 is the angle shown in Fig. 10.11, the geometrical 
sensitivity is given by [44] 

(10.11) 

In Fig. 10.10 one can see the sensitivity plotted as a function of the 
distance from the collimator hole for an on axis point source. 

0 20 40 60 80 100 120 

Distance from collimator (mm) 

Fig. 10.10. Calculated sensitivity of a pinhole collimator compared to the sensitivity of a 
parallel-hole collimator as a function of distance. Both collimators have the same 
intrinsic spatial resolution of 1 111111. 

The field of view of a pinhole collimator is defined by the cone 
projected through the pinhole onto the detector plane. It is clear that 
where the sensitivity is higher the field of view is smaller. This kind of 
design is therefore suitable for very small animals such as mice. 

The spatial resolution R, of a pinhole is given by 

(10.12) 

where a is the detector pinhole distance, b is the object pinhole distance 
and d, is the effective pinhole diameter. The effective pinhole diameter is 
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greater than the geometrical diameter because the incident radiation will 
penetrate through the edge of the pinhole. An estimate of d, can be 
obtained by the expression 

(10.13) 

where d is the geometrical pinhole diameter, ,u is the linear attenuation 
coefficient of the pinhole material and a is the angle of the pinhole as 
shown in Fig. 10.1 1. 

Image - 

a 

d = pinhole 

object i” 
Fig. 10.11. Scheme of a pinhole collimator. 

If the detector has a spatial resolution Rd the system will have a 
spatial resolution Rs 

a (10.14) 

b where the factor a multiplying R d  accounts for the demagnification of 
the detector resolution intrinsic in pinhole systems. 

It must be noted that an interesting characteristic of pinhole imaging 
is that, according to where the detector is placed behind the pinhole, 
there can be an enlargement factor of the projected image. Given a large 
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enough detector, one can obtain a spatial resolution limited only by the 
pinhole even if the detector itself has a poor spatial resolution. 

Very small pinholes (100pm) have been successfully used to obtain 
submillimeter spatial resolutions. In this case I, which emits 
fluorescence X-rays in the range between 28-33 keV, was used. At these 
lower energies the penetration of the X-rays across the pinhole edges is 
small. 

To try to solve the sensitivity problem in the use of pinhole 
collimators, some research groups have developed multi pinhole systems 
[39,44]. 

125 

10.3.2.2 Parallel-hole collimator 

The parallel-hole collimator design is the geometry typically used in 
human scanners where a large field of view is required. In small animal 
imaging, where one would like a spatial resolution between 1 and 3 mm, 
one of the difficulties of this design is to make the very small diameter 
but long collimator holes. Collimators made of lead with holes 2 cm long 
and diameter 0.6 mm exist. 

Each hole of a parallel-hole collimator defines a cone whose total 
angular aperture is given by 

(10.15) 
d 

2() =- 
L 

where d is the diameter of the holes and L is their length. As the distance 
D of the object from the collimator increases so does the diameter of the 
subtended cone, and therefore the spatial resolution degrades. The spatial 
resolution of a parallel-hole collimator can be approximated by the 
expression [45] 

Tot 

d 
L 

R,,, = d + D-. (10.16) 

If the detector behind the collimator has a spatial resolution Rd, then 
the total response will be of the form 
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A graph of the measured spatial resolution as a function of distance 
from a collimator can be seen in Fig. 10.17 and Fig. 10.14. In this 
example the collimator has 0.6 mm diameter holes, 20 mm long. 

Here too, therefore, it is important to keep the object under 
examination near to the collimator for optimal spatial resolution. 

Unlike the pinhole collimator configuration, which can take 
advantage of an enlarging factor, to take full advantage of a parallel-hole 
collimator’s spatial resolution, the detector must have a spatial resolution 
comparable to the spatial resolution of the collimator. 

The geometrical sensitivity of a parallel-hole collimator can be 
approximated with the expression [45] 

(10.18) 

where h is the thickness of the septae and K is a factor depending on the 
geometry of the holes. In the case of hexagonal holes K = 0.26. It must 
be noted that, unlike the pinhole collimator, the sensitivity does not 
depend on the source collimator distance nor does it depend on the lateral 
position of the source within the field of view. This kind of collimator is 
therefore more suitable in the studies of rats and larger animals. 

10.3.3 Small Animal SPECT Scanner Examples 

There are not many dedicated small animal SPECT scanners. This is 
rather unfortunate due to the extensively studied chemical techniques for 
pharmaceutical labeling with 99”rc, and for the ease in obtaining this 
radioisotope. As mentioned at the beginning of this chapter, PET has the 
drawback of needing a cyclotron in the same research center as the 
scanner. From the examples below we will see that spatial resolution can 
be better than in PET giving a high potential for pharmaceutical studies 
especially in mice where a small field of view is sufficient. 

10.3.3.1 Pinhole collimator scanners 

Typically, pinhole systems are dedicated to mice imaging, due to the 
very small field of view. Pinholes as small as l00pm [31] have been 
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125 successfully tested with I (28-33 keV X-rays), obtaining spatial 
resolutions of 0.4 mm at a distance of 10 mm from the pinhole. This 
extremely high spatial resolution was obtained despite the detector used, 
which had a spatial resolution of 3.3 mm with this isotope (30 keV). 

The detector used was based on a 2 ~ 2 x 6  mm pixellated array of 
NaI(T1) coupled to an array of 5x5, 1” position sensitive photomultiplier 
tubes. 

When imaging 1251 with 0.1 mm and 0.25 mm pinholes, the measured 
sensitivity was respectively 2.7 and 13.5 cps/MBB at a source collimator 
distance of 10 mm. 

With 99”rc and a 1 mm pinhole the spatial resolution obtained varied 
from 1 mm at 10 mm to 1.2 mm at 30 mm from the source. Again the 
spatial resolution of the scanner is better than the intrinsic detector 
spatial resolution of about 2 mm at 140.5 keV. 

In Fig. 10.12 one can see a bone scan of a mouse obtained with a 
1 m pinhole and 35 mm radius of rotation. 

Fig. 10.12. Photograph of the MicroSPECT scanner and a reconstructed image of a 
mouse bone scan. (From Gamma Medica.) 
http:llwww.gammamedica.comlproducts/a_spec~spect.ht~ 

Due to the enlargement factor in pinhole imaging, conventional 
SPECT cameras can also be implemented with high resolution pinhole 
collimators. A good example of this is a system developed by B. Tsui 
and collaborators [33]. In this case a GE 400 ACE scintillation camera 
with a 40 cm diameter 3/8” thick continuous NaI(T1) crystal was used. 
The distance between the pinhole and the crystal was 27 cm producing 
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reconstructed images with -1 mm spatial resolution as can be seen in 
Fig. 10.13. The phantom is 34 mm in height and 45 mm in diameter with 
cold rods inserted. The diameters of the rods are 1.2, 1.6, 2.4, 3.2, 4.0, 
and 4.8 mm in diameter. 

Other examples of dedicated pinhole SPECT scanners can be found 
in literature [30-351. 

To increase sensitivity several independent cameras can be mounted 
together. This is the case of the FASTSPECT [39] scanner developed by 
Arizona Health Science Center which has implemented 24 cameras. With 
a field of view of 3 .0~3 .2~3 .2  cm3 and a spatial resolution of 1.5 mm the 
sensitivity is 4240 cpsNBq. 

Fig. 10.13. Left: Setup showing the large conventional GE 400 ACIT detector with a 
pinhole collimator mounted. Right: Transaxial slice of a reconstructed pinhole SPECT 
image of a cold rod Derenzo phantom. The rod diameters are 1.2, 1.6, 2.4, 3.2, 4.0, and 
4.8 mm [33]. 

10.3.3.2 Parallel-hole collimator scanners 

Imaging of slightly larger animals requires a larger field of view, Due to 
the strong dependency of sensitivity when using pinhole scanners, in this 
case it is preferable to use parallel-hole collimators [36, 36, 401. High 
resolution parallel-hole collimators can now be found with holes down to 
0.6 mm in diameter, 20 mm long. 

The difficulty here is to couple a detector with a spatial resolution 
comparable to the resolution of the collimator in order to take full 
advantage of its performances. 

408 



Small Animal Scanners 

A classical scheme of a detector for SPECT has been developed by a 
group in Juelich, Germany [36]. In this scanner a 37 mm thick collimator 
with 1 mm holes and 0.2 mm septum was placed in front of a detector. In 
its best version a 2 mm thick, 9 cm diameter continuous NaI(T1) 
scintillator coupled to a 5” position sensitive photomultiplier was used. 
The field of view is 90 mm and the intrinsic spatial resolution of the 
detector is 1.4 mm FWHM with an energy resolution of 8.5% FWHM at 
140.5 keV. Close to the collimator the planar spatial resolution of the 
system is 1.8 mm FWHM and 2.5 mm FWHM at a distance of 30 mm. 
The sensitivity of the system is 8.5 cpsMBq. Measured curves of the 
sensitivity and spatial resolution as a function of object-collimator 
distance are shown in Fig. 10.14. Notice how the sensitivity does not 
depend on the radial position of the source. 
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Fig. 10.14. Figure of sensitivity and spatial resolution for the small animal SPECT 
system 1361. (Reprint authorized by IEEE, Piscataway, NJ, USA.) 

When used for tomographic imaging the spatial resolution (in water) 
is 2.7 mm. An image of the system is shown if Fig. 10.15. 

Transaxial sections of tomographic images are also shown for this 
system in Fig. 10.16. 

The phantom is 36 mm in diameter and 32 mm high. The cold rod 
version (upper image) is a small cylinder containing several rods of 
different diameters. The smallest is 2 mm and the largest 7 mm. The hot 
rod phantom consists of two small tubes placed inside the large cylinder. 
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The concentration of 99”rc in the different regions was 10 : 5 : 2. Eighty 
projections were acquired over 360” and the image was reconstructed 
with an iterative algorithm. 

Fig. 10.15. Schematic drawing of the small animal SPECT detector developed by N. 
Schramm et al. [36]. (Reprint authorized by IEEE Piscataway, NJ, USA.) 

Fig. 10.16. Transaxial sections of two phantoms and the relative reconstructed 
tomographic images [36]. (Reprint authorized by IEEE Piscataway, NJ, USA.) 
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A similar system based on pixellated crystals rather that a continuous 
crystal, is the YAP-(S)PET [22,23] scanner, originally developed for 
PET and then modified for both PET and SPECT capabilities. Here the 
collimator is 20 mm thick with 0.6 mm diameter holes and 0.15 mm 
septae. The scintillator is a matrix of YAPCe with 2 x 2 ~ 3 0  mm3 pixels 
optically separated by a very thin (5 pn) reflective layer. Each matrix is 
directly couple to a 3” position sensitive photomultiplier. Two heads are 
mounted on a rotating gantry to slightly increase the sensitivity. The 
measured sensitivity of each detector head is 20 cps/MBq and the 
tomographic spatial resolution is 3.5 mm for a field of view of 4 cm in 
diameter and 4 cm in length. In this configuration the limit in the spatial 
resolution is the detector pixel size, which was originally chosen for 
PET. 

5 
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Fig. 10.17. 
collimator source distance. The data are fit with the expression RTor = 
with d = 0.6 mm and L = 20 mm (see expression (10.17)). 

Planar spatial resolution of the YAP-(S)PET scanner as a function of 
+ 

The planar spatial resolution of each detector obtained from the 
profile of a sinogram taken with a 0.8 mm capillary as a function of 
distance is plotted in Fig. 10.17. The energy resolution at 140.5 keV is 
about 30% and is rather poor compared to NaI(T1) due to the light 
collection and light output of the scintillator. 

In Fig. 10.18a one can see a tomographic image of a modified 
Derenzo phantom with hot bars 1.5, 2.0, 2.5, 3.0 mm in diameter and 
with a center to center spacing twice their diameters. In Fig. 10.18b one 
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can also see a transaxial image, reconstructed with an EM algorithm, of 
an in vivo rat heart after the rat was injected with 100 MBq of 

"Tc(N)(PNPS)(DBODC). Some of the heart's structure can be seen. 99 

a) b) 
Fig. 10.18. (a) Hot Derenzo phantom. The hot bars have diameters 3.0, 2.5, 2.0, and 
1.5 mm with a center to center spacing twice their diameter. (b) Coronal sections of the 
image of an in-vivo rat heart taken after injection of 99"Tc(N)(PNP5)(DBODC). 

10.3.3.3 Converging hole collimator scanner 

An interesting alternative to the collimation methods seen above is the 
converging or focusing collimator. This kind of collimator is used in the 
TOHR (TOmograph Haute Rksolution) scanner [38]. The concept here is 
to detect only the photons which have been emitted in a small volume: 
the focus of the collimator. In this way the sensitivity to radiation emitted 
within the focus can be very high. 

A scheme of the principle is shown in Fig. 10.19. In the case of 
TOHR a solid angle of 37t is covered by placing focusing collimators on 
15 of the 20 sides of an icosahedrum. A drawing of the structure is 
shown in Fig. 10.20 and a photograph of the system is shown in 
Fig. 10.21. Imaging of a small animal is performed by scanning it along 
the three spatial directions. 

TOHR can also be made to detect two gamma rays or X rays in 
coincidence. In fact some radioisotopes emit 2 or more angularly 
uncorrelated photons simultaneously. By detecting two of these in 
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coincidence through the focusing collimators one can further improve the 
spatial resolution of this scanner and reduce background of radiation 
emitted from regions outside the focal point. Clearly in this case the 
efficiency will be lower. Table 10.2 summarizes the spatial resolution 
and sensitivities for the TOHR scanner in both singles mode and 
coincidence mode. 

Fig. 10.19. Imaging principle when using converging collimators. 
http://ipnweb.in2p3.frl-ipblhomeltheme~recherche/theme_animau~theme~tohr/to~rinc 
.htm 

Table 10.2. Spatial resolution and detection efficiencies of TOHR for the two modes: 
single and double photon detection [38]. 

Detection mode Spatial resolution Detection efficiency 

Double 1.4 mm 0.84 % 
Single 2.4 mm 10.2 % 

This dual mode capability can allow fast imaging with a reduced 
spatial resolution so as to locate a region of interest. Subsequently the 
coincidence modality can then be taken advantage of for superior image 
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quality. A nice image of a rat thyroid obtained in coincidence mode is 
shown in Fig. 10.22. 

Depending on the size of the region studied, the scan will have a 
different duration to allow spatial scanning of the animal. In the study of 
small organs, the high efficiency allows short scans and therefore good 
dynamic capabilities. 

Fig. 10.20. Schematic drawing showing 9 of the 15 detectors placed on the sides of an 
icosahedrum. 
http://ipnweb.in2p3.fr/-ipb/home/theme_recherche/theme_animau~ometohr. htm#tomo 

Fig. 10.21. Photograph of the TOHR scanner. 
http://ipnweb .in2p3 .fr/-ipb/home/theme~recherche/theme_animau~ometohr .htm#tomo 
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Fig. 10.22. Image of a 15x12 m d  area with a 1 mm pixel centered on the thyroid of a 
rat. The thyroid was labeled with 100 pCi of lZ3I and acquisition was taken in 
coincidence mode for increased image quality. 
http://ipnweb.in2p3.fr/-ipb~ome/theme~recherche/theme_animau~ometohr.htm~omo 

10.4 Positron Emission Tomography (PET) 

The principles of PET imaging have already been treated earlier. Some 
of the problematics involved in PET have also been treated and these will 
be revised in the perspective of small animal imaging. In the description 
of the detector, emphasis will be given to the materials chosen for the 
detector and geometry of the scanners. 

We will discuss the intrinsic limitations to spatial resolution, and also 
limitations to the sensitivity. As mentioned in the introduction, high 
resolution scanners must also have high sensitivity in order to acquire 
high statistics images to fully exploit the scanner's capabilities. 

10.4.1 Physical Limitations to Spatial Resolution 

PET is based on the property that e'e- annihilation, at rest, almost always 
produces two 51 1 keV gamma rays in opposite directions. The 
simultaneous detection and determination of the interaction positions of 
the two gamma rays will naturally define a line of flight. For an accurate 
reconstruction of the distribution of the p' emitter, this line of flight 
should pass through the position where the B' was emitted. Three factors 
will limit this: 
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Deviation from collinearity of the two emitted gamma rays. 
The distance traveled by the p' before annihilating. 

0 The inaccuracy in the determination of the interaction position of 
the gamma ray. 

The first two points originate from the physical processes involved in 
PET and come into play when determining the ultimate limit in the 
spatial resolution of a PET scanner. The third point is related to detector 
performances. 

The collinearity of the 5 11 keV photons is degraded firstly by the so 
called Fermi motion of the electrons within the source when the positron 
annihilates and secondly by the scattering of one (or both) of the photons 
in the surrounding tissue. Their effects in the reconstruction of the lines 
of flight can be seen in Fig. 10.23 and Fig. 10.32 respectively. 

10.4.1.1 Electron Fermi motion 

Consider the center of mass of a system composed of an electron and 
a positron which have bonded. After a very brief time interval the pair 
will annihilate transforming the mass of the system into energy. The 
annihilation will almost always occur from the singlet S-wave (s = 0, L = 
0), in which case the annihilation time is about 125 ps, and to conserve 
the quantum numbers of the system an even number of photons will be 
emitted. Two collinear photons is the dominant decay and these will be 
emitted each carrying away half of the energy of the system: 51 1 keV. 
(In about 1 event in lo4 the positron and electron will annihilate into 3 
photons. This situation will not be considered here.) 

In the reference frame we are considering, the two photons are 
generated at exactly 180" from one another so as to conserve energy and 
momentum. 

Since in the laboratory reference frame the center of mass is not at 
rest, the collinearity of the two photons will be lost due to the angle 
transformation from one reference frame to the other. This non 
collinearity results in a dispersion centered at 180" of about 0.4" at 
FWHM when a positron annihilates in water. 

Given the center of mass reference frame R C . ~ .  of the electron- 
positron system and a laboratory reference frame Rhb with x and x' 
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parallel (see Fig. 10.24) and given that Rc.M. is moving with velocity v’ in 
the direction x’ with respect to Rhb, the transformation for angles with 
respect to x (or x’) is given by: 

tan6’ = sin6//[y(cosb+fl)] (10.19) 

where 6’ is the angle between one of the photons and the x’ axis of Rhb 
and -9 is the angle between the same photon and the x axis of R c . ~ .  y is 
the relativistic factor I / J ~  with p = v k .  The minimum value of 
6’1+6’~ (the greatest deviation from 180” between the two emitted 
photons) is for b1 = 1 9 ~  = n/2. In this case 

tanb’,, = l/fi (10.20) 

Fig. 10.23. Non collinearity of the emitted photons due to the electron Fermi motion. 
The dotted line represents the ideal collinearity. 

6 = 90ii k I ”’ 

Fig. 10.24. Emission of two back to back gamma rays as seen from the center of mass 
reference frame, kM, and from a laboratory reference frame, RLab. hM is moving at a 
velocity v’ parallel to the x’ direction of Rhb. 
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In the case of hydrogen, p - 1/137 and y - 1 resulting in tan 6’ = 137 
and therefore 6’ = 89.6” (6 = 90”). In this situation both photons undergo 
the same aberration and the angle between them is no longer 180” but 
179.2”. 

In the case of large PET scanners where the diameter is about 40 cm 
the contribution of this noncollinearity to the degradation of the spatial 
resolution is about 1 mm. In small PET scanners the contribution can be 
reduced but then must be compared to the improved spatial resolution of 
small animal scanners. 

10.4.1.2 Scattering in the source 

Fermi motion is a cause of non-collinearity “at the source”. Another 
important process which will degrade the photon collinearity is Compton 
scattering of one (or both) of the emitted photons with the electrons in 
the surrounding tissue. 

In human PET scanners the length of tissue traversed by the photons 
is somewhat greater than their interaction length. In fact in water the 
mass attenuation length for 51 1 keV gamma rays is 0.096 cm2/g. This 
limitation has been already discussed previously and techniques to 
reduce the effect of scattering (energy selection of events, etc.) have been 
considered. 

Let us, though, consider small animals and the situation depicted in 
Fig. 10.32a. One of the emitted photons leaves the animal without an 
interaction whereas the other scatters. In order to have a coincidence 
event, both photons must be detected. Therefore the scattered photon 
must be within the coincidence solid angle of the scanner. 

Considering rats (similar to a 4 cm diameter cylinder), in a fraction 
S =: 30% of the annihilations one of the gamma rays will be scattered by 
the tissue. Given that one of the two gamma rays is detected the second 
one will be detected only if it is scattered within the scanner’s angular 
coverage, SZ, typically less than 5%. Considering as a rough estimate 
Compton scattering to be isotropic, the percentage of annihilations 
generating a coincidence with one of the gamma rays having scattered 
will be the product S Q. The result is slightly more than one percent of 
all the detected coincidences. That is why in small animal imaging 
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scattering in the source can be partially overlooked as regards spatial 
resolution. 

The situation depicted in Fig. 10.32c, due to independent decays, may 
be generated by annihilations outside the field of view. Timing in this 
case becomes very important and fast detectors with good timing 
resolution are of great advantage. 

Generally both situations described above can be neglected and the 
acquisition of the energy spectrum is no longer fundamental for 
background reduction. Other strategies to improve spatial resolution and 
to reject background events can be taken. If the energy spectrum is 
discarded, other techniques for detecting the 5 11 keV photons can also 
be used where the energy information is lost but the spatial resolution is 
very good (see for example the HIDAC scanner described later in 
Section 10.5.3.2). 

Moreover dense medium Z scintillators can also be used, some of 
which have advantages as compared to existing high Z materials. An 
example, in using medium Z materials is the YAP-(S)PET scanner [22] 
(see section 10.5.3.1). The Compton interaction in the detector rather 
than the photoelectric interaction is used to obtain the photon's 
interaction position. As we will see, in these detectors, most of the events 
undergo a first Compton interaction and then escape the scintillator 
allowing the correct determination of the line of flight. This point will be 
discussed in more detail below. 

10.4.1.3 Positron range 

The second physical limitation to spatial resolution in PET scanners is 
the distance traveled by the positron before it annihilates. Even if the 
collinearity of the photons were maintained, this fact leads to a shift of 
the line of flight from the position of emission of the positron to the 
position where it annihilates. This is shown schematically in Fig. 10.25. 
The range a positron will travel in the surrounding tissue is determined 
by its initial kinetic energy and by the density of the tissue. In the process 
of p' decay the positron is not emitted with a fixed energy but with a 
continuous spectrum. 
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The annihilation position will therefore not coincide with the decay 
position. A point source will generate annihilations in a finite region. 
This distance can vary, in water, from about 0.6 mm in the case of 18F to 
several millimeters in the case of "Rb (see Table 10.3). 

I I 

Fig. 10.25. Effect of positron range on the misplacement of a line of flight. The dotted 
line represents the ideal line of flight. 
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Fig. 10.26. Figure of positron energy spectrum for "F, '*C, I3N and ''0 decay. 

When a proton rich nucleus undergoes a p' decay, transforming a 
proton into a neutron, a positron (anti-electron) and an electron neutrino, 
the emitted positron will have a kinetic energy in a range extending from 
zero to the endpoint energy corresponding to the Q value of the reaction. 

The energy spectrum of the emitted positron in the case of "F, "C, 
N and I5O can be seen in Fig. 10.26. Table 10.3 reports the energy 

endpoints of the spectrum and the mean positron range in water for some 
p' emitting isotopes. The range a positron will travel before thermalizing 

13 
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and annihilating (only a few percent will annihilate in flight at the 
energies considered), depends on its initial kinetic energy. In Fig. 10.27 
one can see a graph of the positron range, expressed in g/cm2 (linear 
range X density), as a function of its kinetic energy. 

Table 10.3. Characteristics of commonly used p' emitters 

Isotope Half life positron kinetic energy Mean positron Positron range in 
(min) endpoint (MeV) range in water water (mm) @ 

(mm) endpoint 
I8F 109.8 0.635 0.6 2.4 

I3N 9.97 1.190 1.6 5.1 
150 2.04 1.723 2.8 8.0 
68Ga 68.1 1.899 2.9 8.9 
'*Rb 1.27 3.350 7.0 17.0 

"C 20.4 0.961 1.2 3.9 

1 

Fig. 10.27. Graph of positron range in water expressed in g/cm2 (linear range x density). 

In the case of ''0 the contribution to the source dimensions is of the 
order 2.5 mm, greater than the spatial resolution of many existing small 
animal PET scanners. 

A detailed evaluation of the effect of positron range on the spatial 
resolution of PET scanners can be found in Ref. [47]. "F is the best 
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isotope in this respect and contributes to the spatial resolution with less 
than 1 mm. 

10.4.2 Efficiency and Coincidence Detection of 511 keV Gamma Rays 

Neglecting for the moment the non-collinearity of the annihilation 
photons, to correctly determine a line of flight, one needs the three 
spatial coordinates of any two points along the line of flight. Therefore 
the two photons must be detected in coincidence in each of two detectors 
placed along the line of flight. To determine the correct coordinates of 
the line of flight, each photon must interact only once in each detector. 
The more accurately one can determine the spatial coordinates of the 
gamma ray interactions, the better will be the spatial resolution of the 
tomograph. 

Spatial resolution is important but is not the only important parameter 
of a scanner. Other factors such as sensitivity and time resolution will 
also come into play when choosing a detector configuration for a small 
animal PET scanner. 

10.4.2.1 Intrinsic detector eficiency 

In PET scanners, detection efficiency is critical. The reason is that the 
coincidence efficiency is the square of the efficiency of detection of each 
single 5 11 keV photon. 

The efficiency of a detector depends principally on the material used, 
the thickness of the crystal and the threshold applied to the signals. The 
choice of each one of these parameters, to optimize efficiency, may 
deteriorate other aspects of the tomograph. For example the spatial 
resolution of a detector depends on the thickness of the crystals used. 
However, the thicker the crystal the greater will be the parallax error due 
to the depth of interaction. This is especially true near the edges of the 
field of view in ring scanners (see Fig. 10.39). Techniques [28] are under 
study to try to measure the depth of interaction in ring scanners so as to 
reduce this error. As we will see when discussing the geometry of 
scanners, the thickness of a crystal is less critical in the case of a scanner 
with planar geometry. 
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Fig. 10.28. Efficiency as a function of a lower energy threshold for BGO, YAP:Ce. Both 
singles and coincidence curves are shown. 

In Fig. 10.28 one can see the comparison of the detection efficiency 
for 51 1 keV photons with BGO and YAP:Ce scintillators as a function of 
the lower energy threshold. In this example the thickness of both crystals 
is 1.5 times their gamma mean free path. High Z materials will maintain 
a rather constant efficiency whereas medium Z materials have a strong 
dependence on the lower energy threshold. 

10.4.2.2 Detector Scatter fraction 

Scattering of the emitted gamma rays within the source and surroundings 
was shown to be a limited cause of loss in spatial resolution. Let us now 
consider the scattering of 5 1 1 keV gamma rays in the detector. 

As briefly discussed earlier, 511 keV gamma rays are rather 
penetrating and the dominant interaction with matter is Compton 
scattering. Many incident photons will undergo multiple interactions in 
the detector and the average coordinate of the gamma will usually not 
coincide with the first interaction, which is the one that lies on the line of 
flight. Multiple interaction events are very difficult to distinguish from 
single interaction events and contribute significantly to the scatter 
fraction of a scanner. 
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In Fig. 10.29 one can see the profile, through the maximum, of the 
reconstructed coordinates of events generated by a pencil beam of 
51 1 keV gamma rays after having interacted in a 1.5 cm thick BGO 
crystal. The contribution due to multiscattering within the detector can be 
clearly seen. In this example the pencil beam of 5 11 keV gamma rays 
interacts at the center of a single pixel within a matrix. Each pixel has a 
cross section of 2x2 mm2 and the matrix is 4x4 cm2. The determination 
of the coordinates is based on expressions (10.7) with a lower energy 
threshold of 250 keV. 

The Monte Car10 data (dots) are fit with the expression 
- -  1 x-xo I.-ml 

(10.21) 

where A and B are the amplitudes of the Gaussian and exponential 
functions, (T is the sdandard deviation of the Gaussian curve, il is the 
decay constant of the exponential function and xo is the center of the two 
curves. 

f(x) = Ae - [  2 0  )’+Be” 

0 5 10 15 
pixel 

Fig. 10.29. Profile of the reconstructed position for a 5 11 keV pencil beam incident at 
the center of the pixel of a matrix. The pixel has a section of 2x2 m*. The contribution 
to multiscattering can be clearly seen even in the favorable case of BGO scintillator, 1.5 
cm thick. Superimposed is expression (10.21). The total number of events is 663824 and 
the events with the correct coordinate are 487435. 

There are two contributions to the profile. The first is a narrow 
Gaussian curve whose standard deviation (T is about 0.7 mm (2 mm 
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bins). These represent events which have originated from interactions 
within (or very near to) the central pixel, and have therefore generated 
the correct coordinate for the event. The second, wider curve, represents 
the events which have given the wrong coordinate and originate from 
multiscattered events. 

It is clear from the Fig. 10.29 that even in the case of BGO, which has 
the highest photoelectric fraction, multiscattering contributes 
considerably giving, in this example, a scattered over total ratiof= 0.27. 

An interesting example for multiple scattering rejection is the YAP- 
(S)PET scanner based on YAP:Ce scintillator. As reported in Table 10.1 
the photofraction is only 4.4%. A typical energy spectrum, shown in 
Fig. 10.56, of one of the YAP-(S)PET scanner detectors (the thickness of 
each YAP:Ce matrix is 3 cm) shows a full absorption peak with a 
population much greater than 4.4%. 
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Fig. 10.30. Energy deposit as a function of the number of interactions in the case of a 
YAP:Ce scintillatore 3 cm thick and 4 x 4 cm2 surface [40]. 

In Fig. 10.30 one can see a graph showing the energy deposit as a 
function of the number of interactions within the crystal of this scanner 
[40]. It is clear that the events above 400 keV are mainly due to multiple 
interactions whereas events below 400 keV have a high fraction of single 
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interactions in the detector. By choosing events whose deposited energy 
is below 400 keV the scatter fraction is reduced fromf= 0.51 tof=  0.33 
comparable to BGO. In the example of a 3 cm thick YAP:Ce crystal the 
price is a reduction in the intrinsic coincidence efficiency from about 
46% to about 14%. The advantage of YAP:Ce is in the better timing. 

10.4.2.3 Intrinsic spatial resolution 

Tomographic PET imaging includes a lot of data processing and image 
reconstruction. These processes will often have an important effect on 
the reconstructed spatial resolution of a scanner. 

When designing a PET scanner it is desirable to define the spatial 
resolution of a detector or system independently of any reconstruction 
process. For this reason one distinguishes the intrinsic spatial resolution 
of a PET detector and the spatial resolution of a PET system. 

10.4.2.3.1 Detector intrinsic spatial resolution 
The intrinsic spatial resolution in PET [15] will be defined in a similar 
way to SPECT. 

Here any line of flight, in the laboratory reference, which is sampled 
during a tomographic acquisition can be chosen. The highest spatial 
resolution will be obtained when the line of flight is perpendicular to the 
detector crystal. In this way the depth of interaction will not contribute to 
degrading the spatial resolution. These lines of flight are used to define 
the intrinsic spatial resolution of a PET detector. In the case of a ring 
scanner, this situation will correspond to a line in the transaxial plane 
passing through the center of the scanner whereas for a planar geometry 
this is not necessarily true. 

If a point source is moved perpendicularly to the chosen line of flight, 
the number of events populating it will be a function of the source 
position. The FWHM of the distribution will be taken as the intrinsic 
spatial resolution of the detector. 

Ideally the distribution of the number of events for a line of flight 
passing near the center of the tomograph as a function of the source 
position should be a triangle whose FWHM is half the pixel size. This 
definition is schematized in Fig. 10.3 1. 
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Fig. 10.31. Definition of intrinsic spatial resolution of a PET detector. 

An example of the measured intrinsic spatial resolution of the 
MicroPET scanner is shown in Fig. 10.46. As can be seen, in practice the 
measured profiles are not triangular due to factors such as multiple 
scattering in the detector and the FWHM is slightly more than the ideal 
FWHM which in this case should be about 1.1  mm. 

10.4.2.3.2 System intrinsic spatial resolution 
In the previous section a very specific choice was made for the line of 

flight to be chosen when defining the intrinsic detector spatial resolution. 
The same measurement described in Section 10.4.2.3.1 can be performed 
for any line of flight acquired during a tomographic acquisition. In the 
case of a ring geometry (see Section 10.4.3.2) this will correspond to a 
line joining any two crystal elements. In the case of rotating planar 
detectors (see Section 10.4.3.1) the same line of flight (in the laboratory 
reference) will be sampled by different pairs of crystal elements as the 
detector heads rotate and the contribution of all of these pairs must be 
included. 

Ideally the detector and system intrinsic spatial resolutions should be 
the same but in practice they are not, due principally to parallax errors 
from the penetration of the gamma rays in the crystals. 

This results in a deterioration of the system spatial resolution 
compared to the intrinsic detector spatial resolution. There is a 
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significant difference in the depth of interaction effects in the two 
different geometries considered. 

ln a ring geometry the depth of interaction effect on spatial resolution 
is minimum at the center. As one moves away from the center of the 
scanner, the angle between the crystal surface and the line of flight 
increases, and depth of interaction becomes important. This effect can be 
seen in Fig. 10.39. 
h a planar geometry the situation is different: near the center of the 

scanner a line of flight will be sample by many detector elements each 
having a slightly different angle with the line of flight. The overall effect 
is a slight degradation of the system spatial resolution compared to the 
intrinsic spatial resolution. The average effect of depth of interaction, in 
this geometry though, is less important compared to a ring geometry and 
as one moves to the edge of the field of view the spatial resolution 
actually improves slightly due to the orthogonality of the sampled lines 
of flight with respect to the detector surface. The result is an almost 
uniform spatial resolution across the whole field of view as can be seen 
in Fig. 10.35. 

10.4.2.4 Random coincidences and pile up events 

A coincidence detection, in principle, is the detection of two (or more) 
events simultaneously. To determine whether there is a coincidence 
between two detectors each detector's signal is sent to a discriminator 
which generates a digital signal with a width, At, which can be set by the 
user. This signal can be set to be shorter than the scintillator's decay 
time. 

Let us consider two independent detectors A and B whose count rates 
are RA and RE such that RAAt << 1 and RBAt << 1. The probability that 
given an event in detector A there will also be at least one event detected 
in detector B within a time interval a t  is 

P(Bin [ t , t k A t ]  l A ) = 2 .  ( l -e"'KB)=2.At .RB (10.22) 

Therefore there is a non zero probability of detecting two independent 
photons coming from different annihilations as if they were emitted in 
coincidence. The rate of such events, called random coincidences, will be 
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the rate of events in detector A multiplied by the probability of having an 
event in detector B, given the event in detector A within the time interval 
d t :  

Rrandom = RA . P(B in [ t ,  t k At] I A) = 2.  RA . R, . At (10.23) 

All detectors have a finite time resolution. In the case of a scintillator 
detector, and by triggering on the first detected photoelectron, this limit 
is given by [46] 

(10.24) 

where 0, is the standard deviation of the time indetermination, rscint is the 
scintillation decay time and Np.e. is the total number of photoelectrons 
generated at the photocathode. For example for a BGO detector with an 
energy resolution of AE/E=l5% at 5 1 1 keV, the total number of detected 
photoelectrons can be estimated to be 

N,e =[=I 2.35 =245 
(10.25) 

The FWHM time resolution of a single BGO detector will therefore 
be about 2.8 ns (NP., = 245, rscinj =300 ns). With two detectors in 
coincidence this will become At = 2.8112 ns = 4 ns. Events within At = 
4 n s  will be considered to be in coincidence generating a random 
coincidence rate given by expression (10.23). 

Once a coincidence has been detected, the analog signals must be 
processed and registered. The time necessary to process the light signals 
generated by the scintillator to obtain the position information, and if 
available the energy of the event, is usually a few times the decay time of 
the scintillator. For BGO this will be about 1-2 ps whereas for a fast 
scintillators (LSO, YAP:Ce) this time can be 100 ns or less. This imposes 
that there must not be any other events interacting and generating light in 
the same readout channel during this processing time otherwise a pile up 
event will occur mixing information from different interactions. These 
events must be rejected with a pileup rejection logic. 
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For both these reasons fast scintillator detectors are desirable so as to 
have as narrow a coincidence window as possible and a fast processing 
time. 

10.4.2.5 Energy resolution 

In large clinical PET scanners a good energy resolution is also desirable 
to partly eliminate those photons which have interacted either in the 
subject 'or in the scanner's surroundings. In Fig. 10.32 one can see the 
different situations which can arise and cause background coincidences. 

The energy E' of a scattered photon is given by the Compton 
formula: 

1 1 - 1-cos6 
E' E m,c2 

- _-_ (10.26) 

where E is the energy of the incoming photon, E' is the energy of the 
scattered photon, 6 is the angle between the scattered photon and the 
incoming direction, rn, is the rest mass of the electron and c is the 
velocity of light in vacuum. 

By applying a lower energy cut E'cut to the detected photons one can 
discard photons which have scattered outside an angle given by 

(10.27) 

Fig. 10.32. Situations showing how scattered photons (a), random coincidences (b)  and 
their combination (c) may generate incorrect lines of flight. 

With an energy resolution of 15% at FWHM one can set a lower 
energy threshold at about 350 keV. This will discard events scattered 
with an angle greater than 57". By combining both energy and timing 
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information, the different background contributions can be reduced. This 
is especially true for photons emitted outside the field of view which may 
enter the detectors after having undergone scattering. The generation of 
false lines of flight are schematically shown in Fig. 10.32. 

10.4.3 Small Animal PET Scanner Geometries 

Small animal scanners can be classified into two geometrical categories: 
Those with opposite, rather large area, planar detectors put in 
coincidence (planar geometry) and those with smaller detectors 
composing a ring (ring geometry). Both have advantages and 
disadvantages. Typically clinical systems have a ring geometry but in 
small animal scanners both geometries are found. 

10.4.3.1 Planar geometry 

In Fig. 10.33 is a schematic drawing of a scanner with planar geometry. 
Two position sensitive detectors are placed opposite to each other and 
are put in coincidence. Usually there are one or two pairs which rotate 
around the animal. 

Fig. 10.33. Schematic drawing of a scanner with planar geometry. 
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To fully sample all the lines of flight one must rotate the detectors 
around the scanner’s axis. By tracing all lines of flight one can see that 
the resulting FOV is a cylinder whose diameter is equal to the transverse 
dimensions of the detectors and length is equal to the width of the 
detectors. The tomographic sensitivity within the FOV has a cylindrical 
symmetry and is shown in Fig. 10.34 as a function of the transaxial and 
axial position within the FOV. The central part of the FOV is clearly 
where the sensitivity is highest and where one will have the best 
statistics. 

The axial, radial and tangential reconstructed spatial resolution of an 
existing planar small animal PET scanner (TierPET) can be seen in 
Fig. 10.35. One of the particularities of this geometry is that the spatial 
resolution is practically constant over the whole FOV with slightly better 
performance near the edges. The reason of the uniformity of the spatial 
resolution in the case of a planar geometry is because the parallax 
contribution due to the depth of interaction becomes less and less 
relevant as one moves out towards the edge of the FOV. In fact, there are 
less crystals in lines of coincidence available due to the limited angular 
covering of the pixels near the edges. In addition the angle of incidence 
of the available lines of coincidence converge to being perpendicular to 
the detectors. In the limiting case of perpendicular lines with respect to 
the detector, the depth of interaction has no influence on the 
determination of the position of the interaction. 

Fig. 10.34. Tomographic sensitivity in function of the transaxial and axial position 
within the FOV of a planar scanner. The sensitivity is peaked at the center and falls off 
both along the axial and the transaxial direction. 
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Fig. 10.35. Spatial resolution of the TierPET scanner [27] developed by Juelich. (Reprint 
authorized by IEEE, Piscataway, NJ, USA.) 

In the examples of scanners we will see below, one or two pairs of 
detectors are used and the matrices are read by a single large area 
photomultiplier. This is a great advantage to the simplicity of the 
electronics due to the reduced number of coincidence channels. 

10.4.3.2 Ring geometry 

As one can see in Fig. 10.36 the detectors are placed so as to cover an 
entire circle around the animal. In this case the detectors are usually 
smaller than in the case of a planar geometry resulting in a FOV whose 
axial length is usually smaller. Several rings can be put together to 
increase the axial FOV. 

The transaxial FOV is defined by the number of opposite detectors 
which are in coincidence with any given detector. In this case by tracing 
lines of flight one can see that the transaxial sensitivity is almost constant 
whereas the axial sensitivity is triangular just like in the planar 
configuration. The sensitivity curve for the UCLA MicroPET scanner is 
shown in Fig. 10.37. 

In this geometry there are no moving parts. The spatial resolution 
depends on the position within the FOV and deteriorates as one moves 
radially away from the axis of the scanner. The dominant contribution to 
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the degradation of the spatial resolution is the parallax error introduced 
by the depth of interaction as can be seen schematically in Fig. 10.38. 

The spatial resolution curve can be seen in Fig. 10.39 in the case of 
the UCLA MicroPET scanner where the radial resolution deteriorates 
from about 1.5 m at the center to 3 rmn near the edge of the FOV. 

Fig. 10.36. Schematic drawing of a ring PET scanner showing the acceptance angle 
6 which defines the field of view of a ring scanner. 

Fig. 10.37. Sensitivity in transaxial plane of a ring scanner [15]. 
http:llw ww.c~mp.ucla.edu/user-fileslresprojectsl~croPETlfr~pe~. html 

True line 
I 

Fig. 10.38. Parallax error introduced by the depth of interaction in ring scanners. 
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Fig. 10.39. Radial, Tangential and Axial reconstructed spatial resolutions for the UCLA 
MicroPET small animal scanner [15]. 
http://www.c~mp.ucla.edu/user-~les/resprojects/~croPET/~-pe~. html 

10.5 Small Animal PET Scanner Examples 

10.5.1 First Generation Animal Scanners 

In the early 90s two scanners dedicated to the study of primates were 
designed by Hamamatsu, Japan and CTI PET Systems. These scanners 
were both based on BGO scintillator and followed the philosophy of 
clinical ring scanners. The Hamamatsu system was installed at their 
research center whereas the CTI system was installed at UCLA. 

10.5.1.1 Hamamatsu SHR-2000 and SHR-7700 scanners 

The SHR-2000 scanner [12, 131 used individual 1 . 7 ~ 1 0 ~ 1 7  mm deep 
BGO crystals mounted on a position sensitive photomultiplier tube. Four 
rows of 33 crystals were mounted on each PSPMT to form a block 
detector. A total of 15 of these blocks were then mounted in a ring to 
form a 34.8 cm diameter scanner. 

The axial FOV is 4.6 cm and the scanner acquires data in 2D mode. 
The spatial resolution of this scanner is reported to be 3.0 mm in the 
transaxial direction and 4.4 mm in the axial direction [9]. The sensitivity 
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of this scanner is 0.56 cps/Bq/ml with a lower energy threshold of 
300 keV, measured with a 10 cm diameter cylinder. 

A more recent version of this scanner, the SHR-7700, uses an 8x4 
matrix of 2 .8~6.95~30 mm deep BGO crystals coupled to compact 
PSPMTs. The complete system has 4 rings consisting each of 60 detector 
blocks. The diameter of the scanner is 50.8 cm and the axial FOV is 11.4 
cm. It can acquire data both in 2D and 3D mode. The transaxial spatial 
resolution is 2.6 mm and the axial resolution (slice thickness) is 3.2 mm. 
In this version the sensitivity, using a 10 cm diameter cylinder, is 2.27 
cps/Bq/ml in 2D mode and 22.8 cps/Bq/ml in 3D mode. 

Both the Hamamatsu systems have the unique capability of rotating 
the ring into a horizontal position so as to acquire data with a trained 
monkgy sitting upright. A picture of this last version can be seen in 
Fig. 10.40. 

Fig. 10.40. Photograph of the SHR-7700 animal PET scanner built by Hamamatsu. From 
[9 ] .  (Reprint authorized by Springer-Verlag, Germany.) 

10.5.1.2 CTI-PET Systems ECAT-713 

This scanner [9] uses an adaptation of the design of the ECAT HR 
scanner. The diameter of the scanner is 64 cm and the axial FOV is 5.4 
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cm. The detector block consists of a 6x8, 3 . 5 ~ 6 . 2 5 ~ 3 0  mm deep BGO 
scintillator coupled to two dual anode photomultipliers. 
The reconstructed transaxial spatial resolution is 3.8 mm and the axial 
one is 4.2 mm. The sensitivity of the UCLA system is 1.57 cps/Bq/ml 
with a 350 keV energy threshold measured with a 20 cm diameter 
cylinder. A better measure for sensitivity is the absolute sensitivity at the 
center which in this case is 0.36%, equivalent to 3.6 cps/kBq. 

The first dedicated animal scanners described briefly above did not 
have quite the enough spatial resolution and sensitivity for performing 
studies on rodents. In the following sections we will review some 
examples of small animal scanners dedicated to the study of rats and 
mice, which have been developed during the past years. 

We will divide the scanners into two categories given by their 
geometry. The peculiarities of each scanner will be pointed out. 

10.52 Dedicated Rodent Ring Scanners 

10.5.2.1 Hammersmith RatPET 

The first scanner specific for rats and mice was the RatPET scanner [ 14, 
151 developed by the Hammersmith Hospital in London in collaboration 
with CTI PET Systems Inc. It was constructed from commercially 
available clinical PET detector blocks which were almost identical to the 
ECAT-7 13 scanner described above. 

The scanner consists of 16 BGO detector blocks placed in a ring with 
a diameter of 11.5 cm and axial length of 5 cm. Each block consists of 8, 
5.95 mm, axial elements by 7, 2.99 mm, transaxial elements with a 
crystal thickness of 3 cm. Each block is glued directly to two 
photomultiplier tubes (Hamamatsu R1548), each having two independent 
channels. The reduced transverse size of these photomultiplier tubes 
makes this possible. The position determination of the interaction is 
obtained from the different amount of light arriving on the four channels 
due to the cuts between each crystal element having different depths. 
This is shown schematically in Fig. 10.41. 
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Fig. 10.41. Schematic drawing showing the different depths in the cuts between the pixel 
elements for a good identification with only 4 conventional photomultipliers. 

The scanner therefore consists of 8 rings each with 112 elements. The 
sinogram generated has 56 (projection bins) by 56 (angular views) bins. 
Here too the angular views are halved to increase the number of 
projection bins. The sampling in the sinogram is therefore 1.61 mm and 
the total field of view is 8 1.32 mm transaxially and 47.6 mm axially. 

The blocks are grouped into 4 ‘buckets’ consisting of 4 blocks each. 
Each bucket is controlled by its electronics which determines the energy, 
timing, and position of the event. Coincidences, randoms, and singles are 
determined by the coincidence processing board. The coincidence 
window is set to 12 ns and different energy windows can be chosen. 
Each bucket is put in coincidence with all others. 

The spatial resolution of this scanner is 2.3 mm FWHM at the center 
degrading to 6.6 mm (radial) and 4.4 mm (tangential) at 4 cm from the 
center. The axial slice width is 4.3 mm FWHM and remains virtually 
constant along the axial axis. 

The solid angle covered by this scanner is very large. The 2D 
sensitivity (taking only the direct planes and adjacent cross planes) of 
this scanner is 0.01 cps/Bq at the center for a 250-850 keV energy 
window whereas the 3D sensitivity for a 380-850 keV energy window is 
0.043 cps/Bq which is equivalent to a 4.3% absolute efficiency. A 
summary of the performances of this scanner are reported in Table 10.4. 
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Table 10.4. Summary of the performances of the Hammersmith RatPET. 

Spatial resolution (mm) 2D 3D 
Transaxial 

At centre of FOV: 
40mm from centre of FOV: 

2.3 FWHM; 5.6 FWTM 

radial 6.6 FWHM; 10.4 FWTM 6.3 FWHM; 11.2 FWTM 
tangential 4.6 FWHM; 14.4 FWTM 4.5 FWHM; 10.56 FWTM 

2.4 FWHM; 6.7 FWTM 

Axial 
Centre of transaxial FOV: 
20mm from centre of FOV: 

4.3 FWHM; 10.3 FWTM 
4.4 FWHM; 10.6 FWTM 

4.6 FWHM; 15.0 FWTM 
5.0 FWHM; 18.8 FWTM 

~ _ _ _ _ _ _ _ _ _ _ _  ~~~ 

Sensitivity 
2D 
3D 

0.01 cps/Bq @ 250-850 keV 
0.043 cpslBq @ 250-850 keV 

Fig. 10.42. Photograph of the RatPET scanner. 
http://www .irsl.org/research/biology/sas-image.html 

A photograph of the scanner is shown in Fig. 10.42. The total 
dimensions of the scanner are about 1 x 1 m2. 

This is an example of a scanner which has successfully taken 
advantage of existing commercial technology to design a dedicated small 
animal scanner with very interesting performances. In this design priority 
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was given to the sensitivity at the price of a significant degradation of the 
spatial resolution away from the center of the scanner. The primary cause 
of this, is the parallax error due to the depth of interaction given the 
thickness of the BGO scintillator. This scanner is practically a rescaled 
clinical scanner. 

The use of this scanner demonstrated the potentiality of dedicated 
small animal scanners in the study of small animals. 

10.5.2.2 MicroPET 

The MicroPET scanner [15] was developed at the UCLA Crump 
Institute. It has a ring geometry and is based on LSO (Lutetium 
Orthosilicate) scintillator matrices with each pixel coupled to a single 
channel of a multichannel photomultiplier. 

Each matrix is composed of 64 (8x8) small 2 x 2 ~ 1 0  mm3 crystals 
packed together and separated by a white diffuser to increase light 
collection. This results in the pitch of the crystals being 2.25 mm. The 
readout is performed by a 64 channel multianode photomultiplier 
(Philips XP1722) coupled to the matrices through a bundle of white 
fibers as can be seen in Fig. 10.43. 

Fig. 10.43. Photograph of one of the MicroPET detector head assembly. The LSO 
scintillator matrix (far left) is coupled to the multianode photomultiplier through rather 
long light guides. 
http://www .crump.ucla.edu/user-files/resprojects/microPET/fr_perhtml 

This design was necessary so as to put the matrices closely packed in 
a ring. A total of 30 blocks are placed in a ring with a diameter of 
17.2 cm. The tomograph therefore has 8 crystal rings with 240 crystals 
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per ring. The field of view of this scanner has a diameter of 1 1.25 cm and 
an axial length of 1.8 cm. The principle characteristics of the MicroPET 
scanner are summarized in Table 10.5 and a photograph of the scanner is 
shown in Fig. 10.45. 

An image of the crystal matrix irradiated with 5 1 I keV gamma rays 
as seen by the readout system is shown in Fig. 10.44. Each single pixel 
can be distinguished very nicely. 

Fig. 10.44. Image of one of the 8x8 crystal matrices and energy spectrum. 
http://www.crump.ucla.edu/user-files/resprojects/microPET/~-pe~.ht~ 

Table 10.5. Principle characteristics of the MicroPET scanner [15] 
~ ~~ 

Number of detector modules: 30 
Ring diameter: 172 mm 
Animal port: 160 mm 
Transaxial field-of-view: 112mm 
Axial field-of-view: 18 mm 

Sensitivity: 0.0055 cps/Bq 
Coincidence time window: 12 ns 
In-plane bed wobble: 
Axial bed motion: 
Number of matrices: 
Sinogram size: 
Sampling distance 

Volumetric resolution: 6 P l  

0.76 mm radius 
0.1 mm accuracy 
64 (3-D only), 1.54 MBytes 
100 views x 120 angles 
1.125 mm for non wobbled acquisitions 

Typically the scanner is operated with an energy window of 250- 
650 keV and the sensitivity at the center is 0.0055 cpsA3q. A figure of the 
sensitivity as a function of the position in the FOV can be seen in 
Fig. 10.37. 
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Fig. 10.45. Photograph of the MicroPET small animal scanner. 
http://www.crump.ucla.edu/user-files/resprojects/microPET/fr-pe~.ht~ 

The readout of the electronics was designed so as to be able to use 
commercially available electronics from clinical manufacturers. In fact 
the 64 MC-PMT signals are multiplexed so as to emulate the outputs 
from 4 PMTs of conventional block detectors and these signals are then 
sent to the analog electronics (CTI PET Systems). This electronics 
identifies the crystal of interaction and integrates the charge. The 
coincidence processing is then performed by the same version supplied 
with the ECAT ART clinical scanner. The system has a coincidence 
window of 12 ns and allows on-line subtraction of random coincidences. 
Coincidences are taken between a crystal and the 50 opposing ones 
generating a transaxial FOV of 11.25 cm. The sinogram sampling is set 
to 100 bins per projection (linearly spaced by 1.125 mm) and 120 
angular projections. Similarly the axial sampling is also 1.125 mm. 

Zn Fig. 10.46 the intrinsic spatial resolution of the scanner is reported, 
obtained by moving a point like source through the FOV by 0.25 mm 
steps and by taking the profiles directly from the sinogram. 
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The bed, which hosts the animal, is controlled electronically and can 
wobble by 300 pm in the transaxial plane to increase sampling. 

0 4 8 12 16 
Source position [mm) 

I " ' ! " '  ! -  
: fwhm=l.%8mm ,... .... ... .... ...i .. 
: fwhm =1.48mm 
j fwhm~je"x=$.94mm ; 

400 - ,.: ...................... ,,., j ,........ ..,... . .... ;,.. .,............ ...,.. 

0 4 8 12 16 
Source position [mm) 

Fig. 10.46. Intrinsic spatial resolution of the MicroPET scanner. 
http://www.crump.ucla.edu/user-files/resprojects/microPET/fr_per. html 

The overall scanner measures 120 crn in height by 100 cm in width 
and 60 cm deep with an imaging aperture of 16 cm. 

This small animal PET scanner has a spatial resolution of 1.8 mm at 
the center and remains below 2.5 mm for the central 5 cm of the FOV. A 
curve of the spatial resolution as a function of the position within the 
field of view is shown in Fig. 10.39. The shape is typical of ring 
scanners. The radial spatial resolution deteriorates whereas the axial one 
does not. As discussed previously this is due to parallax errors which are 
present mainly in the transaxial plane. 

The image of a hot Derenzo phantom is shown in Fig. 10.47 whereas 
in Fig. 10.48 one can see the reconstructed image of a whole mouse after 
having injected it with '*F. 

The particularity of this scanner is the use of LSO pixellated 
scintillator coupled to position sensitive multianode photomultiplier 
tubes. Emphasis in the design and development of this scanner has been 
put on spatial resolution and use of this new, fast, high Z scintillator. 
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Fig. 10.47. Image of a Derenzo phantom. The hot spots have diameters of 1, 1.25, 1.5, 2, 
2.5 mm with a center to center distance between them 4 times their diameter. MAP 
reconstruction algorithm [40]. 

Fig. 10.48. Species: Mouse. Type of Study: Bone Scan (Whole Body). Tracer: "P: 
Injected Dose: 1.0 mCi. Imaging Time: 8 min / bed position, 4 positions. 
http://www.cmmp.ucla.edu/user-files/resprojects/microPETlfr_p 
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10.5.2.3 Sherbrooke PET and the Munich MADPET 

The small scanner developed at Sherbrooke University [16, 18, 191 was 
the first to replace photomultiplier tubes with solid state photodetectors. 

In Table 10.6 one can find the characteristics of this scanner. Each 
3 x 5 ~ 2 0  mm thick BGO scintillator crystal was directly coupled to a 
single avalanche photodiode. The advantage of APD photodetectors is 
the high quantum efficiency for detecting light, small physical size and 
potentially low cost. On the other hand, a major drawback of such light 
detectors is the high gain dependence on temperature and voltage. 

Table 10.6. Characteristics of the Sherbrooke small animal scanner. 

Detector type EG&G C30994 Dual BGO/APD 
BGO crystal size 
Module dimensions 3 .8~13.2~33 mm 
BGO crystal spacing 

Number of detectors 
Number of detector rings 
Ring diameter 310 mm 
Port diameter 135 mm 
Useful field of view 118mm 
Axial field of view 10.5 mm 
Reconstruction planes 3 (2 direct; 1 cross) 
Intrinsic spatial resolution (center) 

Transaxial 1.9 mm FWHM; 3.5 mm FWTM 
Axial 3.1 mmFWHM;5.4mmFWTM 

Reconstructed resolution 2.1 mm FWHM; 3.9 mm FWTM 
Sensitivity at the center (350 keV) 0.0051 cps/Bq 
Energy resolution <25 % FWHM @ 511 keV 
Timing resolution 20 ns FWHM 
Timing window 20 to 40 ns 

3x5~20  mm (beveled) 

3.8 mm tangentially 
5.5 mm axially 
256 per ring 
2 (1 layer of modules) 

Another difficulty is the necessity to use low noise preamplifiers due 
to APD gains of 100-1000. The scanner is composed of 2 rings, each 
with 256 crystal elements, and has a diameter of 31 cm. The system 
acquires data exclusively in 2D mode due to the reduced number of 
rings. The axial FOV is 10.5 mm sub-divided into 3 planes. The 
transaxial spatial resolution is 2.1 mm at the center and the axial slices 
are 3.1 mm thick. 
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The reported sensitivity is 3.3 kcps/pCi/ml for a 10.8 cm diameter 
cylinder and a lower energy threshold of 350keV. The absolute 
sensitivity at the center is 0.005 cps/Bq. 

Another scanner which also uses an APD readout is the MADPET 
developed by the Max Planck Institute in Munich [20]. Instead of BGO 
scintillator, the scanner is equipped with the faster and brighter LSO 
scintillator. The scanner is composed of two sets of 3 detector blocks 
which rotate around. The crystal elements have a cross section of 3.7 mm 
x 3.7 mm and are 12 mm long. The pitch of the elements is 4 mm due to 
the 0.3 mm reflective layer used. Each single crystal element is coupled 
directly to a pixel of an APD array. In Fig. 10.49 one can see a schematic 
drawing of the setup and photographs of the APD array and the LSO 
elements. 

I ’. 1 (2.6 x 2.6 mm2 ) 
I 

I l86mrn .: 

Fig. 10.49. Schematic drawing of the MADPET setup (left) and photographs showing 
the LSO crystal elements and the array of APDs used to read them out [20]. (Reprint 
authorized by Springer-Verlag, Germany.) 

The measured intrinsic spatial resolution is 2.1k0.1 mm and the 
sensitivity is 0.00035 cps/Bq measured with a line source placed at the 
center of the scanner and extending across the whole axial FOV. 
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10.5.2.4 The NIHAtlas scanner 

The Advanced Technology Laboratory Animal Scanner (ATLAS) 
developed by the National Institute of Health [28,29] is the first complete 
scintillator based system which uses depth of interaction information to 
reduce the degradation of spatial resolution at the edges of the FOV. 

a 5 i a i 5 2 o B a s  

Radial Position (mm) 

Fig. 10.50. Measured (ATLAS-M) and simulated (ATLAS-S) spatial resolution of the 
ATLAS system compared to the simulated spatial resolution of a PET scanner with the 
same diameter but with different crystal thicknesses and without depth of interaction 
measurement [29]. (Reprint authorized by IEEE, Piscataway, NJ, USA.) 

Each pixel element is actually composed of a front scintillator 
(LGSO) and a back scintillator (LSO) mounted in a phoswich 
configuration. The LGSO scintillator is 7 mm long and the LSO 
scintillator is 8 mm long giving a total of 15 mm of high 2 material. The 
scintillator in which the interaction has occurred is determined by 
measuring the decay time of the scintillation time: LGSO decays in 60 ns 
whereas LSO decays in 40 ns. 

Each detector pixel element has a 2 mm x 2 m cross section and 
each module is composed of 9 x 9 pixels. The pitch of the matrix is 
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2.25 mm due to the optical reflector. Each matrix is directly coupled to a 
position sensitive photomultiplier. A total of 18 modules are mounted in 
a ring generating an 11.8 cm diameter aperture and a 2 cm axial FOV. 
The sensitivity at the center is 2.7% (0.027 cps/Bq) with a 100 keV 
energy threshold. 

With this technique the spatial resolution is maintained equivalent to 
that of a scanner with a 7 mm thick crystal as can be seen in Fig. 10.50. 

10.5.2.5 Scanner of the Brussels group: the VUB-PET 

The scanners presented until now all have followed the philosophy 
adopted by almost all clinical scanners: ring geometry with high Z 
scintillator and read out using photomultipliers. Here the readout of the 
BaF2 scintillator light has been replaced by a multiwire proportional 
chamber. 

Fig. 10.51. Photo of BaF2 small animal PET scanner. 
http://web.iihe.ac.be/pet/default.htm#new%2OPET%2Oscanner 
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This scanner [21] was also developed with the idea of reducing costs 
so as to have a relatively large solid angle coverage and therefore high 
sensitivity. High spatial resolution position sensitive photomultipliers are 
difficult to use for reading out large area scintillators. Multiwire 
proportional chambers are an alternative technique for detecting light 
emitted from scintillators especially if large area detectors are desired. 

The scintillator crystal used in this scanner is BaF2 which scintillates 
in the near UV region. It has two components: a fast component which 
peaks at a wavelength of 220 nm with a decay time of 0.6 ns and a light 
yield of 1500 photonsMeV; a slow component peaking at 310 nm. The 
fast component couples nicely to TMAE (tetrakis-dimethylamine- 
ethylene) gas for photoconversion, thereby generating photoelectrons. 
This gas has a good photoelectric efficiency to UV light. The 
photoelectrons are then drifted to an amplification region where the 
position and timing of the events can be acquired. 

conversion gap 
-600 V 

amplification gap -150V 3mm 

8 mm transfer gap 

ov cathode wires 

+340 V rnm anode 
cathode strips 

3 mrn ov  

Fig. 10.52. Scheme of the read out system using a two stage multiwire proportional 
chamber. 

The scanner is composed of 2956 BaF2 crystals each having 
dimensions of 3x3~20  mm3. Rows of 17 crystals point towards the axis 
of the scanner forming a 20 cm diameter cylinder, 5.2 cm long cylinder. 
The transaxial field of view of the scanner is 11 cm and the axial one is 
5.2 cm long. 

The light readout is done with a two stage multiwire proportional 
chamber. In Fig. 10.52 one can see the scheme of the readout. 

Due to the efficiency of TMAE the number of photoelectrons 
generated from 51 1 keV photons is on average 3.5, not allowing any sort 
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of energy information. The timing of the chambers permits a 29 ns 
FWHM coincidence. The solid angle coverage and the 3D acquisition 
give a good sensitivity of this setup: 0.035 cps/Bq at the center. 

The spatial resolution of the scanner is shown in Fig. 10.53. At the 
center the value is 3 mm FWHM both radially and tangentially degrading 
to 5.5 mm radially and 4 mm tangentially at 4 cm from the center of the 
FOV. 

0 1 2 3 4 5 
Radial source position (cm) 

Fig. 10.53. Tangential and Radial FWHM spatial resolution of the Brussels’s VUB-PET 
scanner [21]. (Reprint authorized by IEEE, Piscataway, NJ, USA.) 

10.5.3 Dedicated Rodent Rotating Planar Scanners 

This section will present some PET scanners which have adopted 
rotating planar geometries for their detectors. Typically the axial and 
transaxial lengths are very similar giving a relatively large solid angle 
coverage with a reduced number of detector heads. These are 
characterized by simple readout schemes and coincidence electronics and 
good performances. As discussed earlier, these scanner maintain an 
almost constant spatial resolution within the whole FOV at the cost of a 
variable radial sensitivity. 

10.5.3.1 YAP-(S)PET and TierPET 

The YAP-(S)PET [22, 231 and TierPET [27] scanners are two very 
similar scanners. Both have adopted the recently revived scintillator: 
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YAP:Ce. This scintillator has a good light yield, very fast decay constant 
and very good machining properties. 

The particularity of this scintillator is its high density, but medium Z, 
resulting in a photoelectric fraction of only 4.4% at 511 keV. 
Nonetheless the efficiency for detecting 5 11 keV photons can be made 
high by increasing the thickness of the scintillator and taking advantage 
of Compton interactions within the crystal rather than photoelectric 
interaction. The very good mechanical crystal properties have allowed 
the manufacturing of crystal matrices with pixel sizes down to 600 pm, 1 
cm long separated by a thin 5 pm reflective layer. 

The two scanners presented here have both implemented 20 by 20 
pixel matrices with a pixel size of 2 mm but with different thicknesses: 
TierPET has used 1.5 cm thick crystals whereas the YAP-(S)PET has 
used 3 cm thick crystals. The choice in thickness is dictated by a 
different philosophy in the event selection as will be discussed below. 

The readout of the matrices is done in both scanners with 
Hamamatsu' s position sensitive photomultiplier tubes. The TierPET uses 
the R2487 3 inch square tube whereas the YAP-(S)PET uses the R2486 
round 3 inch tubes. The scanners are equipped with 4 rotating detector 
heads placed at 90" on a rotating gantry. They have a FOV with a 
diameter of 4 cm and an axial length of 4 cm. As discussed previously 
and as will be shown below, the spatial resolution is almost uniform 
within the FOV. Acquisition is done in 3D mode and the data are stored 
in list mode. 

Both scanners have variable geometries: TierPET varies the radius of 
the scanner for maintaining a maximum sensitivity compatible with the 
electronics; YAP-(S)PET varies the tangential position of each pair of 
opposing detectors so as to increase the transaxial FOV. 

The philosophy of event selection in the two scanners is very 
different: TierPET uses a lower energy threshold of about 250 keV to 
isolate the full absorption events whereas YAP-(S)PET uses two energy 
windows: 50 - 650 keV to accept all events, and 50 - 400 keV to discard 
full absorption events. 

The second energy window for YAP-(S)PET is chosen so as to select 
only those events which have undergone Compton scattering within the 
detector. The very fast timing of the scanner (2 ns FWHM) and the 

45 1 



G. Zuvattini, A. Del Guerra 

reduced scattering within the animal make this an interesting alternative 
for multiple scattering rejection. In fact, as shown in Fig. 10.30, due to 
the low photofraction, almost all events under the full absorption peak 
are multiple events which therefore degrade spatial resolution. 

TierPET was optimized for spatial resolution when using a classical 
energy selection scheme, including full absorption events, at the cost of a 
lower sensitivity. The design of the YAP-(S)PET emphasized both 
sensitivity and spatial resolution with an unusual event selection which 
can be successfully applied to YAP:Ce scintillator due to its low Z. 

Let us consider the performances of the two scanners separately. 
TierPET 

In Fig. 10.54 one can see a photograph of the TiePET scanner. The radial 
mobility of the detector heads can clearly be seen. The spatial resolution 
of the TierPET scanner was shown in Fig. 10.35. The value is about 
2.1 mm, uniform within the entire FOV. 

Fig. 10.54. 
Piscataway, NJ, USA.) 

Photograph of the TierPET scanner [27]. (Reprint authorized by IEEE, 

The maximum sensitivity at the center with the detectors 16 cm apart 
is 0.0032 cps/Bq equivalent to 0.32% efficiency. This value reflects a 
little bit the detector configuration and the event selection philosophy 
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chosen. In Fig. 10.55 some images show the very nice capabilities of this 
scanner. 

Fig. 10.55. Image of a rat brain: Uptake of the dopamine D2 receptor ligand ['8F]methyl- 
benperidol in the caudate puntamen of a rat brain. Injected activity was 1.4 mCi [27]. 
(Reprint authorized by IEEE, Piscataway, NJ, USA.) 

YAP-(S)PET 
An energy spectrum and a time spectrum are shown in Fig. 10.56. 

One can see here that the energy spectrum is dominated by Compton 
events due to the low Z of YAP:Ce scintillator. The full absorption peak 
accounts for many more events than the 4.4% photofraction indicating 
that most of these events are multiple interaction events within the 
crystal. Furthermore a large fraction of the Compton events (c.a. 60%) 
leave the detector after the first interaction (Fig. 10.30). 

The timing properties of YAP:Ce are very interesting as can be seen 
from the 2 ns FWHM time resolution of a pair of detectors. 

The timing information is acquired with the position information 
allowing the choice of different time windows. The sensitivity of the 
scanner at the center is 0.017 cps/Bq when choosing all events, 
decreasing to about 0.007 cps/Bq when choosing only events between 50 
and 400 keV. 
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Fig. 10.56. Time distribution (left) between two YAP:Ce detector heads of the YAP- 
@)PET scanner and energy spectrum (right). 
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Fig. 10.57. Comparison of sinograms obtained from a 1 mm capillary filled with FDG. 
Left; all events: Middle; events with E > 400 keV; right; events with E < 400 keV. The 
graph reports the profiles of the three sinograms. 

In Fig. 10.57 one can see the sinograms obtained from a 1 mm 
diameter capillary placed near the center of the FOV. The difference in 
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the sinograms when applying the different energy windows is clear, the 
best being the one on the right where only Compton events are selected. 
A profile of the three sinograms is also shown. 

The reconstructed (FBP) FWHM and FWTM profiles of a 0.8 mm 
22Na source are shown in Fig. 10.58 with an energy window of 50 - 650 
keV. 

Figure 10.59 shows the images of a bone scan of the upper part of a 
rat. These images were obtained after having injected the rat with 500 
pCi of "F-. The data were acquired while moving the bed along the 
scanner axis at 4 positions, each 2 cm apart and lasted ten minutes each. 
The images were reconstructed with a limited angle filtered back 
projection algorithm. Lots of structures are visible but this image suffers 
from low statistics. 

A photograph of the YAP-(S)PET scanner with the cover removed is 
shown in Fig. 10.60. 

c J 
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Fig. 10.58. 
(Reprint authorized by IEEE Piscataway, NJ, USA.) 

Spatial resolution measured with a 0.8 mm diameter "Na source [22]. 
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Fig. 10.59. Image of a rate skeleton. The injected activity of '*P was 500 pCi. The data 
were acquired by placing the bed along the scanner's axis at 4 different positions, each 2 
cm apart. Each acquisition lasted ten minutes. 

Fig. 10.60. Photograph of the YAP-@)PET scanner with the cover removed. 

10.5.3.2 HIDA C 

Other techniques, which are not based on scintillator detectors, can also 
be found to detect 511 keV gamma rays in small animal PET 
applications. 
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Using either lead glass capillary tubes packed together [47] or lead 
foils with small holes drilled in them [25], one can convert 511 keV 
gamma rays into electrons. A good example is the HIDAC small animal 
scanner developed by Oxford Positron Systems (Weston-on-the-Green, 
UK) shown in Fig. 10.61. HIDAC stands for High Density Avalanche 
Chamber. 

Fig. 10.61. Photograph of the HIDAC scanner (from [9] ,  reprint authorized by Springer- 
Verlag .) 

The detector consists of a multiwire proportional chamber with the 
addition of high Z conversion plates. These are laminated plates 
containing interleaved lead and insulating sheets with a mechanically 
drilled dense matrix of small holes. The interaction of a 51 1 keV gamma 
with the lead plates generates electrons which can leave the lead reaching 
the small holes. These electrons are trapped, amplified, and extracted 
from the small holes into the MWPC. This process is schematically 
shown in Fig. 10.62. 

Such a technique gives very good spatial resolution. The spatial 
resolution of the HIDAC-PET detector is plotted in Fig. 10.63 as a 
function of the gamma ray’s incident angle. In this case the holes in the 
lead foils have a diameter of 0.4 mm and a pitch of 0.5 mm. 

Although there is no energy information in the acquired electrical 
signals, the system has an intrinsic rejection of low energy gamma rays. 
In fact, the electrons generated in the lead must have a sufficient range, 
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and therefore enough energy to reach the small holes. For low energy 
gamma rays, most of the electrons remain trapped in the lead and do not 
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Fig. 10.62. Scheme of the HIDAC MWPC (from [25], reprint authorized 
Piscataway, NJ, USA.) 
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Fig. 10.63. Spatial resolution of a HIDAC detector module in function of the incident 
angle of a 51 1 keV gamma ray (from [25],  reprint authorized by IEEE, Piscataway, NJ, 
USA.) 

The scanner is composed of 4 planar rotating modules. The axial 
FOV is 21 cm and the distance between the detectors can vary from 10 to 
20 cm. The reconstructed spatial resolution at the center of the FOV, 
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using a filtered back projection algorithm, is 0.95 mm FWHM in the 
transverse direction and 1.2 mm FWHM in the axial direction. 

Fig. 10.64. Image of the skeleton of a 500g rat obtained with the HIDAC [25,48] small 
animal scanner after an injection with "P. (Reprint authorized by IEEE, Piscataway, NJ, 
USA.) 

The detection efficiency of a HIDAC module is not very high and 
therefore six modules are stack together to make a detector head. This 
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modular structure of each detector head also allows depth of interaction 
measurement, thereby reducing greatly parallax error which could be 
important given the large axial FOV. 

One drawback of using MWPC is their timing. In fact the FWHM 
timing resolution of a pair of HIDAC detectors is 29 ns. The timing 
window is 60 ns and given the large FOV this limits somewhat the count 
rate capabilities. 

In Fig. 10.64 an impressive image of a rat injected with '*F- was 
obtained with the HIDAC scanner [48] with an improved OSEM iterative 
reconstruction algorithm. 

10.6 Conclusions 

Small animal in-vivo imaging is an expanding field of research and has 
lead to the development of many different imaging systems. Both PET 
and SPECT small animal scanners have been described showing very 
interesting capabilities. In the design of such scanners the various groups 
have given emphasis to slightly different aspects resulting in rather 
different scanners. Spatial resolution, sensitivity, cost, versatility and 
simplicity are some of the aspects which lead to the different designs. 

In the future, one will expect new ideas and techniques to be 
developed to improve the capabilities obtained. Avalanche photodiodes 
with position sensitive capabilities and very finely pixellated matrices 
will allow submillimeter resolutions. 

Another very interesting development in this field is the design of 
multi modality systems: PET-CT, PET-MRI, PET-SPECT [49]. A 
precursor in this sense is the YAP-(S)PET [22,23] scanner described in 
this chapter, which is capable of both PET and SPECT tomography with 
interesting results. 
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CHAPTER 11 

DETECTORS FOR RADIOTHERAPY 

Mike Partridge 

Joint Department of Physics, The Institute of Cancer Research & The Royal 
Marsden NHS Trust, Sutton, UK 

11.1 Introduction 

Modern radiotherapy is a highly complex and technically demanding 
field. The safe, accurate and reproducible delivery of complex three- 
dimensional radiation distributions must be accomplished in an efficient 
way. National and international requirements for medical and radiation 
safety and traceable quality standards must also be fulfilled. Radiation 
detectors therefore play a crucial supporting role in all aspects of 
radiotherapy. 

A range of different detector systems are used for a variety of 
different types of measurement. The two main types of measurement are: 
(i) quality assurance of equipment, and (ii) verification of treatment 
delivery. The main types of detector fall again into two groups: point 
detectors, including ionization chambers, semiconductor detectors and 
thermoluminescent detectors (TLDs), and area detectors, including 
radiographic film and electronic portal imagers. 

In this chapter, the major types of detector system used in 
radiotherapy will be discussed. The physical principles of operation and 
typical uses will be presented briefly for each detector. A short 
introduction to the physics of radiotherapy and an overview of the 
detection of photons and electrons at the energies commonly used in 
radiotherapy is also given by way of an introduction. References to more 
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detailed treatments of each topic are included throughout, including 
reference to some published guidelines and protocols for dosimetric 
measurements. Radiotherapy dosimetry is a very specialised but well 
documented and regulated field. Readers wishing to carry out accurate 
dosimetric measurements are encouraged to read and follow published 
guide lines. 

11.2 Introduction to Radiotherapy 

The aim of radiotherapy is to deliver a well-defined high dose of 
radiation to a particular target volume within the body of the patient. 
Dose to normal tissues and critical structures surrounding the target 
volume should be kept as low as possible; and this is indeed often a 
limiting factor in beam delivery. For superficial targets (i.e. close to the 
skin surface) electron beams with energies in a typical range from 4 to 
25 MeV are used, with the penetration depth varying as a function of 
energy. For deeper target volumes, bremsstrahlung X-rays from electron 
linear accelerators (linacs) with energies in the range 6 to 25 M Y  are 
used. Gamma ray beams from high activity 6oCo sources and medium 
energy or "orthovoltage" x-ray energies (200-400 keV) are also used, but 
are being gradually superseded. To deliver a sufficient dose to kill 
tumour cells, while allowing recovery in normal tissues, radiotherapy 
treatments are fractionated-that is, split into a number of small daily 
doses, typically 2Gy-over 5 or 6 weeks. Accurate positioning of the 
patient each day is therefore a crucial part of the radiotherapy delivery 
process. (Highly accurate single dose treatments can also be performed, 
but these are usually referred to as radiosurgery). Fractionation allows 
the normal tissues time to repair and tumour tissue reoxygenation 
between doses and raises the probability that tumour cells will be 
irradiated at the most radio-sensitive part of the cell cycle, generally 
during the cells' G2 and mitosis phases [I]. 

11.2.1 External Beam Radiation Delivery 

The simplest form of radiotherapy delivery is to use a series of 
intersecting radiation beams of rectangular cross section, as shown in 
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Fig. 1 1.1. A high-dose volume is formed at the intersection of the beams, 
with the dose outside this target region kept lower over the rest of the 
body. The rectangular beams are shaped using two pairs of movable lead 
or tungsten collimators. More complex shapes, reducing dose to 
particular organs, can be defined using rectangular or custom-made 
absorbing metal blocks. The fluence across the beam can also be varied 
using wedge shaped filters [2]. 

.. 

.,, volume 

. r 
~. %. b 

i 
Fig. 11.1 Diagrammatic view of three intersecting rectangular radiotherapy beams 
forming a high-dose volume. 

When accurate anatomical information is available fkom x-ray 
computed tomography (CT) or magnetic resonance imaging (MRI), 
accurate three-dimensional targets and critical structures can be &fined. 
With this knowledge of the geometrical arrangement of the target critical 
structures, or organsut-risk, more sophisticated beam delivery can 
sometimes be beneficial. Instead of simply using a series of uniform 

467 



M. Partridge 

rectangular beams, each beam can be shaped to match the projection of 
the target in the beam direction. 

This secalled conformal radiotherapy can lead to a lower dose to the 
critical structures while, by including suitable geometric margins to 
account for organ motion and inaccuracies in patient positioning, also 
giving a low probability of missing the target. Beam shaping can be 
carried out using a computer controlled multileaf collimator (MLC) 
integrated into the treatment machine. The edge of the radiation field is 
in that case defined by two opposing rows of movable tungsten slabs, 
rather than the rectangular jaws of the simple treatment machines [3]. 

The most recent advance in radiotherapy has been the clinical 
introduction of intensity -modulated radiotherapy (IMRT), where not only 
is the beam outline conformed to the projection of the target, but the 
fluence across the beam is also varied in an attempt to give a three- 
dimensional dose distribution that matches as closely as possible the 
shape of the target volume. IMRT offers the greatest flexibility in 
designing complex high-dose targets volumes while keeping the doses to 
particular organs-at-risk low [4]. 

This range of “externakbeam” irradiation techniques, using 
megavoltage X-ray or electron beams, are the main focus of this chapter. 
Other methods of radiation therapy include the use of radioactive sources 
inside the body (brachytherapy) or irradiation using heavy, charged 
particles (protons or carbon ions), these are not discussed further in this 
chapter. (Although PET detectorswhich can be used to image 
activation produced as a result of irradiation with heavy, charged 
particles-are discussed in Chapter 8). 

11.2.2 Requirements for Standards and Reporting 

In many countries there are statutoIy radiation safety requirements for 
protection of both the general public, workers and patients undergoing 
medical examination or radiation therapy. In the European Union, 
Council Directive 97/43/EURATOM covers radiation protection and 
medical exposure. 

The International Commission on Radiation Units and Measurements 
(ICRU) also issues recommendations aimed at standardizing the 
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measurement, calculation and reporting of radiation dose. ICRU 
Report 60 [5] suggests a general system of units for reporting dose with 
ICRU Report 50 [6] suggesting a common hnguage for the specifying 
and reporting dose specifically within radiotherapy, including a carefbl 
definition of the treated volumes. This should enable meaningfbl 
comparison of the treatment outcomes of different centres and enable the 
development of consistent treatment policies. It is recommended that the 
dose to a well-defined reference point be recorded bgether with the 
maximum and minimum doses to a well-defined treatment volume. It is 
also recommended that the mean dose, standard deviation and 
dose/volume histograms are recorded. (Note: the placement of the 
reference point at the centre of the tumour makes direct in vivo 
measurement impossible, so indirect methods such as entrance and exit 
dose measurement using diodes or thermoluminescent dosimeters 
(TLDs) are often used, see Section 1 1.4). 

In the UK absolute dosimetric standards are derived fi-om direct 
measurement of absorbed energy using a graphite calorimeter. This kind 
of measurement is not practical for routine use, so air ionization chamber 
measurements are used to disseminate secondary standards. In addition 
to providing a calibration service for Farmer-type ionization chambers 
(see Section 1 1.4.1) standards can also be disseminated, and audit checks 
on local centres made, using mailed TLDs (Section 11.4.2) or Fricke 
solutions (Section 11.7.1). 

At a local level, regular dosimetic checks can then be made using 
equipment with calibrations traceable to national standards, either 
calibrated directly be a standards laboratory, or provided by equipment 
vendors. Clear codes of practice for making routine dosimetric 
measurements are published by the IAEA (2000) [7], with useful notes 
on practical implementation published by ESTRO [8, 91. 

11.3 The Physics of Detection for Radiotherapy 

11.3.1 Photon interaction mechanisms 

For the energies commonly used in radiotherapy the major interaction 
mechanisms of photons with matter are summarised in Fig. 11.2. The 
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fraction of the total collision cross-section arising from each interaction 
mechanism is plotted as a function of energy. The physics of each 
interaction is then discussed very briefly below [2, 101. 

Photoelectric effect. A photon is absorbed completely by an atom 
and an electron ejected. The probability of such an interaction is roughly 
proportional to 

Z 4 / W 3  , (11.1) 

where 2 is the atomic number and hv is the photon energy. The strong 
inverse energy dependence means that this mechanism dominates at low 
(diagnostic X-ray) energies. The strong Z dependence gives rise to the 
excellent contrast seen between bone (high 2) and tissue (low z) in 
diagnostic imaging. 

Coherent scattering, or Rayleigh scattering. The incident photon is 
scattered elastically by fkee electrons, leaving the photon energy 
unchanged. For radiotherapy coherent scattering effects are small and are 
also very forward-peaked at high energy. 

Compton scattering. When a photon scatters inelastically with an 
atom, it is deflected from its original course and loses energy, which is 
transferred to a recoil electron. The collision cross-section for Compton 
scattering depends on the incident energy and the electron density of the 
medium, the collision cross-section per free electron is given by the 
Klein-Nishina equation 

2 l + a  2 ( l + a )  ln(1+2a) + h ( l + 2 a )  - 1+3a ), (11.2) 1 2 a  (1+2a)2 { a2 [ 1+2a a 
0,=27cvo - -- 

where a is the photon energy in units of 0.511 MeV and ro is the 
classical electron radius. This is the dominant interaction mechanism for 
radiotherapy photon beams, as shown in Fig. 1 1.2. 

Pair production. A photon interacting directly with the nucleus can 
be completely absorbed and its energy converted into an 
electrodpositron pair. In general, for photon energies of a few MeV the 
pair-production cross section is proportional to 2’ for low atomic 
numbers. This becomes weaker with higher 2 due to nuclear screening, 
with the ejected particles being distributed in the forward direction. Pair 
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production becomes steadily more significant with increase in photon 
energy, see Fig. 11.2. 

(y,n) reactions. There is a small probability that a photon will be 
absorbed by the nucleus and cause a neutron to be ejected. This may 
produce an unstable atomic nucleus, thus activating the irradiated 
material. For radiotherapy, these effects are normally only significant in 
the bremsstrahlung target inside the linear accelerator. During 
servicinewhen the target is exposecCcare should be taken to ensure 
that they are adequately shielded, or sufficient time left for the activity to 
decay. 
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Fig. 11.2 Photon interaction mechanisms as a function of energy for a material with 
atomic number Z = 12. 

11.3.2 Electron interaction mechanisms 

A brief review of the main physical interaction mechanism of electrons 
passing through a medium is given here [l 11. Unlike photons, electrons 
usually only lose energy a small amount at a time and therefore may 
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undergo tens of thousands of interactions before coming to resta. The two 
main categories of interaction are collision losses and radiative losses. 

Collision losses. Electrons can lose energy during a collision with an 
atom either by excitation or ionization of the atom. If the distance from 
the passing electron to the atom is large compared to the size of the atom, 
then the atom as a whole reacts to the force exerted by the passing 
electron and is excited. The energy required to promote an atomic 
electron from an inner to an outer shell is only a few eV, so the energy 
losses caused by this sort of interaction are correspondingly small. 

If the passing electron approaches to a distance similar to the 
dimensions of the atom, interaction can occur directly with one of atomic 
electrons rather than with the atom as a whole. If the incident electron 
has sufficient energy, the atomic electron can be ejected completely and 
the atom ionized. If the energy of the ejected electron is greater than 
about 100 eV-as happens occasionally-the ejected electron has 
enough energy to produce excitations and ionizations of its own and is 
sometimes called a delta ray. 

Radiative losses. If the distance of closest approach of the incident 
electron is smaller than the atomic radius, the incident electron can be 
influenced by the nuclear Coulomb field and deflected from its original 
trajectory with a loss of energy. This energy is emitted as a broad 
spectrum of electromagnetic radiation up to the kinetic energy of the 
incident electron and is know as bremsstrahlung radiation. Direct 
interaction with atomic K-shell electrons is also possible -although the 
probability is low-producing electron-electron bremsstrahlung at the 
characteristic K-radiation frequencies. Energy loss per atom for electron- 
nucleus bremsstrahlung is roughly proportional to the square of the 
atomic number. For low incident energy electrons (E << mc’) the 
maximum bremsstrahlung intensity is perpendicular to the beam, for 
example in conventional X-ray tubes, whereas for high incident electron 
energy (E >> mc2) a narrow forward-peaked photon beam is produced. 
This high-energy bremsstrahlung radiation is the mechanism used for 
producing photon beams in medical linear accelerators: a high-energy 

a i.e. until the energy is sufficiently low as to make no further significant conhibution to 
dose. 
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electron beam is incident on a thick, high 2 target (typically tungsten or 
gold) giving rise to a narrow forward-peaked photon beam on the far side 
of the target [ 121. 

The final radiative mechanism is Cerenkov radiation, emitted when a 
charged particle passes though a dielectric medium at a velocity greater 
than the phase velocity of light in that medium. This is generally a small 
effect in radiotherapy, but depends on the dielectric constant of the 
material. 

11.3.3 Units 

The following definitions of exposure, absorbed dose and air kerma from 
ICRU60 [5] will be used throughout this chapter. 

Exposure Xis  defined as the total charge of all the ions of one sign 
produced in air when all of the electrons liberated by an X-ray photon in 
a volume of air of mass dm are completely stopped in air 

dQ x=-. 
dm 

[units C / kg] (11.3) 

Absorbed dose D, measured in Gray, is defined as the mean 
energy F imparted by ionizing radiation to a mass of matter dm (1 Gy = 
I J /kg)  

dF 
dm 

D =-. m [units Gy] (11.4) 

Kerma. If we consider a collimated beam of radiation with a 
hence  @ incident upon an absorber of thickness dx, kinetic energy 
transfer coefficient fi  and density p, the kennab describes the kinetic 
energy transferred to electrons in the absorber 

(11.5) 
d@ 

K ,  =- 
PdX 

Not all of the energy absorbed from a radiation beam is converted into 
kinetic energy of electrons, so kerma is always smaller than the absorbed 
dose. In addition, not all kerma remains local, some may be radiated 
away from the local area as bremsstrahlung. 

Kinetic Energy Released per unit Mass of Absorber. 
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Finally, we can write down an expression for the connection between 
these units. Exposure and kerma can be linked simply (i.e. not including 
bremsstrahlung) using the mean energy to form an electrodhole pair in 
air 

XEair = Kair,c . (11,6) 

and the collision kerma in air Kair,c 

11.3.4 Chargedparticle equilibrium and cavity theory 

Charged particle equilibrium (CPE) is said to exist in a medium if, for 
each particle leaving a given volume, an identical particle with identical 
energy enters. In practice true charged particle equilibrium is almost 
impossible to achieve because of attenuation. If the number of primary 
particles varies with depth in a material, then the number of secondaries 
can never be constant. However, transient charged particle equilibrium 
(TCPE) can be said to exist in regions where the absorbed dose is 
proportional to kerma. For uniform fields and media, this is 
approximately true for depths greater than the depth of maximum dose 
D,,, Where transient charged particle equilibrium exists, the 
relationship between the value given by a particular detector Dd in a 
medium m and the dose to a uniform medium in the absence of the 
detector D, can be calculated 

(11.7) 

(1 1.8) 

where am andQd are the photon fluences at the measurement point. Nn 
/ p ) d  and hn /p), are the madenergy attenuation coefficients for the 
medium and the detector respectively (in the case of an electron beam the 
stopping power is used). If the assumption B made that the detector does 
not significantly perturb the particle fluence, then and am are equal 
and the above equations can be combined to give 

(11.9) 
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This is the standard result of cavity theory for “large detectors” (i.e. 
where the detector is large enough for CPE to exist within its sensitive 
volume). For common air ionization chambers, the range of high-energy 
electrons is often larger than the sensitive volume, so this result would 
not seem to be true. However, if the cavity is sufficiently small that it 
does not perturb the electron fluence set up by primary photon 
interactions in the surrounding mediupwhich means that the dose to 
the gas in the cavity comes fiom electrons arising fiom interactions in the 
surrounding medium, rather than the cavity itself-then the result is still 
valid. This result is the standardBrugg-Gray cavity theory and is widely 
applied to high-energy photon dosimetry. For electron dosimetry, the 
presence of the detector can have a larger perturbing effect on particle 
fluence, so perturbations to the standard theory have to be considered. 

An extension to Bragg-Gray cavity theory is the Funo Theorem 
which states that, in a medium of a given composition exposed to a 
uniform primary radiation fluence, the secondary radiation fluence will 
also be uniform and independent of the density of the medium. Almost 
all dosimetry measurements rely on these results. 

11.3.5 Effects of measurement depth 

For accurate, practical dosimetry measurements great care is usually 
taken to ensure that a good approximation to transient charged particle 
equilibrium exists at the measurement point. This is achieved by making 
measurements at (at least) the depth of maximum dose in water D,,, (see 
Fig. 11.3 for illustrations of depth-dose curves for typical 6 MV photon 
and electron beams.) A build-up cup can also be used, which is a plastic 
sleeve that is either incorporated into the detector, or fits closely over it, 
with a water-equivalent thickness of at least D,, 

Figure 1 1.5 shows a photograph of a Farmer ionization chamber with 
the build-up cap removed. Diode detectors often have build-up material 
incorporated into the device packaging. 

Where measurements have to be made in steep dose gradients-such 
as the measurement of depth-dose curves-then a detector with a small 
sensitive volume that perturbs the field as little as possible should be 
chosen, such as a Markus ionization chamber or a diamond detector. 
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Fig. 11.3 Illustration of the change in measured dose with depth in water for a typical 
6 MeV electron beam (a) and 6 MV photon beam (b). 

11.3.6 Quality Assurance and Verification Measurements 

Dosimetric quality assurance (QA) measurements are carried out to 
ensure that radiation delivery is consistent from day to day, treatment 
machine to treatment machine and hospital to hospital [13]. 
Measurement of absorbed dose to water is typically performed using 
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standard Farmer ionization chambers, calibrated with reference to 
national standards, in water tanks or in solid plastic blocks, orphantoms'. 
Typical periodic QA measurements for linear accelerators include: 

beam calibration and output checks; an ionization chamber in a 
standard PMMA phantom is used to measure the dose rate on the 
central axis of the beam; these measurements are usually performed 
daily for each beam energy of each treatment machine using a 
standard sized radiation field; 
beam flatness, symmetry and penumbra; an ionization chamber is 
scanned along the principle axes of standard sized square fields at 
standard depths in a water tank; 
depth-dose; the dose on the central axis of standard-sized radiation 
fields is measured as a function of water depth using an ionization 
chamber; typical depth-dose curves for 6 MV photon and electron 
beams are shown in Fig. 1 1.3; separate measurements must be made 
for each available photon and electron energy; 
variation of output with field size; due to a lack of charged particle 
equilibrium and differences in the scattered photon fluences, the 
effective linac output changes with field size; these field size factors 
are determined using ionization chamber measurements in water. 

These QA measurements are carried out periodically according to a 
written schedule, and must be repeated after adjustment or replacement 
of key linac beam delivery components. 

Patient treatment verification measurements include verification of 
the patient position immediately before or during treatment, using film or 
electronic portal imaging, and verification of delivered dose, using either 
thermoluminescent dosimeters (TLDs) or semiconductor diodes. The 
prescribed dose is usually quoted at a point in the centre of the tumour, 
hence making direct measurement impossible. The entrance dose, or 
dose at the skin surface of the patient at the centre of one of the beams, is 
therefore often used. To ensure charged particle equilibrium a build-up 
cap or encapsulated detector is often used. This can lead to unacceptably 
high doses being delivered to the patient's skin if measurements are to be 

Appropriate correction factors must be applied if the measurement medium is not water- 
equivalent. 
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carried out for every fraction, so exit dose measurements can also be 
made. Interpretation of exit dose measurements is more difficult, since 
calculation of the expected dose at the exit surface is less accurate. 

11.4 Point Detectors 

11.4.1 Ionization Chambers 

Perhaps the most important type of detector for radiotherapy dosimetry is 
the air ionization chamber. Radiation entering the chamber causes 
ionization, these ions then drift apart in an applied electric field (typically 
200 to 400 V) and are collected by read-out electrodes. 

Air ionization chambers form the basis of the traceable standard 
dosimetry systems operating in many countries because of their stability, 
accuracy and relative ease of use in a clinical environment. Air is a 
usefid material because it has a similar atomic number 2 to tissue, and 
therefore similar radiation interaction mechanisms operate. There are two 
basic chamber &signs: cylindrical and parallekplate. The most widely 
used design is the cylindrical “thimble” chamber, or Farmer chamber, 
see Figs. 11.4 and 11.5. In this design a cylindrical graphite cup 
surfounds a central aluminium electrode enclosing a volume of 0.6 cm’ 
(again, graphite and aluminium are used because they have similar 
atomic numbers to air). 

. .... “[7.0mm . 

< 
24.0 mm 

> 
Fig. 11.4 Schematic diagram of a Farmer-type ionisation chamber. 

For megavoltage use, the thin graphite chamber walls are significantly 
smaller than the mean secondary electron range. To ensure that all 
ionization in the chamber arises fiom interactions either in the cavity or 
the chamber wall, a build-up cap--close fitting plastic sleeve that covers 

478 



Detectors for Radiotherapy 

the chamber-is used to provide approximate charged particle 
equilibrium. 

Fig. 11.5 Photograph of a Farmer type air ionisation chamber showing the build-up cap 
removed. 

readout electrode 

- - 

Figure 1 1.6 Schematic of a parallel-plate chamber showing the guard ring defining the 
sensitive volume of the chamber and a schematic of a typical electrometer circuit. 

It is important to choose a chamber design suited to the desired 
measurement task. For low radiation field gradients cylindrical Farmer- 
type chamber measurements in water are common, with routine quality 
assurance measurements being made in plastic quasi-waterequivalent 
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phantoms. For measurements in strong radiation field gradients-such as 
in the build-up region-Farmer chambers have the disadvantage that the 
effective measurement volume is quite large and high spatial resolution 
measurements are therefore difficult. This is particularly true for electron 
beams. 

In these cases, paralleiplate chambers are preferable and 
measurements are often performed in plastic slab phantoms, providing 
greater geometrical accuracy than water tanks. The chamber and entrance 
window thicknesses in the particle beam direction can be made small to 
minimize perturbations of the field introduced by the chamber, and to 
more accurately define the effective point of measurement. The Murkus 
chamber, commonly used for electron dosinetry, has an entrance 
window thickness of 0.03 mm polythened. Figure 1 1.6 shows a schematic 
diagram of a parallekplate ionisation chamber. An important design 
feature to note is the guard ring, which forms a conducting path just 
outside the edge of the read-out electrode. This has two effects, reducing 
the potential across the insulator-and thus reducing leakage currents- 
and also helping to define the sensitive volume of the chamber. 

Parallel plate chambers are also important in radiotherapy because 
they provide the fundamental dosimetry system of the treatment linear 
accelerators, the monitor chamber. The monitor chamber is typically 
situated after the bremsstrahlung target, flattening filter and scattering 
foils and before the collimators. Most designs use multiple parallel 
plates, constructed from 0.1 mm thick plastic sheets coated with very 
thin aluminium conducting layers. Double -sided chambers are common, 
where two planes of readout electrodes are mounted, one on each side of 
a polarizing electrode. One channel provides the main clinical dosimetry 
system and the second channel acts as a back-up safety system which can 
terminate beam delivery if the first channel fails. To remove changes in 
sensitivity due to changes in temperature and pressure, accelerator 
monitor chambers are often sealed, maintaining a constant mass of air in 
the chamber [ 121. 

Although in principle the charge measured by an air ionization 
chamber should be directly proportional to dose, for accurate practical 

PTW Freiburg, Lorracher Strasse 7, 791 15 Freiburg, Germany. 
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dosimetry a number of corrections must be made. These include 
corrections for: 

0 recombination 
0 scattered radiation 
0 temperature and pressure 
0 polarity effects 

leakage 
and are discussed below. For megavoltage X-ray beams, when 
sufficiently high polarizing voltage is applied, recombination effects are 
small (a few per cent). Scattered radiation, or “stem effects”, can add 
spurious signals where the scatter from the stem of the chamber perturbs 
the local radiation field. These either need to be estimated from 
experiment, or measurement geometries designed that minimize them. 

Polarity effects are a problem seen if the signal detected by the 
chamber changes with the direction of the polarising field. One cause of 
this is direct collection of primary electrons, leading to an additional 
charge added to the “true” chamber measurement. To minimize this, the 
collecting electrode should be made as thin as possible (as is the case in 
many parallek plate chambers designed for electron dosimetry). Another 
possible problem is differences in the positive and negative ion 
mobilities, leading to different collection efficiencies. This is really a 
problem of mombination and can in part be eliminated by raising the 
polarizing voltage. Leakage, as discussed earlier, can be minimized by 
careful chamber design and the incorporation of suitable guard rings. 
Many air chambers are unsealed, so require corrections for temperature 
and pressure. Calibration factors are quoted for standard reference 
conditions and can be converted using the following multiplication factor 

_.  Po (273.2+T) 
P (273.2+T0)’ 

(11.10) 

where T and P are the temperature and pressure at the time of 
measurement and To and Po are the calibration values. Sensitivity 
variations can also occur because of changes in relative humidity, but 
these effects are small. 
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11.4.2 Thermolumiscent Detectors 

When a semiconductor material is subject to ionizing radiation, 
ele ctronjhole pairs are created. Thermoluminescent dosimetry uses 
materials that trap the charge formed by ionization in metastable states. 
Either electrons, holes or both can be trapped. For the purposes of this 
discussion we will assume that the electron trap is the deepest and 
therefore controls the material behaviour. These metastable states are 
deep enough to prevent escape of the majority of electrons at room 
temperature, but if the material is then deliberately heated, sufficient 
energy is given to promote electrons back to the conduction band where 
they will subsequently recombine with the holes. If a suitable material is 
selected, the energy released by recombination can be sufficient to emit 
optical photons which can then be detected. 

Fig. 11.7 Energy level diagram showing trapping of ionization electrons during 
irradiation (left panel) and release of a visible photon during subsequent thermal 
excitation (right panel). 

For a given temperature T the probability of escape from a trap of 

(11.11) 

where k is the Boltzman constant and a is a constant of p-oportionality 
called the "frequency factor'' (-log s-'). Clearly if the temperature is 
gradually increased, then the number of trapped electrons will also 

depth E is given by 
p = a exp(- E / ~ T )  
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increase reaching a maximum as the majority of the trapped electrons are 
released. This temperature for maximum release T, is related to the rate 
of heating q by the following 

E a 
(11.12) 

k$ - exp(-E/k%) . 

T, is 216 "C for a trap depth E of 1 eV and q of 1 K S'. The most 
common material for thermoluminescent dosimeters (TLDs) is LiF 
doped with mixtures of Mg, Cu, P and Ti, although calcium fluoride, 
calcium sulphate and lithium borate are also used. The material is often 
in the form of rectangular "chips" 3.2 x 3.2 x 0.9 mm3, but can also be 
used in the form of thin rods or powder in capsules or tubes. Composites 
of PTFE and LiF have also been produced for easier handling and more 
tissue-equivalent behaviour. LiF:Mg,Cu,P TLDs have a usefd dose 
range from 0.5 pGy to 12 Gy and LiF:Mg,Ti from 0.05 mGy to 500 Gye. 

Practical measurements are made using automated TLD reading 
machines that heat each sample individually in a light-tight enclosure and 
measure the light emitted as a h c t i o n  of temperature, or glow cuwe, 
using a photomultiplier tube. The exposure is roughly linearly related to 
the light output. Heating is usually performed in an atmosphere of dry 
nitrogen to prevent surface oxidation effects, and great care should be 
taken to ensure that the TLD surfaces remain clean to prevent spurious 
signals. Chips are usually heated to 300 or 400 "C during read-out then 
annealed at lower temperature for up to 24 hours before re-use. 

Since the signal fades with time (since the electrons will have a finite 
probability of escape from the trapped states) the same length d time 
should be left between irradiation and readout for calibration and clinical 
measurements. One method of ensuring this is to perform calibration 
experiments immediately before or after the clinical irradiation and then 
read out both sets of TLDs together. To compensate for background 
radiation effects, a control batch of unirradiated chips can also be read 
out at the same time. To improve statistical accuracy, multiple TLDs are 
often used for each measurement. In normal clinical use the expected 
accuracy is between 2 and 3%. 

-- 

ePTW Freiburg, Lorracher Strasse 7,791 15 Freiburg, Germany. 
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TLDs are frequently used for in vivo dosimetry, particularly for 
treatments where accurate dose calculation is difficult, like total body 
irradiation. They can also be used internally in catheters or easily placed 
inside phantoms for quality assurance measurements. They offer the 
advantage that they are easy to use, since they can be simply taped to the 
skin, but have the disadvantage that they can only be read out after 
irradiation and carefd calibration and handling is required to get 
reasonably accurate esults. Mailed TLDs are used for quality assurance 
checks or audit checks by standards laboratories and regulatory 
authorities. 

11.4.3 Diode Detectors 

Semiconductor diodes are widely used for relative dosimetry; they are 
relatively robust when suitably packaged, easy to use and give 
instantaneous Esults. Packages are available for QA measurements in 
water tanks and for in vivo dosimetry, either on the skin surface for entry 
and exit dose measurements, or internally. 

- - 

Fig. 11.8 Smplified schematic of an electrometer circuit. 

For radiotherapy, both p-type and n-type silicon diodes are available, 
with each type having its own advantages and disadvantages. For a 
typical p-type diode, a p-type bulk material (Si doped with a group I11 
material) is counter-doped using a thin layer of an n-type (group V) 
material to form the p-n junction. A carrier-free region-the depletion 
layer-forms at the junction, typically a few 10's of microns wide, with 
an intrinsic potential of 0.7 V. Electron-hole pairs created during 
irradiation drift along the intrinsic potential causing a reverse current to 
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flow. This current is comprised almost entirely of electrons in a p-type 
device and holes in the n-type. The current is roughly proportional to the 
exposure rate and can be measured using a relatively simple electrometer 
with a low input impedance and low offset voltage. 

A proportion of carriers are trapped by defects in the silicon and, 
since holes are trapped more easily than electrons, this effect is larger in 
n-type devices. Recombination is also affected by dose rate. At high dose 
rates the recombination centres can become saturated and lead to a 
proportionally higher signal. Again this effect is more pronounced in n- 
type devices, which have a lower doping level and therefore lower 
numbers of recombination centres. 

Radiation damage to the Si crystal lattice also forms recombination 
centres, thus reducing the detected signal gradually with use. Typical 
values for sensitivity loss as a function of radiation damage are about 1% 
per kGy, although this depends on the beam energy and previous 
irradiation history. Sensitivity tends to fall off faster during initial 
exposure, so commercial diode detectors are often available pre- 
irradiated to minimize this effect. Regular recalibration of any diode 
detector is, however, necessary if it is to be used for accurate, absolute 
dosimetry. 

Although reverse-biasing the diode would lead to a higher sensitivity 
and a lower leakage current, diodes are usually used unbiased because 
the leakage current decreases more rapidly than the radiation- induced 
current as the bias voltage drops to zero. Leakage currents are primarily 
caused by thermal motion of carriers and are therefore temperature 
dependent, with typical values 0.1 to 0.4 % per "C. Temperature 
dependence again tends to increase with accumulated dose, but again the 
rate of change of sensitivity slows down with increasing exposure. 
Calibration of diodes should therefore be carried out at the same 
temperature used for measurement (skin temperature or internal body 
temperature for in vivo measurements). 

The average energy to form an electrodhole pair in silicon is around 
3 eV (10 times less than that in air), and the density of Si is 1000 times 
higher than air giving a rehtive efficiency per unit volume for silicon 
diodes lo4 times greater than an air ionization chamber. Silicon diodes 
can therefore be made with much smaller sensitive volumes. The shape 
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of the sensitive volume and surrounding package cause a significant 
angular dependence in the response, with up to 15% variation with angle 
being common. Care must therefore be taken in checking that the same 
orientations are used for calibration and measurement. 

Fig. 1 1.9 Photograph of commercially-available diode arrays, courtesy IBA Scandatronix 
Wellhofer f. 

Finally, the materials the diode is comprised of are not tissue 
equivalent, so significant energy dependence is seen, with lower energy 
radiation giving a disproportionally high signal. Compensated diodes are 
produced where the diode encapsulation (stainless steel and epoxy resin) 
is designed to preferentially absorb the lower energy radiation to give a 
more water-equivalent behaviour. These ensure that photon scatter 
conditions are as similar as possible to those at the I&,, in water to 
minimize the correction factors, although large build-up caps can cause 
significant perturbations to the radiation field and are more difficult to 
attach to the patient’s skin. 

IBA Scandatronix Wellhofer, Bahnhofstrasse 5 ,  90592 Schwarzenbruck, Germany. 
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For practical clinical measurements regular calibrations against an air 
ionization chamber under standard reference conditions are 
recommended. The diode response should be calibrated as a fimction of 
the beam energy with suitable correction factors measured for beam 
energy, field size, wedges, blocks and accessories, angle of incidence, 
source to surface distance and temperature. In general it is good practice 
to make the calibration conditions as close to those used in clinical 
practice as possible. For example, in total body irradiation (TBI), where 
large source to surface distances and low dose rates are used, diodes 
should be calibrated under similar conditions. It is good practice to keep 
a record of changes in calibration factor with time to establish how often 
re-calibration is necessary, noting that frequency of calibration will 
depend on the level of use and age of the diode. An excellent booklet 
with suggested guidelines for implementation of in vivo diode dosimetry 
is published by ESTRO [9]. 

Linear arrays of diode and ionisation chamber detectors are also 
commercially available, potentially speeding 6p routine QA 
measurements and enabling measurement of dynamic wedged deliveries. 
Both 12 and 25 channel diode arrays are shown in Fig. 11.9. To 
summarise, in spite of the many factors that can influence diode dose 
measurements, they remain very attractive for routine clinical use 
because of their ruggedness, ease of use and instantaneous readout. 

11.4.4 Diamond Detectors 

In addition to diode detectors, another type of semiconductor point 
detector used for radiotherapy is the diamond detector [14]. Both natural 
diamond and artificial, diamond-like thin films made by chemical vapour 
deposition (CVD) can be used, although the use of natural diamond is 
currently more common in radiotherapy. Diamond can be classed as a 
"large" band gap semiconductor, with a gap of 5.54 eV for natural 
diamond (5.47 for CVD diimond) compared to 1.12 eV for silicon. This 
large band gap means that there are very few free charge carriers present 
at room temperature, leading to a very high resistivity and 
correspondingly low leakage currents. 
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To make a useful detector, diamond does not therefore have to be 
depleted, so no diode structure is necessary. An electric field (typically 
lOOV) is placed across contacts attached to the detector, electrodhole 
pairs created by charged particles interacting with the diamond drift 
towards the contacts. A simple charge integrating amplifier will give a 
signal proportional to the induced charge, in the same way as for the 
silicon diode detector. The relatively high energy required to create an 
electrodhole pair in diamond compared to silicon is partially made up 
for by the good electron and hole mobilities, low dielectric constant, high 
saturation velocity and very good radiation hardness. 

Table 11.1 Properties of silicon and diamond at 293 K (values are for CVD diamond 
except where indicated t where values for natural diamond are given in parentheses). 

silicon diamond 
band gap [eV] 1.12 5.47 (5.54)' 
resistivity [R cm] 2 . 3 ~  lo5 >lo" 

hole mobility [ c d V ' s - ' ]  480 1200 

energy to form e/h pair [eV] 3.6 13 
electron mobility [cni!V's-'] 1350 1800 

The average distance that electrodhole pairs drift apart before they 
are trapped is called the collection distance. In diamond this is typically 
smaller than the detector thickness; the collection distance is given by 

d , = p T E ,  (11.13) 

where ,LL is the mobility of the charge carriers, z is the carrier mean 
lifetime and E is the applied electric field. A property of diamond 
detectors that is very important for radiotherapy dosimetry is the fact that 
the charge collection distance increases rapidly at low dose, then reaches 
a plateau as low as 50% of its pre-irradiated value. This effect is caused 
by charge traps being fillecCand therefore neutralizecCby the initial 
irradiation. This saturation state is referred to as the "pumped state" and 
can be stable for several months if the detector is kept at room 
temperature and dark in CVD diamond. To avoid the possibility of 
serious dosimetry errors arising from lack of equilibrium, manufacturers 
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of diamond detectors for radiotherapy recommend exposure of the 
detector to pre-measurement dose of 5 Gy before each usage. 

Commercialdiamond detectors have the advantage of a very small 
measurement volume (a few cubic mm) giving excellent spatial 
resolution and almost no directional dependence or temperature 
dependence. Diamond is also quasgwater equivalent, at least in terms of 
atomic number, so it is particularly attractive for measurements in 
radiation fields where electron equilibrium cannot be assumed. Diamond 
detectors have been shown to have a sensitivity that is independent of 
energy for photon beams from 4 to 25 MV and electron beams from 5 to 
20 MeV [ 151. One effect that must be taken into account however, which 
arises because of the very short electrodhole recombination time, is a 
decreasing response with increasing dose rate. If the detector is to be 
calibrated at one dose rate and then used at another, a correction should 
be applied. It has been shown that the following simple empirical 
formula can be used to relate the detector reading M to the dose per pulse 
(measured in water) D, : 

(11.14) 

where a is a constant and the correction factor A has a value close to 
1.00. These dose-rate correction factors have been shown to be energy 
independent . 

In contrast to diode detectors, diamond detectors show no strong 
directional or energy dependence. Both detector types have small 
sensitive volumes and give instantaneous results, making them attractive 
for both QA and in vivo use. However, a major potential drawback of 
diamond detectors is the need for pre-irradiation, which limits their 
usefulness for in vivo work. The main use of diamond detectors is 
therefore in QA, where their small sensitive volume, favourable energy 
response and directional invariance make them highly attractive. 

A M = a D , ,  

11.5 Film 

X-ray film is usually comprised of a suspension of silver halide crystals 
(typically 1 pm silver bromide) in a gelatine matrix [16, 171. This 
photographic emulsion is bonded to either one or both sides of a base 
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material which is usually a synthetic polyester, although some films use a 
cellulose acetate base. Polyester is more common for x-ray films because 
of its greater physical strength, tear resistance and chemical stability. A 
thin protective layer can then cover the emulsion. 

”4 r protective coating 

photographic emulsion 
\ - Polyester base 

Fig. 11.10 Diagrammatic cross section showing typical x-ray film construction. 

Photons interact photoelectrically with the halide and the electrons 
produced reduce the silver ions forming a “latent image” of metallic 
silver &oms. When the film is developed, the film grains containing 
more than a critical number of non-ionized silver atoms are then 
completely reduced to metallic silver. Grains with less than this critical 
number are removed by the fixing process. Xray film images, on a 
microscopic scale, are therefore binary images formed by a noisy 
amplification process. On a macroscopic scale however the average 
optical transmittance varies smoothly over a wide range. The 
transmittance T of a film illuminated by a source with irradiance Iois 
given by 

(11.15) 

where I is the transmitted irradiance. It is conventional however to 
express film appearance in terms of optical density (OD) which is simply 
the logarithm of transmittance 

OD= log lo[^]. (11.16) 
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A simple physical model can be derived to relate the optical density of a 
film to the exposure X, giving the following expression 

OD = OD,,,( 1 - e - q .  (11.17) 

The maximum optical density of the film is given by the transmittance 
when every silver halide grain is reduced (i.e. saturation of the film) and 
the rate constant k describing the sensitivity. In practice, as well as the 
limited maximum film density, there is also a minimum density caused 
by the fact that some unexposed silver ions are still reduced during 
developing, giving rise to a background “fog” or base density level. 
Figure 1 1.1 1 shows a plot of equation (1 1.17), including the limitations 
for the non-zero film base density. This standard form of curve is called 
an H-D curve, after Hurter and Driffield who presented the first film 
sensitivity curves in 1890. The film characteristic over the region where 
the optical density varies roughly linearly with the logarithm of exposure 
is called the gamma of the film, and is defined thus 

(11.18) 

where & is the apparent exposure indicated by unexposed processed film 
(i.e. the base density level). 

log ( Exposure ) 

Fig. 1 1.1 1 Plot of equation (1 1.17) showing a theoretical x-ray film response curve. 
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Practical film usage in radiotherapy can be generalized using two 
categories: (i) patient localization checks, and (ii) QA of equipment. 
Localization measurements are normally carried out using a jZm/screen 
system, where the film is contained within a light-tight cassette. The 
cassettes consist of either one or two phosphorescent screens either side 
of the film, and thin lead build-up and/or backscatter plates, depending 
on the manufacturer. These bcalization port films are typically taken 
using a large-area megavoltage beam immediately before treatment to 
check the position of the patient with reference to previously acquired 
Simulator images or digitally reconstructed radiographs derived from CT 
images. Since these imaging beams cover a much larger area than the 
treatment beam, the fildscreen systems are designed to maximize image 
contrast for the smallest possible dose (typically a few cGy). 

In contrast to localization images, dosimetric quality assurance 
measurements are normally performed using higher doses (50 cGy). 
These QA films are usually individually packaged in light-tight paper 
envelopes. This makes them easy to place in water-equivalent phantoms 
to make measurements that are as close to water-equivalent as possible, 
and therefore quantitatively more accurate than a filmkcreen system 
when measuring absorbed dose to water. For accurate absolute dosimetry 
careful film handling and processing is required. Sensitivity variations 
between film batches should be checked and care taken to ensure 
consistency with film processing and read-out. 

Film is very widely used in radiotherapy, both for dosimetic QA and 
localization imaging-where although it takes time to process, it is very 
convenient and easy to handle and archive. 

11.6 Electronic Portal Imaging 

An increasingly important group of detectors used in radiotherapy are the 
so-called electronic portal imaging devices or EPIDs. These area 
detectors measure the therapy energy beam after it has exited the patient 
(the portal beam). Systems are usually integrated into treatment delivery 
machines, mounted on retractable or easily removable arms so that they 
do not restrict the operation of the treatment machine. The main 
technologies are camera based and liquid-ionization-chamber-based 
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systems, with amorphous-silicon- based flat-panel systems coming into 
clinical use over the past few years [ 18, 191. 

EPIDs are typically used to check patient set-up and correct field 
placement. For patient set-up, images using the treatment beam portals 
are often difficult to interpret since, particularly with small fields, little 
anatomical information may be present in the image. Because of this, 
larger area low dose fields are often used for imaging prior to treatment, 
(in a similar way to portal films). Digitally reconstructed radiographs 
(DRRs) or radiotherapy simulator images are often generated so that a 
direct comparison with the portal image can be made using software 
tools provided by the equipment manufacturers. If the patient position is 
judged to be correct, treatment can proceed and the portal imager can be 
used to verify the shape of the treatment beam. It is important to use 
patient set-up information as part of a well-designed intervention 
protocol [ 191. 

". .. .._.._ .... ._ ..... . 

metal build-up plate 
phosphorescent screen 

Fig. 1 1.12 
Radiation is incident from the top of the page. 

Schematic view of a camera-based electronic portal imaging system. 

Another use of portal imaging devices is dosimetry, although this is at 
present largely limited to research. Problems with performing accurate 
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dosimetry include modelling the response of the system and accounting 
for radiation scattered by the patient, although much research work has 
been done in this field. Finally there is increasing current interest in the 
use of EPIDs for IMRT verification. 

11.6.1 Camera-Based Systems 

The radiation detector in the camera-based systems works using a very 
similar principle to a film cassette: a metal plate (1-2 mm brass, or steel) 
and phosphorescent screen detect the incoming high energy photons 
through a mixture of Compton and photoelectric interactions. The 
energetic electrons produced excite the phosphor screen (usually 
Gd202S:Tb) and the scintillation light is then detected using a camera. 
The camera cannot be placed in the direct beam because of the radiation 
damage that would occur, so instead is mounted at 90" to the screen, 
collecting light with the aid of a 45" mirror, see Fig. 1 1.12. The relatively 
large phosphor-screen-to-camera distance leads to the largest 
disadvantage of this type of system; because the light emitted by the 
phosphor is essentially Lambertian, substantial losses in signal are seen 
between the optical photon creation in the phosphor and detection by the 
camera. 

To counteract this large optical loss, system designers have 
concentrated on increasing the photon yield by using a thicker phosphor 
screen and ncreasing the light collection efficiency of the camera by 
using large-aperture lenses. Limitations of this include optical blurring in 
the thick phosphor screens and problems of spherical aberration, 
vignetting and geometric distortion in the large aperture lenses. 

Both CCD and tube-type cameras (Plumbicon and Newvicon) have 
been used in commercial systems. The CCD cameras offer the advantage 
of intrinsically good geometric stability, but can suffer from progressive 
radiation damage leading to secalled "salt and pepper noise", where 
defective camera pixels show either zero or maximum readings. Such 
damage can be removed by median window filtering up to a point, but 
cameras may need replacing periodically. Tube cameras show good long- 
term stability, being highly resistant to radiation damage, but can show 
significant geometric distortion especially at the edges of the field of 
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view and show some "memory effect" with a portion of one frame 
contributing to the next. For the kind of accurate numerical measurement 
necessary for dosimetry, another problem is a radiation field-size 
dependent optical cross-talk effect caused by multiple optical reflections 
between the mirror and phosphor screen, although solutions to this 
problem have been demonstrated. 

Advantages of the came ra-based systems include fast data acquisition 
with disadvantages including poor light collection efficiency and 
aberrations introduced by the optical systems that may necessitate some 
post-processing. 

11.6.2 Liquid Ionization Chamber Based Systems 

/ x electrodes 

I electrodes 

/ liquid layer 

Fig. 1 1.13 
imaging system. 

Schematic diagram of a liquid ionization chamber-based electronic portal 

The liquid ionization chamber design consists of two sets of linear 
electrodes arranged normal to each other, shown in Fig. 11.13. The 
0.8mm gap between the two sets of electrodes is filled with 2,4,4- 
trimethyl pentane. Ions generated by irradiation of the liquid migrate to 
the electrodes under the influence of an applied electric field. The 
advantage of using 2,4,4-trimethyl pentane is that is has a relatively long 
ion recombination time, leading to an effective charge integration time in 
the system of 0.5 s. The signal recorded by the device is proportional to 
the square root of the dose rate. The electrodes making up the ion 
chamber matrix are arranged in two rows of 256, with a pitch of 1.27 
mm. Two versions of the system are commercially available, one using a 
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polarizing voltage of 300 V with a frame read-out time of 5.5 s, and the 
other using 500 V with a read-out time of 1.25 s [20]. 

Advantages of this system include its relatively compact and robust 
design, with the disadvantage of a relatively slow frame rate, and 
therefore a relatively high dose required per image. The image quality 
and spatial resolution of the camera-based and liquid ionization chamber- 
based systems are very similar. 

11.6.3 Amorphous Silicon Flat-Panel Systems 

A recent advance in electronic portal imaging has been the introduction 
of detectors comprised of arrays of sensitive elements fabricated using 
large-area amorphous silicon technology [21]. 

.,‘ : ,, . .,’ 

metal build-up plate 

..... .. phosphorescent screen 

,, ,”’ active pixel area 

a-Si:H wafer 
.... _.._. 

data lines gate TFT 

Fig. 11.14 Schematic diagram of an amorphous silicon flat-panel imaging system. Note: 
the phosphorescent screen is in contact with the active pixel surface, an expanded view of 
a small region is shown here simply for clarity. 

Typical devices are comprised of hydrogenated amorphous silicon (a- 
Si:H) thin films deposited on glass substrates. An n-doped layer is 
generated over the bottom metal contact, followed by an intrinsic and a 
p-doped layer with a transparent conducting layer at the top. Devices are 
normally reverse biased to fully deplete the intrinsic layer. A thin film 
transistor (TFT) is fabricated in the corner of each pixel to read out each 
element. Light from the phosphor screen created electrodhole pairs, 
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which are stored as charge in each pixel. When the device is to be read 
out, the TFT's are switched, connecting each pixel to the data lines 
running down each column. By switching each row of TFT's in turn, the 
detector array can be read out a line at a time. 

The majority of the systems currently commercially available are 
indirect detectors based on very similar metal plate/phosphor screen 
primary cktectors to the camera based portal imaging systems described 
in Section 1 1.6.1. Their major advantage, however, is that the amorphous 
silicon photodiode array can be placed in contact with the phosphor 
screen leading to very much more efficient light collection. The result is 
X-ray quantum limited noise behaviour, where image quality is related 
primarily to the quantum efficiency of the metal plate/phosphor screen 
combination. 

Further advantages of the current commercially available systems are 
high resolution (40 cm x 40 cm, 400 pm pitch) and large dynamic range, 
producing significantly better image quality than the camera or liquid- 
ionization chamber based systems. The amorphous silicon devices 
themselves are comparatively very radiation hard, but a clear 
disadvantage of the systems is the fact that the read-out electronics 
surrounding the array is radiation sensitive, and can easily be damaged 
by accidental irradiation. 

11.7 Radio-Sensitive Chemical Detectors 

11.7.1 Fricke Dosimetiy 

Solutions of ferrous ammonium sulphate in water are useful for radiation 
dosimetry [22]. The effect of ionizing radiation is to convert the Fez' ions 
in the solution to Fe3' causing a visible colour change. By accurately 
measuring the change in light absorption 6A at about 300 -where 
ferric ions absorb, but the ferrous ions do not-the absorbed dose D can 
be calculated 

(I 1.19) 

497 

wheeree



M. Partridge 

where p is the density of the solution, I is the optical path length, E is the 
molar extinction coefficient and G is the radiation chemical yield. Values 
of E G are tabulated for various energies, with a value for electrons in the 
range 1-30 MeV of 352xW6 m' J-' [23] .  

The Fricke system is relatively insensitive, but has a linear range 
from 20 to 100 Gy and is mostly used for quality assurance check and 
transfer of standards between National standards laboratories and clinics. 
Although great care should be taken to ensure cleanliness when 
preparing the chemical solutions, once prepared and sealed, they can 
easily be transported or sent by mail between sites. When handled 
correctly, accuracies of 0.5% are achievable. 

An interesting development of the Fricke dosimetry system was to fuc 
the Fe3+ ions in a gelatine matrix, and therefore preserve the spatial 
distribution of the absorbed dose in three dimensions. The TI and T2 
magnetic resonance relaxation times of protons in water are both affected 
by the local Fe3' ion concentration, so irradiated gels can be read out 
using magnetic resonance imaging (MRI). A major problem with this 
system is the relatively fast diffusion rate of Fe ions in the gels. For good 
spatial resolution results the M R  imaging has to be performed within less 
than an hour of irradiation. This limits Fricke gel dosimetry largely to 
research applications. 

11.7.2 Polymer Gels 

A gel system using bis and acrylic monomers, that polymerize as a result 
of the formation of free radicals by the ionizing radiation, has been 
shown to be relatively stable with time, not exhibiting the diffusion 
problems seen in the Fricke system [24]. The gels show good sensitivity 
and can also be analysed using MRI. Known problems with these gels, 
however, include a marked temperature dependence of the MR 
properties, which is particularly important when using long MR read-out 
sequences where significant RF heating can be caused. Some of the 
constituent chemicals are also toxic, so require carefd handling. Care 
must also be taken to eliminate oxygen when preparing the gels, since 
oxygen would react with the free radicals and lower the sensitivity. This 
limits their use to purpose designed phantoms, but with careful 
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calibration accurate three-dimensional results are possible, providing a 
useful research tool, especially for the verification of intensity- modulated 
radiotherapy. A recent development that might make the use of polymer 
gels more widespread is the use of optical read-out. The polymerized 
regions of the gel become opaque so, with suitably designed phantoms 
and read-out optics, fast three-dimensional results can be obtained 
without the use of MRI. 
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