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Preface 

The aim of this book is to help people understand and enjoy the world in 
which we all live. It is written for the undergraduate student of physics, 
and is intended to teach. The text presents an extensive study of Special 
Relativity, and a (gentle, but exact) introduction to General Relativity. 
It is not intended to be the first introduction to Special Relativity for 
most students, although for a bright student it could function as that. 
Therefore basic ideas such as time dilation and space contraction are 
recalled but not discussed at length. However, I think it is also beneficial 
to have a thorough discussion of those concepts at as simple a level as 
possible, so I have provided one in another book called The Wonderful 
World of Relativity. The present book is self-contained and does not 
require knowledge of the first one, but a more basic text such as The 
Wonderful Wodd or something similar is recommended as a preparation 
for this book. 

The book has two more specific aims. The first is to allow an 
undergraduate physics course to extend somewhat further and wider 
in this area than has traditionally been the case, while ensuring that 
the mainstream of students can still handle the material; the second 
is to show how physics 'works' more generally and to act as a prelude 
to advanced topics such as classical and quantum field theory. The title 
Relativity Made Relatively Easy is therefore playful, yet serious. The text 
aims to make manageable what would otherwise be regarded as hard; to 
make derivations as simple as possible and physical ideas as transparent 
as possible. It is intended to teach, and therefore little prior mathe­
matical knowledge is assumed. Although spacetime and relativity are 
the main themes, physical ideas such as fields and flow, symmetry and 
stress are expounded along the way. These ideas connect to other areas 
such as hydrodynamics, electromagnetism, and particle physics. The 
present volume covers Special Relativity thoroughly except for spinors 
and Lagrangian density methods for fields, and it introduces General 
Relativity with the minimum of mathematical apparatus required to 
acquire correct ideas and quantitative results for static metrics. The 
affine connection (Christoffel symbol), for example, is not needed in 
order to achieve this. A second volume will extend the treatment of 
General Relativity somewhat more thoroughly, and will also introduce 
cosmology, spinors and some field theory (which explains the occasional 
mention of 'volume 2' in the present text). 
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The relativistic world 
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The relativistic world 





Basic ideas 1 
The primary purpose of this chapter is to offer a way in for readers 
completely unfamiliar with Special Relativity, and to recall the main 
ideas for readers who have some preliminary knowledge of the subject. 
For the former category, appendix A contains some of the basic argu­
ments that will not be repeated in the main text (and that can be found 
in introductory texts such as The Wonderful World of Relativity). The 
right moment to turn to that appendix, if you need to, is after completing 
section 1.2 of this chapter. 

In order to discuss space and time without being vague, it is extremely 
helpful to introduce the notion of a reference body. This is usually called 
an 'inertial frame of reference', but this phrase is in some respects 
unfortunate. The phrase 'frame of reference' is used in an abstract way in 
everyday language, but in physics we mean something more concrete: a 
large rigid physical object which could, in principle, exist in the vicinity 
of any system whose evolution we wish to discuss. Such a 'reference 
body' clarifies what we mean when we talk of distance and time. By 
'distance' we mean the number of particles or rods of the reference body 
between two places. The reference body keeps track of time as well, since 
the particles making it can be imagined to be tiny regular clocks (think 
of an atom with an internal vibration, for example). By 'time' at any 
given place we mean the number of repetitions of some such regularly 
repeating process ('clock') at that place. 

'Frame of reference' and 'reference body' are synonyms in physics. 

1.1 

1.2 

1.3 

1.4 

Newtonian physics 

Special Relativity 

Matrix methods 

Spacetime diagrams 
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Most people like to think of a frame of reference as having the form of Fig. 1.1 

a scaffolding of ideally thin and rigid rods, with clocks attached. One 
might also think of it as a large brick (but one with the unusual property 
that others things can move through it unimpeded). It is a mistake to 
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try to be too abstract here. Although the scaffolding or rigid body is 
not necessarily present, our reasoning about distance and time must be 
consistent with the fact that such a body might in principle be present 
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in any region of spacetime, and used to define those concepts. 
An inertial frame of reference is one in which Newton's First Law 

of Motion holds. If a particle not subject to any forces always has a Fig. 1.2 

constant velocity relative to some frame of reference (as determined by 
distance and time measurements furnished by near by parts of the frame), 
no matter when or where the particle sets out, then that frame is an 
inertial frame of reference. It follows immediately that all the parts of 
an inertial frame of reference have the same velocity relative to one 
such particle as it moves past, and by considering many freely moving 
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4 Basic ideas 

particles at different places and times one may infer that all the parts of 
an inertial frame move along together, having the same velocity and zero 
acceleration relative to any other such frame, assuming that distance 
relationships obey Euclidean geometry. 

An observer is a reasoning being who could in principle be situated at 
rest in some given frame of reference. We use the word 'observe' to mean 
not what the observer directly sees, but what he or she can deduce to be 
the case at each time and place in his/her reference frame. For example, 
suppose two explosions occur, and an observer is located closer to one 
than to the other in his own reference frame. If such an observer receives 
light-flashes from the two explosions simultaneously, then he 'observes' 
(i.e., deduces) that the explosions were not simultaneous in his reference 
frame. 

1.1 Newtonian physics 

Let us briefly survey the connection between inertial reference frames 
according to classical physics, as developed by Galileo, Newton, and 
others. 

A crucial idea, first presented at length by Galileo, is the idea that the 
behaviour of physical systems is the same in any given inertial reference 
frame, irrespective of whether that frame may be in uniform motion 
with respect to others. For example, it is possible to play table tennis 
in a carriage of a moving railway train without noticing the motion of 
the train (as long as the rails are smooth and the train has constant 
velocity). There is no need to adjust one's calculations of the trajectory 
of the ball or the choice of force to apply using the bat: all the behaviour 
is the same as it would be in a motionless train. This idea, which we shall 
state more carefully in a moment, is called the Principle of Relativity; 
it is obeyed by both classical and relativistic physics. 

When we analyze the motions of bodies it is useful to introduce a 
coordinate system (in both space and time), which is simply a way of 
noting positions and times relative to a reference body (= inertial frame 
of reference). An event is a point in space and time. It is useful to know, 
for any given event, how the coordinates of the event relative to one 
reference body relate to the coordinates of the same event relative to 
another reference body. If reference frames Sand S' have all their axes 
aligned, but frame S' moves along the positive x direction relative to S at 
speed v, then we say the reference frames are in standard configuration 
(Fig. 1.3). The coordinates of any given event, as determined in two 
reference frames in standard configuration, are related, according to 
Newtonian physics, by 

t' = t, 

x' = x - vt, 

y' = y, 

z' = z. (1.1) 
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This set of equations is called the Galilean transformation. It can also 
be written in matrix notation as 

(1.2) 

or 

(1.3) 

where 

( -~ 0 0 

n 9= 
1 0 

(1.4) 
0 1 
0 0 

The inverse Galilean transformation is 

(1.5) 

which can also be written 

(1.6) 

The reader is invited to verify this- that is, check that the matrix given 
in eqn (1.5) is indeed the inverse of 9. 

Matrix notation makes it easy to check things such as the effect of 
transforming from one reference frame to another and then to a third. 
For example, the net effect of transforming to another frame and then 
back to the first is given by 9-19, which is, of course, the identity 
matrix. 

1.2 Special Relativity 

1.2.1 The Postulates of Special Relativity 

Turning now to Special Relativity, we shall find that the Principle of 
Relativity is still obeyed, but the Galilean transformation fails. 

1.2 Special Relativity 5 

Fig. 1.3 Two reference frames (==ref­
erence bodies) in standard configura_ 
tion. 8' moves in the x direction relative 
to 8, with its axes aligned with those 
of 8. The picture shows the situation 
at the moment (defined in 8) when the 
axes of 8' have just swept past those of 
8. The whole reference frame of 8' is in 
motion together at the same velocity v 
relative to 8. Equally, the frame of 8 is 
in motion at velocity -v relative to 8'. 



6 Basic ideas 

The Main Postulates of Special Relativity are 

Postulate 1, 'Principle of Relativity': The motions of bodies included in a 
given space are the same among themselves, whether that space is at rest or 
moves uniformly forward in a straight line. 

Postulate 2, 'Light Speed Postulate': 
Version A: There is a finite maximum speed for signals. 
Version B: There is an inertial reference frame in which the speed of light in 
vacuum is independent of the motion of the source. 

The Principle of Relativity (Postulate 1) is obeyed by classical physics; 
the Light Speed Postulate is not. The Principle of Relativity can also be 
stated as: 

The laws of physics take the same mathematical form in all inertial frames of 
reference. 

In Postulate 2, either version A or version B is sufficient on its own 
to allow Special Relativity to be developed. Version A does not mention 
light; which makes it clear that Spc ial R lativity lind ' r1i sail th ories in 
physics, not just electromagnetism. For this r ·on v r ion A i pr · f ned. 
However, we will preserve the practice of calling thi · p ulate th 
'Light Speed Postulate ' because in va llllTI1 , far from material 01 j . ts, 
light-waves move at the maximum speed for signals. With this piece of 
information about light, one can use either version to derive the other. 

Einstein used version B of the Light Speed Postulate. It is often stated 
as 'the speed of light is independent of the motion of the source. ' In 
this statement the fact that motion can only ever be relative motion 
is taken for granted, and it is a statement about what is observed in 
any reference frame. In our version B we chose to make a slightly more 
restricted statement (choosing just one reference frame), merely because 
it is interesting to hone ones assumptions down to the smallest possible 
set. By combining this with Postulate 1 it immediately follows that all 
reference frames will have this property. 

The Light Speed Postulate can be tested very accurately by astro­
nomical observations. For instance, in a binary star system each star 
orbits the centre of mass. If the emitted light had a speed depending on 
the motion of the source, then it would propagate to Earth at a speed 
which varies with the time of emission. For example, light emitted at one 
point on the orbit would catch up and possibly overtake light emitted at 
another point. This would be observable as multiple images appearing 
in detectors on Earth, or as some more modest change in the detected 
pattern of fluctuation (e.g. of Doppler effect or intensity). No such effects 
have ever been detected. A typical approach would be to test the claim 
that the speed of light emitted by a source of velocity v is given by 
c + kv, where k is a constant to be determined. By using X-ray sources 
one can avoid complicating issues arising from scattering of"visible light 
by the interstellar medium, and by a clever combination of position and 
Doppler measurements (see exercise 1.5) one can determine the upper 



bound k < 10- 9 using data from binary systems situated at a distance 
of order 104 light-years from Earth and having an orbital period of a few 
days. 

In order to make clear what is assumed and what is derived, it is useful 
to add two further postulates to the list: 

postulate 0, 'Euclidean geometry': The rules of Euclidean geometT1.J apply to 
all spatial measurements within any given inertial reference fram e. 

postulate 3, 'Conservation of momentum': Internal interactions among the 
parts of an isolated system cannot change the system's total momentum, where 
momentum is a vector function of rest mass and velocity. 

Postulate 0 (Euclidean geometry) is obeyed by Special Relativity but 
not by General Relativity. Postulate 3 (conservation of momentum) 
allows the central elements of dynamics to be deduced, including the 
famous formula E = mc2 (which cannot be derived from the Main 
postulates alone) 1. 

1.2.2 Central ideas about spacetime 

Recall that a 'point in spacetime' is called an event. This is something 
happening at an instant of time at a point in space, with infinitesimal 
time duration and spatial extension. For an example, tap the tip of a 
pencil once on a table top, or click your fingers. 

A particle is a physical object of infinitesimal spatial extent, which can 
exist for some extended period of time. The line of events which gives 
the location of the particle as a function of time is called its worldlinej 
see Fig. 1.4. 

If two events have coordinates (tl' Xl, Yl, zd and (t2' X2, Y2, Z2) in some 
reference frame, then the quantity 

S2 = -C2(t2 - td2 + (X2 - Xl)2 + (Y2 - yd 2 + (Z2 - zd 2 (1.7) 

is called the squared spacetime interval between them. Note the crucial 
minus sign in front of the first term. We emphasize it by writing eqn 
(1. 7) as 

(1.8) 

If s2 < 0 then the time between the events is sufficiently long that a 
particle or other signal (moving at speeds less than c) could move from 
one event to the other. Such a pair of events is said to be separated by 
a time-like interval. If s2 > 0 then the time between the events is too 
short for any physical influence to move between them. This is called a 
space like interval. If s2 = 0 then we have a null interval, which means 
that a light pulse or other light-speed signal could move directly from 
one event to the other. 

Although the parts ti, Xi, Yi, Zi needed to calculate an interval will 
vary from one reference frame to another, we will find in chapter 2 that 
the net result, S2, is independent of reference frame: all reference 

1.2 Special Relativity 7 

lOne can replace the statement of 
Postulate 3 by a statement about 
translational symmetry; see chapter 14. 

FUTUR6 

Fig. 1.4 A spacetime diagram show­
ing a worldline and a light-cone (past 
and future branches). Time runs in 
the vertical direction on the diagram, 
and one spatial dimension has been 
suppressed. The cross (x) marks an 
example event. The apex of the cone 
is another event. 
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Fig. 1.5 The set of events at fixed 
interval from the origin forms a hyper­
boloid of revolution. The figure shows 
such a surface for the case where the 
interval from the origin is spacelike. (a) 
shows the su rface as traced out by a set 
of hyperbolae , and (b) shows the same 
surface and illustrates the interesting 
fact that it can a lso be constructed 
from a set of exactly straight lines (cf. 
section 3.2). 

y 

Fig. 1.6 The set of events at a fixed 
time-like interval from the origin. 

(a) (b) 

y 

frames agree on the value of this quantity. This is similar to the fact 
that the length of a vector is unchanged by rotations of the vector. 
A quantity whose value is the same in all reference frames is called 
a Lorentz invariant (or Lorentz scalar) . Lorentz invariants play a 
central role in Special Relativity. 

The set of events with a null spacetime interval from any given event 
lie on a cone called the light-cone of that event; see Fig. 1.4. The part (or 
'branch') ofthis cone extending into the past is made of the worldlines of 
photons that form a spherical pulse of light collapsing onto the event, and 
the part extending into the future is made of the worldlines of photons 
that form a spherical pulse of light emitted by the event. The cone is an 
abstraction: the incoming and outgoing light-pulses do not have to be 
there. The past part of the light-cone surface of any event A is called the 
past light-cone of A, and the future part of the surface is called the future 
light-cone of A. The whole of the future cone (i.e., the body of the cone 
as well as the surface) is called the absolute future of A, and consists of 
all events which could possibly be influenced by A (in view of the Light 
Speed Postulate). The whole of the past cone is called the absolute past 
of A, and consists of all events which could possibly influence A. The 
rest of spacetime, outside either branch of the light-cone, can neither 
influence nor be influenced by A. It consists of all events with a spacelike 
separation from A. 

The set of events at fixed interval from the origin satisfies the equation 

(1.9) 

where L is a constant. If L > 0 the interval is spacelike; if L < 0 the 
interval is time-like. This is the equation of a hyperboloid of revolution; 
see Figs 1.5 and 1.6. 

The single most basic insight into spacetime that Einstein's theory 
introduces is the relativity of simultaneity: two events that are simulta­
neous in one reference frame are not necessarily simultaneous in another. 
In particular, if two events happen simultaneously at different spatial 
locations in reference frame F , then they will not be simultaneous in 
any reference frame moving relative to F with a non-zero component of 
velocity along the line between the events. An example is furnished by 
'Einstein's train'; see Fig. 1.7. 
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Fig. 1.7 Einstein's train. A fast-moving train is moving past a platform. Firecrackers are placed at the two ends of the 
train, each triggered to explode when it reaches the corresponding end of the platform. Suppose an observer S standing still 
in the middle of the platform receives flashes of light from the two explosions simultaneously. He infers that the explosions 
were simultaneous (they both occured at a time 4Lo/c before he received the signals, where Lo is the length of the platform 
according to his measurements). From this he can also infer that the train has the same length as the platform. S also finds 
that the front flash reaches a passenger P seated in the middle of the train before the back flash does. For example, when 
the Bashes arrive at S one has already passed P, while the other has not. It follows that the passenger himself experiences the 
flashes separated by a finite interval of time. P considers that the flashes travelled equal distances (relative to him) to reach 
him, since he is seated in the middle of the train, and one Bash occurred at the front, one at the back: there are scorch marks 
on the train to prove it. Since the speed of light is a universal constant, P must infer that the explosions were not simultaneous 
in his reference frame: the front one occurred before the back one. Hence simultaneity is not absolute: it depends on a reference 
frame. (P may also infer that the train is longer than the platform, according to his measurements.) 

By careful argument from the postulates one can connect timing and 
spatial measurements in one inertial reference frame to those in any 
other inertial reference frame in a precise, quantitative way. In the 
next chapter we will introduce the Lorentz transformation to do this 
in general. Arguments for some simple cases are a useful way into the 
subject, and are summarized in appendix A. 

1.3 Matrix methods 

By writing down the Galilean transformation using a matrix, we have 
already assumed that the reader has some idea what a matrix is and how 
it is used. However, in case matrices are unfamiliar we will here summa­
rize the matrix mathematics we shall need. This will not substitute for 
a more lengthy course of mathematical training, but it may be a useful 
reminder. 

A matrix is a table of numbers. We will only need to deal with real 
matrices (with rare exceptions), so the numbers are real numbers. In an 
'n x m' matrix the table has n rows and m columns. Here is a 2 x 3 
matrix, for example: 

-3.6 
4.5 

(1.10) 
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If either n or m is 1 then we have a vector; if both are 1 than we have 
a scalar. 

A vector of 1 row is called a row vector; a vector of 1 column is called 
a column vector: 

row vector: (1, - 3,2), column veelm (-D 
Th sum f two matric's, writte11 a' A + B , i. uly lcfin d ( 0 it 

is nly a legal p ration) wh n A. and B hav th sam · hal : hat 
i t11 Lw ma.tri have til same number of rows n, and th · Y also 
l1avc the 'am Bum!.> r of olumns m, (I \It n does not hav · . llial m,). 
A + B is then d fin d t m an th matrix formed from th sum of the 
orrespouding compon· n s of A and B. To b precise, if 1\I[1j ref · r to 

th lam nt of matrix M in 11 ith row aud.iLh olumn th n the matrix 
sum is defined by 

M=A+B 

This rule applies to vectors and scalars too, since they are special cases 
of matrices, and it agrees with the familiar rule for summing vectors: 
add the c mponent .. 

The pro luct of wo matrices written as AB, is only defin d ( '0 i 
i. only a I gal op . ration) when A and B hav appropriat hap ' : th 
number of col~/mn in the fir t matrix ha. to equal the number of rows 
in th 'econd matrix. For example a 2 x 3 matrix can multiply a 3 x 5 
matrix, but it anno multiply a 2 x 3 matrix. The produ t i defined 
by the mathematical rule 

M=AB Mij = LAkBkj. (1.11) 
k 

I is important t not hat this rule is not commutative: AB i n 
n . 'sarily (.h arne as EA. Tb ·' rule is important in order to bave a. 
precl e d finition, nu the u of ub 'cript and the 'um can 1 av tbe 
oporation obs lu:e until on Ll'ies a f w examples. It am.ounts t the 
following. You have to work your way through the lernents of M on 
by ne. 11 obtain th el ment of M on the iLb l' W and jth column, 
ak· the ith row of A and he jth column of B. Rega.rd ' h 'e a."l two 

v ctor and valuate their s alar produc : t hat i ,div the r w f A 
onto the column of B, multiply corresponding elements, and then sum. 
Th result is th value of M ij . 

The only way to b c me familia.r with matrix multipli ation is by 
practice. By al plyUlg (.h · rul you will find that if a k x n matrix 
multiplies a n x m matrix thel the result is a k x m matrbc This i. 
a v l'Y usefLu check to k p ra, k of what yOll are doing. 

Th whole point of matrix no ati n i thaL much of tb tim we 
can avoid actuall carrying out the lem nt-by-el ment multiplications 
and additions. Instead we manipulate the matl'ix ymbol . For examp! , 
if A + B = C and A - B = D then we can deduc that C + D = 2A 



without needing to carry out any element-by-element analysis. The 
following mathematical results apply to matrices (as the reader can show 
by applying the rules developed above): 

A+B=B+A 

A + (B + C) = (A + B) + C 

(AB)C = A(BC) 

A(B + C) = AB + AC. 

We shall mostly be concerned with square matrices and with vectors. 
The square matrices will be mostly 4 x 4, so they can be added and 
multiplied to give other 4 x 4 matrices. A square matrix can multiply 
a column vector, giving a result that is a column vector (since a 4 x 4 
matrix multiplying a 4 x 1 matrix gives a 4 x 1 matrix). For example: 

( 

~.2 

-1 
-2 

-3.6 8 

~'5) (-~) (-~~5 ) 4.5 
5 
3.2 

2 
1 - 0.5 2 = - 12 . 
3 - 5 - 4 14.4 

A square matrix can be multiplied from the left by a row vector, giving 
a result that is a row vector (since a 1 x 4 matrix multiplying a 4 x 4 
matrix gives a 1 x 4 matrix). 

Matrix inverse 

Many, but not all, square matrices have an inverse. This is written M-I 

and is defined by 

(1.12) 

where I is the identity matrix, consisting of ones down the diagonal and 
zeros everywhere else. For example, in the 4 x 4 case it is 

The identity matrix has no effect when it multiplies another matrix: 
1M = M I = M for all M. Inverses of non-square matrices can also be 
defined, but we shall not need them. 

There is no definition of a 'division' operation for matrices (in the 
sense of one matrix 'divided by' another), but often multiplication by 
the inverse achieves what might be regarded as a form of division. For 
example, if AB = C and A has an inverse, then by premultiplying both 
sides by A-l we obtain A- lAB = A-IC, and therefore B = A- IC (by 
using the fact that A- IA = I and IB = B). 

1. 3 Matrix methods 11 
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The inverse of a 2 x 2 matrix is easy to find: 

M = (~ ~) ~ M -
l 

= ad ~ bc (-~ -~). 
Here the inverse exists when ad - bc -=I- 0, and you can check that it 
satisfies eqn (1.12). 

There is also a general rule on how to find the inverse of a matrix of 
any size; you should consult a mathematics textbook when you need it. 

The inverse of a product is the product of the inverses, but you have 
to reverse the order: 

(AB)-1 = B-IA- 1 . (1.13) 

Proof: (AB)(B- I A- l ) = A(B-IB)A- l = AA- l = I, and you are 
invited to show by a similar method that (B - 1 A- I )(AB) = I. 

Transpose and scalar product 

The transpose of a matrix, written M T , is the matrix obtained by 
swapping the rows and columns. To be precise: 

means 

For example, the transpose of the matrix displayed in eqn (1.10) is 

( 

1.2 2 \ 

-~.6 ~.5). 

The transpose of a row vector is a column vector, and the transpose of 
a column vector is a row vector. 

The following results are useful: 

(A + B)T = AT + BT 

(AB? = BTAT 

(AT)-l = (A-I? 

(1.14) 

(1.15) 

(1.16) 

Note the order reversal in eqn (1.15). You can easily prove this result 
using eqn (1.11). Then eqn (1.16) follows, since if M is the inverse of AT 
then we must have AT M = I, taking the transpose of both sides gives 
MT A = IT = I and hence MT = A-I and the result follows. 

The product of a row vector and a column vector of the same length 
is often useful because it is simple: it is a 1 x 1 matrix- in other words, 
a scalar. If we start with a pair of column vectors u and y of the same 
size, then we can obtain such a scalar by 

(1.17) 

This comes up often, so it is given a name: it is called the scalar product or 
inner product of the vectors. (The inner product of a pair of row vectors 
would be UyT.) You can calculate it by multiplying corresponding 



components and summing. For example, if u has components UI, U2, U3 

and v has components VI, V2, V3 then 

(1.18) 

Most science or mathematics students will meet the scalar product first 
in the context of vector analysis in space, where one is typically dealing 
with three-component vectors representing things such as displacement, 
velocity, and force. In this context it can be convenient not to be too 
concerned whether the vectors are row or column vectors, and so the dot 
notation is introduced: the scalar product is written u . v. In Relativity 
we will be dealing with 4-component vectors in time and space, and for 
them we will introduce a special meaning for the dot notation and for 
the phrase 'scalar product' . 

1.4. Spacetime diagrams 

Figs 1.4, 1.5, and 1.6 are all examples of spacetime diagrams. A spacetime 
diagram shows events and worldlines and other information in a natural 
way, and when used correctly is a great help to understanding Relativity. 
By convention, time is usually shown vertically on the diagram. It is 
then most easy to show either two spatial dimensions (in a perspective 
or projected view) or a single spatial dimension. The coordinate axes in 
Figs 1.5 and 1.6 show the coordinates for one inertial reference frame 
which has been given a privileged status on the diagram. It is the 
reference frame 8 associated with a body whose worldline is vertical 
on the diagram. The same region of spacetime can be discussed equally 
well in terms of the coordinate system of any other reference frame 8', 
moving with respect to the first. Such a coordinate system can be shown 
by adding to the diagram a worldline of a particle fixed in S', and a line 
of simultaneity for S'; see Fig. 1.8. (For the line of simultaneity, consult 
Fig. A.2 in the appendix.) These lines are the time axis t' and position 
axis x' for the second frame. Events separated by an interval parallel 
to t' on the diagram are at the same position in S' (they are separated 
only by time in S'). Events separated by an interval parallel to x' on the 
diagram are simultaneous in 8' (they are separated only by space in 8'). 

To obtain the time and distance between events, in either frame, from 
such a diagram, the axes must be calibrated. We can always choose 
the origin of frame 8' so that the event {t = 0, x = o} occurs at {t' = 
0, x' = o}. Consider the event E on the time axis of 8', one unit of time 
in frame 8' after t' = O. This event is at {t' = 1, x' = O}, and at some 
{t, x} related by x = vt where v is the relative velocity of the frames. 
The spacetime interval between the origin and E is invariant, i.e. , the 
same in both frames, so 

1.4 Spacetime diagrams 13 
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Fig. 1.8 Spacetime diagram showing 
coordinate axes for two observers in 
relative motion in one spatial dimen­
sion. The light-cone symbol in the cor­
ner indicates that this is a spacetime 
diagram (if this were in any doubt), 
and also indicates the orientation of the 
diagram and the directions of light-like 
worldlines. Note that this diagram is 
completely flat: it shows motion in just 
011e spatial dimension (e.g. beads slid­
ing along a wire, trains running along 
a track), and is not a perspective view 
of a three-dimensional diagram (which 
could be used to show motion in two 
spatial dimensions). 

Fig. 1.9 Spacetime diagram showing 
coordinate axes for two observers in rel­
ative motion in one spatial dimension, 
with an example event A and a further 
worldline. The distance b etween A and 
the worldline, in any given frame, is 
indicated by the length of a line extend­
ing from A to the worldline, oriented 
parallel to a line of simultaneity for 
that frame: i.e., the x-axis and x'-axis 
respectively. 
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therefore t = 'Yt' where 'Y = (1 - V 2 /C2 )-1/2 is the Lorentz factor. It 
follows that one unit of 'primed time' along the t' takes up more than 
one unit of 'unprimed time' along the t axis (since 'Y > 1). 

When treating a single pair of reference frames it can be convenient 
to take care of this calibration issue by choosing a more symmetric 
configuratioTl of th diagram. Suppose the frron s a t" S and '. Th re 
always xists an int. l"m diate frame F such that Saud S' mov with equal 
and opp sit ViI 1 r laLiv t P.lf w ·' take t he point of view of F f r 
the pmp of con t ru ·ting th diagram hen the coordinate a.>ces of 
and 'will be placed as shown ill Fig. 1.9, an 1 hi i convenient because 
now both sets of axes g t th same alibration be ause both uffer the 
same time dilation and Lorentz contraction relative to F. This makes it 
easy to compare distance or time measurements in one frame with corre­
sponding measurements in the other. For example, the distance between 
the curved worldline and the event marked A on Fig. 1.9, as observed 
in the two frames, is indicated by the two straight line segments marked 
D.x and D.x' . One can see at a glance that D.x < D.x' in this example. 
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Exercises 

(1.1) S 

The spacetime diagram in the figure shows the 
world lines of two inertial observers S and Sf, and 
various other events . Find the sequence of the 
labeled events, first in the rest frame of S, and 
then in the rest frame of Sf. Is causality always 
respected? 

(1.2) Using a spacetime diagram, or otherwise, prove 
that 

(i) the temporal order of two events is the same 
in all reference frames if and only if they are 
separated by a time-like interval, 

(ii) there exists a reference frame in which two 
events are simultaneous if and only if they are 
separated by a space-like interval. 

(1.3) Bondi's k factor. Hermann Bondi proposed the 
following neat argument. Suppose two observers 
A and B move uniformly along a line at relative 
speed v. Clocks held by the observers are set to 
zero when they meet. At event A the first observer 
sends a light-pulse to the second, who receives it 
at event B and immediately returns it, the return 
pulse arriving at event C. 

(i) Show that 

tB = _ t_A_ and te = tB(l + vic) 
1- vic 

where tA, tB, te are the times of the three 
events as observed in frame A. 

(ii) Let t's be the time of the reflection event, as 
registered on a clock held by B, and define a 

factor k == t's ItA. This is the ratio of recep­
tion time observed by the receiver to emission 
time observed by the emitter, when a light­
signal is sent between the parties. Since the 
whole situation is linear, k is independent of 
time. Since the situation is symmetric, we 
must find the same factor k for the return 
signal: i.e., k = telt's. Use this information 
to find k in terms of v . 

(iii) Hence find tBlt's in terms of v (time dila­
tion), and also explain how k is related to the 
Doppler effect. 

(1.4) A rod of rest length La lies on the x axis of some 
reference frame S, and moves at speed v along that 
axis. At some moment, the motion is reversed, 
such that all particles in the rod change their 
velocity from +v to -v simultaneously in S. Find 
the initial and final lengths of the rod, in frame S 
and in a frame S' in standard configuration with S. 
(Note that both frames are inertial; their motion 
does not change!) Using a spacetime diagram, find 
the sequence of events in Sf: which end of the rod 
starts to move first, relative to S'? 

(1:.5) Consider using observations of a binary star sys­
tem to test the Light Speed Postulate, as follows. 
At distance D from Earth a small X-ray-emitting 
star follows a circular orbit of radius r around a 
large companion, at a speed Va « c. The distance 
of the small star from Earth is then D + r sin wt, 
and its velocity component towards Earth is v = 
Va cos wt where Va = rw. In a model where the 
speed of light is given by e + kv, where v is the 
velocity of the source and k« 1 is a constant, 
show that X-rays emitted at time t are received 
on Earth at time 

r . TVa 
tE = t + T + - sm wt - - - k cos wt 

c c 

to lowest order in k, where T = Die. Hence show 
that 

dtE cit = 1 + (Vic) cos(wt + ¢) 

where V = va(l + (kTw)2)1/2 and tan ¢ = kTw. 
Explain why the observed Doppler effect AEI A 



16 Basic ideas 

is given by dtE/ dt (e.g. consider two successive 
emitted wavefronts , with v « c so that time dila­
tion is negligible). The X-ray intensity varies as 
a function of time owing to eclipsing by the large 
companion. By comparing the detected intensity 
curve with the detected Doppler shift curve, one 
can measure the offset phase ¢. Find an upper 
bound on k if this phase is determined to be 

2 K. Breeher, Phys. Rev. Lett. 39, 1051 (1877) . 

¢ < 0.06 rad for the source Her-Xl, which lies at 
a distance 2 x 104 light-years and has an orbital 
period of 1. 7 days2. 

(1.6) Find the velocity at which you should move rel­
ative to Holbein's picture The Ambassadors in 
order that the image of the skull should not be 
stretched in your rest frame. 



The lorentz 
transformation 

In a first introduction to Special Relativity (such as appendix A), the 
reasoning is kept as direct as possible. Simple physical scenarios are 
used to deduce basic mathematical results. Now we will introduce a more 
algebraic approach. This is needed in order to generalize and to proceed. 
In particular, it will save a lot of trouble in calculations involving a 
change of reference frame, and we will learn how to formulate laws of 
physics so that they obey the Main Postulates of the theory. 

2.1 Introducing the Lorentz 
transformation 

The Lorentz transformation, for which this chapter is named, is the 
coordinate transformation which replaces the Galilean transformation 
presented in eqn (1.1). 

Let Sand S' be reference frames allowing coordinate systems (t, x, y, z) 
and (t', x' , y' , z') to be defined. Let their corresponding axes be aligned, 
with the x and x' axes along the line of relative motion, so that S' has 
velocity v in the x direction in reference frame S. Also, let the origins of 
coordinates and time be chosen so that the origins of the two reference 
frames coincide at t = t' = O. Hereafter we refer to this arrangement 
as the 'standard configuration' of a pair of reference frames. In such a 
standard configuration, if an event has coordinates (t, x, y, z) in S, then 
its coordinates in S' are given by 

t' = ')'(t - vxjc2
) (2.1) 

x' =')'(-vt+x) (2.2) 

y' = Y (2.3) 

z' = z (2.4) 

where the Lorentz factor ,),=,),(v)=lj(1-v2 jc2 )1/2. This set 
of simultaneous equations is called the Lorentz transformation; we 
will derive it from the Main Postulates of Special Relativity in 
section 2.1.1. 
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By solving for (t, x, y, z) in terms of (t', x', y', Z/) you can easily derive 
the inverse Lorentz transformation: 

t = ,(t' + VX' /C
2

) (2.5) 

x = ,(vt' + x') (2.6) 

y = y' (2.7) 

z = z' (2.8) 

This can also be obtained by replacing v by -v and swapping primed 
and unprimed symbols in the first set of equations. This is how it must 
turn out, since if 8' has velocity y in 8, then 8 has velocity -y in 8/, 
and b Lh are . qually valid inertial [Tam. . 

L t liS imm diat ly xLl'~ct from th Lor ntz tnUl COl'mati n th 
phen m na of time dilati n and Lor nLz contra tion. For th for 111 r , 
siro ply cLoos two · v nts at. Lbo . alne spatial location in S, S ' pal'ated 
I tim · r. W' may as wll choo ' th origin, x = 1/ = Z = 0 and tim 
t = 0 and i = 1" in frame . Jow aplly eqn (2.1) to he 1;\"'0 vents. We 
find that the first event occurs at time t' = 0, and the second at time 
t' = ,1", so the time interval between them in frame S' is ,1": i.e., longer 
than in the first frame by the factor ,. This is time dilation. 

For Lorentz contraction one must consider not two events but two 
worldlines. These are the worldlines of the two ends, along the x direc­
tion, of some object fixed in S. Place the origin on one of these worldlines, 
and then the other end lies at x = La for all t, where La is the rest length. 
Now consider these wOl'ldlines in the frame S' and choose the time t' = O. 
At this moment the worldline passing through the origin of 8 is also at 
the origin of 8/: i.e., at x' = O. Using the Lorentz transformation, the 
other worldline is found at 

x' = ,( -vt + La). (2.9) 

Since we are considering the situation at t' = 0 we deduce from the first 
equation that t = vLo/ c2 . 8ubstituting this into the second equation we 
obtain x, = ,Lo(1- v2

/C
2

) = Loh. Thus in the primed frame at a given 
instant the two ends of the object are at x' = 0 and x' = Lo/" Therefore 
the length of the object is reduced from La by a factor ,. This is Lorentz 
contraction. 

For relativistic addition of velocities, eqn (A.ll), consider a particle 
moving along the x' axi with Sf) ' cd u in {ram I. It worldlin i 
given by . .1 = uti. ub tituting in eqn (2.6) we btail1 x = ,(vt' + 1Ltl) = 
,2(v + u)(t - vx/c2). lve fol' x as a function of t and on obtains 
.' = 'I. t with w as giv n by qn (A.D). 

01' the Dopple)' efli t, . n 'idel' ~ s qu nee f wave fronts emitted from 
th origin of at tim 0 to 2to •.... The first wav front is detected in 
• I at t' = O. The next wav front bas til wOl'ldline x = c(t - to) and 
the worldline of the origin of 8' is x = vt. These two lines' intersect at 
x = vt = c(t - to), hence t = to/(l - vic) . Now use the Lorentz trans­
formation (2.5) with x' = 0 to find the time of the reception event in 
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Table 2 .1 Useful relations involving "(. fJ = v/c is the speed in units of the speed 
of light. dt/dT relates the time between events on a worldline to the proper time, for 
a particle of speed v . dt' /dt relates the time between events on a worldline for two 
reference frames of relative velocity v , with u the particle velocity in the unprimed 
frame. If two particles have velocities u , v in some reference frame, then "(( w) is t he 
Lorentz factor for their relative velocity. 

f3 = )1. -1;'2 

d, 3 / 2 
dv =, v c , 

dt -=" ciT 

, 
,2v2 = (i - 1)c2 

d 3 
dv(,v)=, 

dt' 2 
ill = 'v (1 - u . v / c ) 

,(w) = ,(u)l(v) (1 - u· v/c2
) 

(2.10) 

(2 .11) 

(2.12) 

(2.13) 

8': t' = th = toh(l - vic). This gives the period of the wave observed 
in 8'. After inverting to convert times into frequencies, we obtain eqn 
(A. I0), for 8' moving away from the source. 

To summarize: 

The Post ulates of Relativity, taken together, lead to a description of spacetime 
in which the notions of simultaneity, time duration, and spatial distance are 
well-defined in each inertial reference frame, but their values, for a given pair 
of events, can vary from one reference frame to another. In particular, objects 
evolve more slowly and are contracted along their direction of motion when 
observed in a reference frame relative to which they are in motion. 

A good way to think of the Lorentz transformation is to regard it 
as a kind of 'translation' from the t, x, y, z 'language' to the t', x', y', z' 
'language'. The basic results given above serve as an introduction, to 
increase our confidence with the transformation and its use. In this and 
the next chapter we will use it to treat more general situations, such as 
addition of non-parallel velocities, the Doppler effect for light emitted 
at a general angle to the direction of motion, and other phenomena. 

Table 2.1 summarizes some useful formulae related to the Lorentz 
factor ')'(v). Derivations of eqns (2.12) and (2.13) will be presented in 
section 2.5, while the derivation of the others is left as an exercise for 
the reader. 

Why not start with the Lorentz transformation? 

Question: 'The Lorentz transformation allows all the basic results 
of time dilation, Lorentz contraction, Doppler effect, and addition 
of velocities to be derived quite readily. Why not start with it, and 
avoid all the trouble of the slow step-by-step arguments presented in 
introductory treatments of Relativity?' 
Answer: The cautious step-by-step arguments are needed in order 
to understand the results, and the character of spacetime. Only then 
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Fig. 2.1 

1 If you doubt this, replace one pipe 
with a wide metal sheet having a hole 
of proper diameter Do. The remaining 
pipe cannot both p ass through and not 
pass through this hole. A change of ref­
erence frame has no influence whatso­
ever on events; it influences merely how 
distances and times between events are 
measured. 

is the physical meaning of the Lorentz transformation clear. We 
can present things quickly now, because spacetime, time dilation, 
and space contraction are discussed in the previous chapter and in 
appendix A (and at greater length in The Wanderful Warld). Such a 
discussion has to take place somewhere. The derivation of the Lorentz 
transformation given in section 2.1.1 can seem like mere mathematical 
trickery unless we maintain a firm grasp on what it all means. 

2.1.1 Derivation of Lorentz transformation 

To derive the Lorentz transformation from first principles, one may 
reason as follows. 

We seek a transformation of coordinates such that the coordinate 
systems in two inertial reference frames Sand 8' will lead to results 
consistent with the Principle of Relativity and the 8peed of Light 
Postulate. We shall assume that the transformation is linear, (i.e., the 
equations for t' , x' , y', z' only contain terms linear in t, x, y, z, not higher 
powers or products of them); if we find a linear transformation then the 
assumption will be proved to have been justified. 

After adopting the standard configuration of the axes of the inertial 
frames, we can derive by symmetry arguments the equations y' = y and 
z' = z, (i.e., the absence of any transverse effect). Let us assume there 
is an effect on transverse distance, in order to prove a contradiction. 
Take a cylindrical pipe of diameter Do in its rest fr ame, cut it in two, 
and let the two segments approach one another along their common axis 
(Fig. 2.1). Let 8 be the rest frame of the second pipe segment. In this 
frame the other segment is moving. Let D l , D2 be the diameters of the 
two pipe segments as observed in 8. Clearly, D2 = Do . If Dl < Do, then 
pipe 1 will pass inside pipe 2. However, by the Principle of Relativity 
we must then find that in the rest frame 8' of pipe 1, D~ < Do = D~ , 
so pipe 2 passes inside pipe 1. This is a contradiction, because which 
pipe is inside is an absolute property.l Therefore Dl < Do cannot be 
true. Hence we must have Dl ~ Do. However, the case Dl > Do again 
leads to a contradiction. It follows that Dl = Do. One can extend this 
argument to the whole of the rectangular meshes in the yz and y' z' 
planes in Fig. 1.3. 

It remains to find the equations relating t' and x' to (t, x, y, z) . Using 
methods such as radar signalling to establish simultaneity (appendix A), 
it is not hard to prove that events in a plane at any given t, x are also 
simultaneous in 8' J so t' depends only on t and x. Also, we seek a solution 
where the axes of 8 and 8' remain aligned as the reference frames move, 
so x' depends only on t and x. Therefore we can restrict the last part of 
the derivation to one spatial dimension, and we seek a pair of equations 
having the general form 

t' = at + bX} 
x ' = dt + ex 

(2.14) 
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where a, b, d, e are const ant coefficients to be discovered. 
vVe have four unknowns, and we can find four equations for them as 

follows : 

(1) Since the reference frame SI moves with speed v along the x direction 
in S, the point Xl = 0 must move as x = vt: 

0= dt + evt 

:::} d = -ev. (2.15) 

(2) Similarly, the point x = 0 in S moves as Xl = -vtl in SI; therefore 
-vtl = dt when tl = at, hence 

d = -avo (2.16) 

Combining eqns (2.15) and (2.16) we have a = e. 

(3) A light-speed signal in S must also have the speed of light in SI, so 
x = ct must give Xl = ctl : 

tl = at + bet, } 2 
ctl = dt + ect :::} ac + bc = d + ec 

:::} d = bc2
. 

(4) So far we have established that the general form is 

t l = a(t - vxlc2
), 

Xl = a( -vt + x). 

(2.17) 

(2.18) 

It remains to find an expression for a. This can be done by applying the 
Principle of Relativity. First manipulate eqns (2.18) so as to obtain t 
and x in terms of tl and Xl: 

1 ( I II 2) t = ( 21 2) t + vx c , a 1- v c 

1 (I I) 
X= a(1 - v2 /c2 ) vt +x . (2.19) 

(An easy way to obtain this is to express (2.18) using a 2 x 2 matrix and 
pre-multiply by the inverse of the matrix.) Now argue (by the Principle 
of Relativity) that the second set of equations must be the same as the 
first set, except for a change in the sign of v and swapping primed and 
unprimed symbols. This implies that 

(2 .20) 

Hence a = ,,/, and we have derived the Lorentz transformation. 
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I , V 
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S'! -i··········_-_··· 

Fig. 2.2 A particle has velocity u in 
ii'ame S. Frame S' moves at velocity 
v relative to S, with its spatial axes 
aligned with those of S. 

2.2 Velocities 

Let reference frames 8, 8' be in standard configuration with relative 
velocity v, and suppose a particl mov s with v I ity U in S (see 
Fig. 2.2). What is the velo ity u' of this patti I in '1 

For the purpose of the al 1I1~\ ion we can without 10:. of generality, 
put the origin of coordinates on th worldline of th particle. Then 
the trajectory of the particle is x = uxt, Y = uyt, z = uA. Applying the 
Lorentz transformation, we have 

x' = , ( -vt + uxt) 

y' = uyt 

z' = uzt 

for points on the trajectory, with 

t' = , (t - vux t/c2
). 

(2.21 ) 

(2.22) 

This gives t = t' h(l - uxv/c2 ), which, when substituted in the equa­
tions for x', y', z', implies 

(2.23) 

(2.24) 

(2.25) 

Writing 

U = ull + Ul.. (2.26) 

where ull is the component of U in the direction of the relative motion 
of the reference frames, and Ul.. is the component perpendicular to it, 
the result is conveniently written in vector notation: 

, ulI - v 
U -
1I-1-u.v/c2 ' 

(2.27) 

These equations are called the equations for the 'relativistic transforma­
tion of velocities' or 'relativistic addition of velocities'. The subscript on 
the, symbol acts as a reminder that it refers to ,(v) not ,(u) . If u and 
v are the velocities of two particles in any given reference frame, then 
u' is their relative velocity (think about it!). 

Wh n u is pal'all 1 to v we regain eqn (A.H). 
Wh n u i perp nclicular to v we hav u ll = - v and u~ = u /,v' The 

latter an be interpr ted as an exampl of time dHa ion (in S' the particle 
takes a longer :im to over a given di tance) . For this case, U'2 = u2, + 
v2 _ u2v2 /c2 . 

Sometimes it is useful to express the results as a single vector equation. 
This is easily done using ull = (u . v)v / v2 and ul.. = U - ulI' giving: 



(2.28) 

It will be useful to have the relationship between the gamma factors for 
u', u and v. One can obtain this by squaring eqn (2.28) and simplifying, 
but the algebra is laborious. A much better way is to use an argument 
via invariant quantities . This will be presented in section 2.6; the result is 
given in eqn (2.13). That equation also serves as a general proof that the 
velocity addition formulae never result in a speed w > c when u, v ::; c. 
For, if U ::; c and v ::; c then the right-hand side of (2.13) is real and 
non-negative, and therefore ,ew) is real, hence w ::; c. 

Let 0 be the angle between u and v , then ull = U cos 0, U.l = U sin 0, 
and from eqn (2.27) we obtain 

tan 0' = u~ = usinO 
u

11 
IV(UCOS 0 - v)' 

(2.29) 

This is the way a direction of motion transforms between reference 
frames. In the formula, v is the velocity of frame 8' relative to frame 
S. (We shall present a quicker derivation of this formula in section 2.5.3 
by using a 4-vector.) The classical (Galilean) result would give the same 
formula, but with I = 1. Therefore, the distinctive effect of the Lorentz 
transformation is to 'throw' the velocity forward more than one might 
expect (as well as to prevent the speed exceeding c). 

Fig. 2.3 presents some examples of eqn (2.29). If in an explosion in 
reference frame 8', particles are emitted in all directions with the same 
speed u', then in frame S the particle velocities are directed in a cone 

S' 

u'< v u'> v 

S 

v« C 

v-c 
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Fig. 2.3 Transformation of velocities. 
An isotropic explosion in frame S' pro­
duces particles all moving at speed u' 
in 8', and a fragment is left at the 
centre of the explosion (top diagram). 
The fragment and frame 8' move to the 
right at speed v relative to frame 8. 
The lower four diagrams show the situ­
ation in frame S. The * shows the loca­
tion of the explosion event. The square 
shows the present position of the cen­
tral fragment, the circles show positions 
of the particles, and the arrows show 
the velocities of the particles. The left 
diagrams show examples with u' < v, 
the right with u' > v. The top two dia­
grams show the case u', v « c. Here the 
particles lie on a circle centred at the 
fragment, as in classical physics. The 
bottom diagrams show examples with 
v ~ c, thus bringing out the difference 
between the relativistic and the classi­
cal predictions. The lower right shows 
u' = c: 'headlight effect' for photons. 
The photons lie on a circle centred at 
the position of the explosion (not the 
fragment), but more of them move for­
ward than backward. 
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Fig. 2.4 Two illustrative collision 
experiments. The lines show particle 
tracks, and the dashed ellipses indicate 
part of the cylindrical detector. 
The central circle indicates where a 
collision has taken place. (a) shows 
a case where the collisions products 
emerge roughly isotropically, and (b) 
shows a case where most particles 
emerge in three jets. It is highly 
likely that the explanation for (b) is 
the emission of a small number of 
short-lived fast-moving particles, each 
of which gave rise to one jet. 

(a) (b) 

" " .. 
" \ · . · . · . · . · . · . · . 

\~ 

augl d forwards along th . cUr' tion f propc'l,ga iOD f I ill for u > ttl 
Iy in such a on · for v < u'. Till' is no 'ompletcly unlik 

i al prdi tiol1 (shown in th top tw diagrruus f Fig. 2.3) . 
ollimatioll' into a narrow beam i. more pronoun d in the 

relaLivi ti case. A practi al resu lt of his i ' illustrat d in Fig. 2.4. vVh 11 

a fast-moving pal,ti 1 lccay' in flight, the products are 'mitted I' ughly 
isotropically in th l'C L fram of the d caying portic! o and ther for in 
any other fl'ame th y mov · in a direcL d jet' along th lin of motion 
of the original particl. ueh j ts ar commonly b 'crvecl in particle 
a c larator xperiments (Fig. 2.4b) , Th y af a signature of the prescnce 
f a short-Iiv ' d fast-movulg parti I that gav · rise Lo th j L, 

Is it acceptable to set c = I? 

I i a ommon pl'a ic L for onveni u wh ' n doing 
mathell.latical manipulation ' in pial Relativit. ' Then on an I av 
c out of th cQua ions whi h .. -dll ' lu t l' aud can mak things 
asi r, vVhen yOll n d Lo cal tl Jat a. , p cHi number for eompal" ou 

wi h xp rim nt, 'Oll mu till l' pu back al l h cs into your Ena1 
qua Lioll, or r m mb r tba tb hoie = 1 is 01 i n only when 
h ~lUit f di tan and tim (aud all til r unit Lha d pend on 

th m) 81' cho n appropriatel , For exampl on ould work wiLh 
suds £ l' tim and light-. ouds for di tan c , (011 light- and i 
qual to 29979245 m tr ', ) Th only probl m with thi < pproa b 

i t ha Oll ll:tust (tppl it '()!lsi en I h1'Ollghout. To i.chltify t h 
positions wLer c or a. powe.1' of app ars in all quat ion one an 
u dimen ional 8l1alysis, bu wll 11 on has f 11th r quantiti also 
. t qua.! to 1 Uti. call r qull' om arefu l th ught. ltcma ively 
'ou 11 make ut' that a ll th tw its you us (in lu ling ma " n rgy 
tc.) 81: on den with = 1. 
Som au hor ' lik to tak · thl further and argu tha R lativity 

Leaches us ha tiler i om -thing basically wrong abol! as igning 
differ 11 unit to tim and dj ' tan e. W r ogni 'e that th h igbt 
and wid 11 of any phy ieal bj at' ju clift r nL tIS . of s ntiall 
til sam p of physical quanti y - Ilanl ly spatial di tRnc - 0 

til n\tio of heigh to \vidth is }.L dim '11 'ioul .' . number. On· might 
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want to argue that similarly, temporal and spatial separation are just 
different uses of essentially the same quantity- namely, separation 
in spacetime-so the ratio of distance to time (what we call speed) 
should be regarded as dimensionless. 

Ultimately this is a matter of taste. Clearly time and space are 
intimately related, but they are not quite the same: there is no way 
that a proper time could be mistaken for, or regarded as, a rest length, 
for example. My preference is to regard the statement 'set c = l' as 
shorthand for 'set c = 1 distance-unit per time-unit'. In other words, 
I do not regard speed as dimensionless, but I recognise that to choose 
'natural units' can be convenient. 'Natural units' are units where c 
has the value '1 speed-unit'. 

2.3 Lorentz invariance and 4-vectors 

It is possible to continue by finding equations describing the t ransforma­
tion of acceleration, and then introducing force and its transformation . 
However, a much better insight int o the whole subject is gained if we 
learn a new type of approach in which time and space are handled 
together . 

Question: Can we derive Special Relativity directly from the invari­
ance of the interval? Do we have to prove that the interval is Lorentz­
invariant first? 

Answer: This question addresses an important technical point. It is 
good practice in physics to look at things in more than one way. A 
good way to learn Special Relativity is to take the Postulates as the 
starting point, and derive everything from there. This is approach 
adopted in The Wonderful World of Relativity and also in this book. 
Therefore, you can regard the logical sequence as 'postulates =} 

Lorentz transformation =} invariance of interval and other results.' 
However, it turns out that the spacetime interval alone, if we assume 
its frame-independence, is sufficient to derive everything else! This 
more technical and mathematical argument is best assimilated after 
one is already familiar with Relativity. Therefore we are not adopting 
it at this stage, but some of the examples in this chapter serve 
to illustrate it . In order to proceed to General Relativity it turns 
out that the clearest line of attack is to assume by postulate that 
an invariant interval can be defined by combining the squares of 
coordinate separations, and then derive the nature of spacetime from 
that and some further assumptions about the impact of mass- energy 
on the interval. This leads to 'warping of spacetime', which we observe 
as a gravitational field. 
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2 T he Lorentz transformation is com­
monly indicated by either a calligraphic 
Roman letter L , or by the Greek cap­
ital Lambda, A. We adopt the latter 
in order that L can be used for other 
things such as a Lagrangian. This is 
also helpful to connect to research lit­
erature where the use of A is almost 
universal. 

First, let us arrange the coordinates t, x, y, z into a vector of four 
components. It is good practice to make all the elements of such a 
'4-vector' have the same physical dimensions, so we let the first com­
ponent be ct, and define 

(2.30) 

We will always use a capital letter and the plain font as in 'X' for 4-vector 
quantities. For the familiar '3-vectors' we use a bold Roman font as in 'x', 
and mostly but not always a small letter. You should think of 4-vectors 
as column vectors not row vectors, so that the Lorentz transformation 
equations can be written2 

X'=AX (2 .31) 

with 

(2.32) 

where 
v 

(3 =-- . 
c 

(2.33) 

The right-hand side of eqn (2.31) represents the product of a 4 x 4 
matrix A with a 4 x 1 vector X, using the standard rules of matrix 
multiplication. You should check that eqn (2.31) correctly reproduces 
eqns (2.1) to (2.4). 

The inverse Lorentz transformation is obviously 

X = A-lX' (2.34) 

(just multiply both sides of eqn (2.31) by A- I), and one finds 

A - J = (,~ ~ ~ ~) o 0 1 0 . 
o 0 0 1 

(2.35) 

It should not surprise us that this is simply A with a change of sign of 
(3. You can confirm that A-I A = I where I is the identity matrix. 

When we want to refer to the components of a 4-vector, we use the 
notation 

or (2.36) 

where h ~eroth component. is th 'time C Illpooen, t for the case 
of X as d fined by qn (2.3 ) and til th r thl'e mponents are the 
' patial' omponent. , X , y, z for t he ca."e of (2.30). The rea on fo], placing 
the indice a . upers ripts ra, h r than subs dpt will em rg later. 
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2.3.1 Rapidity 

Define a parameter p by 

then 

v 
tanh(p) = - = /3, 

c 

(
1 + /3) 1/2 

cosh(p) =" sinh(p) = /3" exp(p) = 1 _ /3 

so the Lorentz transformation is 

(

cosh p - sinh p 
A = - sinh p cosh p 

o 0 
o 0 

o 0) o 0 
1 0 . 
o 1 

(2.37) 

(2.38) 

(2.39) 

The quantity p is called the hyperbolic parameter or the rapidity. This 
form makes some types of calculation easy. For example, consider a group 
of three references frames 8, 8', 8" all moving colinearly, with Pu the 
rapidity with which frame 8' moves relative to 8, and Pv the rapidity 
with which frame 8" moves relative to 8' . Then for any 4-vector V, 

V" = AvV' = AvAuV. 

It follows that the transformation from frame 8 to 8" is A = AvAu. In 
matrix form this is 

( ,o,h~ - sinhpv 0 0) ( ro,hpo -sinhpu 0 

D A = - sinhP~ coshpv 0 ~ - sinhP~ coshpu 0 
0 1 0 1 

0 0 0 0 

= ((COSh Pv cosh Pu + sinh p~ ::~l p~~ (- cosh Pv sinh pu - sinh Pv cosh Pu) 0 0) 

( 

cosh(pv + Pu) 
_ - sinh(pv + Pu) 
- 0 

o 

- sinh(pv + Pu) 
cosh(pv + Pu) 

o 
o 

o 
o 
1 

o 
where in the intermediate step some of the working is omitted, since it 
is more useful to see the pattern than to write out all the terms. From 
the form of the result it is clear that for relative motion all in the same 
direction, the rapidities simply add 

Pw = Pv + Pu (2.40) 

where Pw is the rapidity with which 8" moves relative to 8. This makes 
rapidity a useful tool for studying straight-line motion; cf. section 4.2.4. 
If the relative motion of one pair of frames is in a direction different from 
that of the other pair, then the calculation is a lot more complicated, 
and no such simple result emerges. For motion all in a single direction, 
however, one can use eqn (2.40) as an alternative way to deduce the 

p 

2 -

C v 

-1 

Fig. 2.5 Rapidity versus v . 
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addition of velocities formula w = (u + v)/(1 + uv/c2 ) by using the 
standard result for the hyperbolic tangent of a sum: 

h( ) 
tanh Pu + tanh Pv 

tan Pu + Pv = ----'------'--
1 + tanh Pu tanh Pv 

Exampl · A 1'0 k · engine i ' Pi' grall1m d t fir ill burst Stl h that 
a It tim, it; fi PS, ('11 r k t a 'hi . ves a velo ity inci' meni r 'IL- lTI aning 

thaI, in til' in rtial fr 111 ' wh t the rocket i at l' 'st b Ii r · h' ngill 
fi1" its p . d is u aft r Lh ngin stop. Calcnlat ih sp d tv of the 
1'0 ket relativ t iis iar iog r [ram aLter n such bur 'is all linear. 

oi,lttion 
D fine til rapiditie PIl and p,,, by tanh Pu = u/ and tanh Pw = w/ 
ih J1 by'qn (2. ) w have that Pw is giv n by til sum r n incr ments of 
P .. : i .. Pw = np1J' Th r fore w = ctanh(np .. ). (This an als b writt "n 
·W = c(zn - l)/(zll + 1) wher z = exp(2pl')') 

You can readily show that the Lorentz transformation can also be 
written in the form 

(~: ~ ~:) ( e-

P 

eP ) (~: ~ • :) 
y' = 1 y' 
z' 1 z 

(2.41) 

The form (2.39) can be regarded as a 'rotation' through an imaginary 
angle ip if we also multiply the zeroth component of 4-vectors by i. 

2.4 Lorentz-invariant quantities 

Under a Lorentz transformation a 4-vector changes, but not out of all 
recognition. In particular, a 4-vector has a size or 'length' that is not 
affected by Lorentz transformations. This is like 3-vectors, which pre­
serve their length under rotations, but the 'length' has to be calculated 
in a specific way. 

To find our way to the result we need, first recall how the length 
of a 3-vector is calculated. For r = (x, y, z) we would have r == Irl == 
J x2 + y2 + z2. In vector notation this is 

Irl2 = r . r = rT r (2.42) 

where the dot represents the scalar product, and in the last form we 
assumed r is a column vector, and rT denotes its transpose: i.e. a row 
vector. Multiplying that 1 x 3 row vector onto the 3 x 1 column vector 
in the standard way results in a 1 x 1 'matrix'- in other words a scalar, 
equal to x 2 + y2 + Z2. 

The 'length' of a 4-vector is calculated similarly, but with a crucial 
sign that enters in because time and space are not exactly the same as 
each other. For the 4-vector X given in eqn (2.30) you are invited to 
check that the combination 



is 'Lorentz-invariant'. That is, 

_ e2t'2 + x'2 + y'2 + Zl2 = _e2t2 + x2 + y2 + z2, 

cf. eqn (1.7). In matrix notation, this quantity can be written 

_e2t2 + x 2 + y2 + z2 = XT gX 

where 

g= ( -~ ~ ~ ~) 
o 0 1 0 . 
000 1 

More generally, if A is a 4-vector, and A' = AA, then we have 

A'T gA' = (AAf g(AA) 

= AT(AT gA)A, 

(where we used eqn (1.15)). Therefore A'T gAl = AT gA as long as 

(2.43) 

(2.44) 

(2.45) 

(2.46) 

(2.47) 

(2.48) 

You should now check that g as given in eqn (2.46) indeed satisfies this 
matrix equation . This proves that for any quantity A that transforms 
in the same way as X, the scalar quantity AT gA is 'Lorentz-invariant', 
meaning that it does not matter which reference frame is chosen for the 
purpose of calculating it, as the answer will always come out the same. 

g is called 'the metric' or 'the metric tensor'. A generalized form of it 
plays a central role in General Relativity. In order to consider Lorentz 
transformations of all kinds (for relative motion in any direction, with 
or without rotation and inversion) one may regard g as the prior, given 
quantity, and then the important eqn (2.48) is the defining property of 
Lorentz transformations A in general. This will be explored further in 
chapter 6. 

In the case of the spacetime displacement (or 'interval') 4-vector 
X, the invariant 'length' we are discussing is the spacetime interval 8 

previewed in eqn (1.7), taken between the origin and the event at X. 
As we mentioned in eqn (A.4), in the case of time-like intervals the 
invariant interval length is e times the proper time. To see this, calculate 
the interval in the reference frame where the X has no spatial part: Le. 
x = y = z = O. Then it is obvious that XT gX = _e2t2 and the time t is 
the proper time between the origin event 0 and the event at X, because 
it is the time in the frame where 0 and X occur at the same position. 

Time-like intervals have a negative value for 8
2 == -c26.t2 + (6.x2 + 

!:::"y2 + 6.z2), so taking the square root would produce an imaginary 
number. However, the significant quantity is the proper time given by 
T = (_82)1/2 Ie, which is real, not imaginary. In algebraic manipulations, 
mostly it is not necessary to take the square root in any case. For 
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30 The Lorentz transformation 

Fig. 2.6 The relationship between 
6.T, 6.t , and 6.x can be seen tbis way 
(with c = 1 and 6.y = 6.z = 0). The 
diagram may be thought of as half a 
'light-pulse clock'; d. Fig. A.4. 

Table 2.2 A selection of useful II-v tor. OI1lC have more han 0110 name. Their 
definition and 1I is d vel p d in the txt. The Lorentz factor 'Y i ' ,),,, : i.e. it refers 
to the sp d 'U of the par icle in que tioll in til given re~ renee fnmle. t is used for 
d'Y/dt and W = dE/dL. The In " coltuun gives the invariaJlt. squared ' I ngih' of t.h 
4-veetol' , but i ' omittcd in those cas wh 'e it. is less useful in analysis. Above tit 
lin arc time-like 4-v ctors; helow the line the aeeel rntion is spa e- likc, nnd Lhe WIIV 

vector may be space-like or time-like. 

symbol definition components name(s) invariant 

X X (ct, r) 4-displacement, interval _C2 T2 

U dX/dT hc, ')'u) 4-velocity _c2 

P mo U (E/c, p) energy-momentum, -m6c2 

4-momentum 
F dP/dT hW/c, ')'f) 4-force, work-force 
J poU (cp, j ) 4-current density -c2 P6 
A A (ep/c, A) 4-vector potential 

A dU/dT ')'bc, "yu + ')'a) 4-acceleration a6 
K D1> (w/c,k) wave vector 

intervals lying on the surface of a light-cone the 'length' is zero, and 
these are called null intervals. 

Table 2.2 gives a selection of -v tors and their associated Lorentz­
invariant 'length-squared. Th e 4-vecLors and the use of invariants in 
calculations will b developed as we proce d. The terminology 'time­
like', 'null ', a.nd . pa e- lik ' is ext.ended to all 4-v eto!' in an obvious 
way, according as (AO)2 i great l' than qual to, or I ss than (N)2 + 
(A2)2 + (A3)2. ote that a 'null' 4-v ·ctol' j not D ' C' arily zero; rather, 
it js a 'balan ed' 4-vector, pois d on the edg b twee.n time-like and 
pac -like. 

It i helpful to have a math maticaJ definition of what we m all in 
g ral by a 4-ve tor. The definiti n i : a 4-vector is any set oj /ou?' 
scala?' quantities that tmnsJorm in the same way as (ct,x,y,z) tmder a 
change oj rep rence frame. Hcll a. definition is useful b calise it m aos 
that w an in£ r tha.t th ba: i l'ul of v Lor algebra apply to 4-vectors. 
For example, the sum of two 4-vectors A and B, written A + B, is 
evaluated by summing the corresponding components, just as is done 
for 3-vectors. Standard rules of matrix multiplication apply, such as 
A(A + B) = AA + AB. A small change in a 4-vector, written for example 
dA, is itself a 4-vectoL 

You can easily show that eqn (2.48) implies that AT gB is Lorentz­
invariant for any pair of 4-vectors A, B. This combination is essentially 
a form of scalar product, so for 4-vectors we define 

(2.49) 

That is, a central dot operator appearing between two 4-vector symbols 
is defined to be shorthand notation for the combination AT gB. The result 
is a scalar, and it is referred to as the 'scalar product' of the 4-vectors. 
In terms of the components it is 



A 'vector product' or 'cross product' can also be defined for 4-vectors, 
but it requires a 4 x 4 matrix to be introduced. This will be deferred 
until chapter 12. 

4-vector notation; metric signature 

Unfortunately there is more than one convention concerning notation 
for 4-vectors. There are two issues: the order of components, and the 
sign of the metric. For the former, the notation adopted in this book 
is the one that is most widely used now, but in the past authors 
have sometimes preferred to put the time component last instead of 
first, and then number the components 1 to 4 instead of 0 to 3. Also, 
sometimes you find i = A attached to the time component. This 
is done merely to allow the invariant length-squared to be written 
L: J.L (N') 2 , and the i 2 factor then takes care of the sign. One reason 
to prefer the introduction of the 9 matrix (eqn (2.46)) to the use of i 
is that it allows the transition to General Relativity to proceed more 
smoothly. 

The second issue is the sign of g. When discussing General Rel­
ativity, the most common practice in writing the Minkowski metric 
g is the one adopted in this book. However, within purely Special 
Relativistic treatments another convention is common, and is widely 
adopted in the particle physics community. This is to define 9 with 
the signs 1, -1, -1, -1 down the diagonal: i.e. the negative of the 
version we adopt here. As long as one is consistent, either convention 
is valid- but beware: changing convention will result in a change of 
sign of all scalar products. For example, we have p. p = -m2 c2 for 
the energy-momentum 4-vector, but the other choice of metric would 
give P . P = m 2 c2

. The number of positive and negative signs in the 
metric is called the signature. This can also be deduced from the 
trace of the met"ric (the sum of the diagonal elements) if the number 
of dimensions is given. Our metric has signature +2, and the other 
choice has signature -2. The reason that 1, -1, -1, -1 is preferred by 
many authors is that it makes time-like vectors have positive 'size', 
and most of the important basic vectors are time-like (see table 2.2). 
However, the reasons to prefer -1, 1, 1, 1 outweigh this, in my opinion. 
They are 

(1) It can be confusing to use (+1, -1, -1, -1) in General Relativity. 

(2) Expressions like U . P ought to remind us of u . p. 

(3) It is more natural to take the 4-gradient as (-0/ Bet, 0/ OX, 
%y,%z), since then it more closely resembles the familiar 
3-gradient. 

The 4-gradient (item 3) will be introduced in chapter 6, and its 
relation to the metric will be explained in chapter 12. 
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Fig. 2.7 

2.5 Basic 4-vectors 

2.5.1 Proper time 

Consider a worldline, such as the one shown in Fig. 2.7. We would like to 
describe events along this line, and if possible we would like a description 
that does not depend on a choice of frame of reference. This is just like 
the desire to do classical (Newtonian) mechanics without picking any 
particular coordinate system: in Newtonian mechanics it is achieved by 
using 3-vectors. In Special Relativity, we use 4-vectors. We also need a 
parameter to indicate which event we are talking about, i.e. 'how far' 
along the worldline it is. In Newtonian mechanics this job was done by 
the time, because that was a universal among reference frames connected 
by a Galilean transformation. In Special Relativity we use the proper 
time r. By this we mean the integral of all the little infinitesimal bits 
of proper time 'experienced' by the particle along its history. This is 
a suitable choice because this proper time is Lorentz-invariant, agreed 
among all reference frames. 

This basic role of proper time is a central idea of the subject. 
In Newtonian mechanics a particle's motion is described by using a 

position 3-vector r that is a function of time, so r(t) . This is shorthand 
notation for three functions of tj the time t serves as a parameter. In 
relativity when we use a 4-vector to describe the world line of some 
object, you should think of it as a function of the proper time along 
the worldline, so X( r). This is a shorthand notation for four functions 
of rj the proper time r serves as a parameter. 

Let X be the displacement 4-vector describing a given worldline. This 
means that its components in any reference frame S give et, x(t), y(t), z(t) 
for the trajectory relative to that frame. Two close-together events on 
the worldline are (et, x, y, z) and (e(t + dt), x + dx, y + dy, z + dz). The 
proper time between these events is 

1 2 2 2 1/2 dr = - (e dt - dx2 - dy2 - dz ) 
e 

(2.50) 

= dt (1 _ u2/e2)1/2 (2.51 ) 

where u = (dx/dt, dy/dt, dz/dt) is the velocity of the particle in S. We 
thus obtain the important relation 

dt - =, dr 
(2.52) 

for neighbouring events on a worldline, where the, factor is the one 
associated with the velocity of the particle in the reference frame in 
which t is calculated. 

Eqn (2.12ii) concerns the time between events on a worldline as 
observed in two frames, neither of which is the rest frame. The worldline 



is that of a particle having velocity u in the frame S, with v the velocity of 
5' relative to S. To derive the result, let (t, r) = (t, ut) be the coordinates 
in S of an event on the worldline of the first particle; then the Lorentz 
transformation gives 

Differentiating with respect to t, with all the velocities held constant, 
gives eqn (2.12ii). 

2.5.2 Velocity, acceleration 

We have a 4-vector for spacetime displacement, so it is natural to ask 
whether there is a 4-vector for velocity, defined as a rate of change of 
the 4-displacement of a particle. To construct such a quantity, we note 
first of all that for 4-vector X, a small change dX is itself a 4-vector. 
To obtain a 'rate of change of X' we should take the ratio of dX to a 
small time interval. But take care: if we want the result to be a 4-vector 
then the small time interval had better be Lorentz-invariant. Fortunately 
there is a Lorentz-invariant time interval that naturally presents itself: 
the proper time along the worldline. We thus arrive at the definition 

4-velocity U = dX 
- dT' (2.53) 

The 4-velocity 4-vector has a direction in spacetime pointing along the 
worldline. 

If we want to know the components of the 4-velocity in any particular 
frame, we use eqn (2.52): 

dX dX dt 
U = dT = dt dT = huc, IUU). (2.54) 

Til notation ( ...... ) .is a list of lements; it i h wn horizontal on 
the pag in order to say spac, but U should be understood to be a 
(; hunn vector when it is us d in matrix e.'<pr ·si.on .. such as U' = AU. 

he invarian length or siz f h 4-v loeity i ju t c (this i obvious 
if you calculate it in the l' t fxame, but for practi '0 you bould do 
the cal ulation iu a g nera.! re~ renee frame too). This, iz i not ouly 
L l' ntz-invariant (that is tile same in all r ferenc · fTam· ) but al 0 

'ow ant (that is, 11 t changing with tim ), even though U can chan e 
with tim (it is th it- velocity of a general pal'ti Ie ul1clergoing any form 
of mot.i 11, not just inertial motion) . Tn uuits where c = 1 a -velocity is 
aw it vector. 

4-acceleration is defined as one would expect by A = dU / dT = 
d2X/ dT2, but now the relationship to a 3-vector is more complicated: 

(2.55) 
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3 u = (u . U)1/2 =} du/dt = (1/2) 
(u2)- 1/2(U . a + a· u ) = U· a/u, 
or use (d/dt)(u~ + u~ + u;)1/2. 

4 The transformation of 3-acceleration 
is best obtained by differentiating eqn 
(2.27) and using eqn (2.12), yielding 

I ()- 3 all = all 'YOI. , 

a~ = (a.1. + (a· v)U.1./Oic2)(-y0l.)- 2, 

where 01. = 1 - u . v / c2 . 

Fig. 2.8 

where, = ,(u) and a is the 3-acceleration. Using d,/dt = (d,/du) 
(du/dt) with the, relation (2.11) and3 du/dt = (u ·a)/u, we find 

d, 3 u·a 
dt =, 7' (2 .56) 

Therefore 

A=,2 (U~a,2, uc~a')'2u+a). (2.57) 

In the rest frame of the particle this expression simplifies to 

A = (0, aD) (2.58) 

where we write aD for the acceleration observed in the rest frame . If one 
takes an interest in the scalar product U . A, one may as well evaluate it 
in the rest frame , and thus one finds that 

U · A =0. (2.59) 

That is, the 4-acc l ration i always orthogonal to the 4-velocity. This 
makes sense, I cau th tnagnitud of the 4-velocity should not change: 
it remains a ulli v (,01'. 4-v 10 ity is time-like, and 4-acceleration is 
space-like and orthogonal to it. This does not, of course, imply that 
3-acceleration is orthogonal to 3-velocity (though it can be, but usually 
is not)4. 

Using the Lorentz-invariant length-squared of A one can relate the 
acceleration in any given reference frame to the acceleration in the rest 
frame ao: 

,4 ( _ (u ~a f ')'4 + (uc~a ')'2u + a f) = a~. (2.60) 

This simplifies to 

a~ = ')'4a2 + ,),6(u .a)2/e2 = ,6(a2 - (u 1\ a)2/e2) (2.61 ) 

where we give two versions for the sake of convenience in later discus­
sions. As a check, you can obtain the first version from the second by 
using the triple product rule. 

aD is the proper acceleration, which is the acceleration relative to a 
frame in which the particle is momentarily at rest. a is the acceleration 
relative to a frame of our choosing- for example, the laboratory frame­
in which the particle h v 10 ity u. 

Eqn (2.61) give: ao = ')'2a and aD = ')'3 a for the cases of a orthogonal 
and parall I to u , j' sp ,tively. In the first case the factor ')'2 comes from 
two fa Lor of Lim dilation and in the second case there is a further 
fa·t r f ')' b au' of Lorentz contraction. To see this, consider a pair 
of n ighbouring v nt .. A,B on the worldline, separated by proper time 
clT. At vent A th particle is at rest in some frame; at B the velocity of 
the particle in that frame is aodT (to first order in dT), and the distance 
travelled from A is diD = 3 aodT2. In another frame moving perpendicular 
to ao, the time interval between A and B is dilated but the distance is 
the same, leading to 



2dlD aD 
a=---=-

(tdT)2 "(2' 
(2.62) 

whereas in a frame moving parallel to aD one has also contraction of the 
distance, leading to 

2dloh ao 
a = (tdT)2 = "(3· 

(2.63) 

For example, for circular motion the proper acceleration aD is "(2 

t imes larger than the acceleration (a = u2 /r) in the laboratory, and for 
straight-line motion it is "(3 times larger. 

Straight-line motion at constant aD is motion at constant "(3 a . Using 
the gamma relation (2.11ii), this is motion at constant (d/dt) (tv): 
in other words, constant rate of change of momentum-i.e. constant 
force. This will be discussed in detail in section 4.2.4. For such motion 
the acceleration in the original rest frame falls in proportion to 1/,,(3 
as "( increases, which is just enough to maintain aD at a constant 
value. 

Addition of velocities: a comment 

In section 2.5.2 we showed that the velocity 4-vector describing the 
motion of a particle has a constant magnitude or 'length', equal to c. It 
is a unit vector when c = 1 unit . This means that one should treat with 
caution the sum of two velocity 4-vectors: 

(2.64) 

Although the sum on the left hand side is mathematically well-defined, 
the sum of two 4-velocities does not make another 4-velocity, because 
the sum of two time-like unit vectors is not a unit vector. 

The idea of adding velocity vectors comes from classical physics, but 
if one pauses to reflect one soon realizes that it is not the same sort 
of operation as, for example, adding two displacements. A displacement 
in spacetime added to another displacement in spacetime corresponds 
directly to another displacement. For the case of time-like displacements, 
for example, it could represent a journey from event A to event B, 
followed by a journey from event B to event C (where each journey 
has a definite start and finish time as well as position). Hence it makes 
sense to write 

(2.65) 

Adding velocity 4-vectors, however, gives a quantity with no ready 
physical interpretation. It is a bit like forming a sum of temperatures: 
one can add them up, but what does it mean? In the classical case the 
sum of 3-vector velocities makes sense because the velocity of an object C 
relative to another object A is given by the vector sum of the velocity of 
C relative to B and the velocity of B relative to A. In Special Relativity 
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velocities do not sum like this, and one must instead use the velocity 
transformation equations (2.27). 

2.5.3 Momentum, energy 

Supposing that we would like to develop a 4-vector quantity that 
behaves like momentum, the natural thing to do is to try multiplying a 
4-velocity by a mass. We must ensure that the mass we choose is Lorentz­
invariant- which is easy: just use the rest mass. Thus we arrive at the 
definition 

dX 
4-momentum P == moU = ma dT ' (2.66) 

P, like U, points along the worldline. Using eqn (2.12) we can write the 
components of P in any given reference frame as 

(2.67) 

for a particle of velocity u in the reference frame. 
In chapter 5, relativistic expressions for 3-momentum and energy will 

be developed. The argument can also be found in many introductory 
texts. One obtains the important expressions 

p = ,mou (2.68) 

for the energy and 3-momentum of a particle ofrest mass mo and velocity 
u . It follows that the 4-momentum can also be written as 

P = (E/c, p) 

and for this reason P is also called the energy-momentum 4-vector. 
In the present chapter we have obtained this 4-vector quantity purely 

by mathematical argument, and we can call it 'momentum' if we chose. 
The step of claiming that this quantity has a conservation law associated 
with it is a further step; it is a statement of physical law. This will be 
presented in chapter 5. 

The relationship 

(2.69) 

(which follows from eqn (2.68)) can be useful for obtaining the velocity 
if the momentum and energy are known. 

We used the symbol ma for rest mass in the formulae above. This was 
for the avoidance of all doubt, so that it is clear that this is a rest mass 
and not some other quantity such as ,mo. Since rest mass is Lorentz­
invariant, however, it is by far the most important mass-related concept, 
and for this reason the practice of referring to ,mo as 'relativistic mass' 
is mostly unhelpful, and is best avoided. Therefore, we shall never use 
the symbol m to refer to ,mo. This frees us from the need to attach a 



subscript zero, and throughout this book the symbol m will only ever 
refer to rest mass. 

Invariant, covariant, conserved 

Invariant or 'Lorentz-invariant' means the same in all reference 
frames 

Covariant is a technical term applied to some 4-vector quantities, and 
is used to mean 'invariant' when it is the mathematical form of an 
equation (such as F = dPldr) that is invariant. 

Conserved means 'not changing with time' or 'the same before and 
after'. 

Rest mass is Lorentz-invariant but not conserved. Energy is conserved 
but not Lorentz-invariant. 

2.5.4 The direction change of a 4-vector 
under a boost 

The simplicity of the components in P = (E I c, p) makes P a convenient 
4-vector to work with in many situations. For example, to obtain the 
formula (2.29) for the transformation of a direction of travel, we can 
use the fact that P is a 4-vector. Suppose a particle has 4-momentum 
P in frame S. The 4-vector nature of P means that it transforms as 
P' = AP so, 

E'lc = ,(Elc - f3px), 

p~ = ,( -f3Elc + Px), 
, 

Py = Py, 

and since the velocity is parallel to the momentum we can find the 
direction of travel in frame S' by tan B' = P~ I p~: 

tanB' = Py 
,(-vElc2 +px) 

usinB 
(2 .70) 'v (u cos 8 - v) , 

where we used eqn (2.69). This is valid for any 4-vector, if we take it that 
u refers to the ratio of the spatial to the temporal part of the 4-vector, 
multiplied by the speed of light . 

Fig. 2.9 gives a graphical insight into this result (see the caption for 
the argument) . The diagram can be applied to any 4-vector, but since it 
can be useful when considering collision processes, an energy-momentum 
4-vector is shown for illustrative purposes. 

In the case of a null 4-vector (e.g., P for a zero-rest-mass particle) 
another form is often useful: 

cosB' = cp~ = ,(-f3Elc+pcos8) = cosB-f3 
E' ,(E/c-f3pcosB) 1-f3cosB 

(2.71) 

where we used E = pc. 
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v 
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y~E'/c yp.: 
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Fig. 2.9 A grnphicaJ method for obtaining th lir et ion in $PRC ' fa 'I-vector niter a Lor I1l.z 'b cst': i ... a hange 1.0 another 
r ~ r 11 fnun wh S {IX nr aligned with th first . (No e thaI. thi is n ither a Sp~\C Lillie dia 'alll no!' a picture in pac i it 
i~ IlIr Iy n mathematical construction) . Le f"am S' b in standlll'd configuration with S. p i is a m men um v tor i~l '. The 
point A Oil th diagram is 10 ated such hat its 'Y positioll agrees with 7)~, lind its x position is 'Yp~ from the foot f p' . pi. Lhe 
III me.n UIl1 vector observed in ft'anl . It is pia ed so !.hal its foot is at a dist lie' "(frW Ie I. th I r of the fool of p ' and it 
xl lids from ther Lo A. It i. easy to cho k tha it thus h,1S th c rrect . and 11 components as givon by Lor · ntz tmnsformati II 

f p ' . The intel'cst is thaI. un can show thai; wh n 0' varies whi le maintaining p' fix <1, the point A moves arollnd an cllips . 
Th r ~ re, th righ -hand diagram shows the g neral pattern of th r la lonship between p and p ' . 

2.5.5 Force 

We now have at least two ways in which force could be introduced: 

? 

F == moA or F ~ dP 
dT' 

(2.72) 

Both of these are perfectly well-defined 4-vector equations; but they are 
not the same, because the rest mass is not always constant. We are 
free to choose either, because the relation is a definition of 4-force, and 
we can define things how we wish. However, some definitions are more 
useful than others, and there is no doubt about which One permits the 
most elegant theoretical description of the large quantity of available 
experimental data. It is the second: 

dP 
F == dT' (2.73) 

The reason why this is the most useful way to define 4-force is related 
to the fact that P is conserved. 

We have 

F _ dP _ (~dE dP) 
- dT - C dT 'dT ' 

where P is the relativistic 3-momentum ')'mou. To work with F in practice 
it will often prove helpful to adopt a particular reference frame and study 
its spatial and temporal components separately. To this end we define a 
vector f by 

(2.74) 



which is called the force or 3-force. Then we have 

dP dP d 
F = dT = 'Ydt' = 'Y dt (Elc, p) = bWlc, 'Yf). (2.75) 

where W = dE I dt can be recognized as the rate of doing work by the 
force. 

2.5.6 Wave vector 

Another 4-vector appears in the analysis of wave motion. It is the wave-
4-vector (or '4-wave-vector') 

K = (wlc, k) (2.76) 

where w is the angular frequency of the wave, and k is the spatial 
wave-vector, which points in the direction of propagation and has size 
k = 27r I A for wavelength A. We shall postpone the proof that K is a 4-
vector until chapter 6. We introduce it here because it offers the most 
natural way to discuss the general form of the Doppler effect, for a 
source moving in an arbitrary direction. Note that the waves described 
by (wi c, k) could be any sort of wave motion, not just light-waves. They 
could be waves on water, or pressure waves, etc. The 4-wave-vector 
can refer to any quantity a whose behaviour in space and time takes 
the form 

a = ao cos (k . r - wt) 

where the wave amplitude ao is a constant. The phase of the wave is 

¢ = k . r - wt = K . X. 

Since ¢ can be expressed as a dot product of 4-vectors, it is a Lorentz­
invariant quantity. 5 

2.6 The joy of invariants 

Suppose an observer whose 4-velocity is U observes a particle having 
4-momentum P. What is the energy Eo of the particle relative to the 
observer? 

This is an eminently practical question, and we should like to answer 
it. One way would be to express P in component form in some arbitrary 
frame, and Lorentz-transform to the rest frame ofthe observer. However, 
do not try it! You should learn to think in terms of 4-vectors, and not 
go to components if you do not need to. 

We know that the quantity we are looking for must depend on both 
U and P, and it is a scalar. Therefore, let us consider U . P. This is 
such a scalar, and has physical dimensions of energy. Evaluate it in the 
rest frame of the observer: there U = (c, 0, 0, 0), so we obtain minus c 
times the zeroth component of P in that frame: i.e. the particle's energy 
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5 In chapter 6 we start by showing that 
4> is invariant without mentioning K, 
and then define K as its 4-gradient. 

Fig. 2.10 
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in that fram whi, i the very thing we wanted. In symbols, this is 
U . P = - Eo . ow bring in the fact that U . P is Lorentz-invariant. This 
m an that no lung wa ov dooked by evaluating it in one particular 
l' C l' nc [ram and it will alway give Eo. We are done: the energy of 
the l,a1'ti 1 mlative to the 00 e7ove?' is - U . P. 

This calculation illustrates a very important technique called the 
method of invariants. The idea has been stated beautifully by 
Hagedorn: 

If a question is of such a 7LCLtU1' that its answe,' will always be the ame, no 
matter in which ine7'tio.l f1'O,me one ta.r·ts it mt L be possible to formulat e the 
answer enti1-eiy with tit help of thos inva.riml./. which one can bv.il(l with the 
availabl 4 -vecwr.. One then finds the allSW r in (L particular inertial frame 
whi h one can choose II ly and in 'Uch a way that the an w 7' is I here obvious 
or most fUt.<ry. One looks then how the inva7'ianls n.1lpear in this particular 
S1jstem, express . the em wer to the problem bll the e sam invaria.nts and 
one has Imm(l at the ame lime the general answer. ' 

He continues to add that it is worthwhile to devote some time to thinking 
this through until one has understood that there is no hocus-pocus or 
guesswork and that the method is completely safe. I agree! 

Example For any isolated sysL ill of particles there exists a reference 
frame in which the otaJ 3-rnoDl ntum is zero. Such a frame is called 
the OM (centre-or-mom ntum) fram . For a system of two particles of 
4-momenta P l , P2, wha. is the Lotal energy in the OM frame? 

Solution 
We have three invariants to hand: Pl' Pl = -mtc2, P2 · P2 = -m~c2, 
and Pl' P2 • Other invariants, such as (PI + P2) . (PI + P2), can be 
xpr , d in t rms of thc tlu' e. Let S' be the CM fi'ame. In the CM 

fram th total n rgy i obvi u Iy E~ + E2. e waul. to write this in 
tel11l ' of invariants, Itl th 01\11 fram w have by definition, PI + Pa = O. 
This m ans that (P~ + Pa) has Z 1'0 momentum p rt, and iL encrgy part 
is th very thiug w hav b n asked for. Th r ~ re l.h answer can b 
written as 

E~~ = E~ot = cJ -( P~ + P2) . (P~ + P2) 

= c} -(Pl + P2 ) . (PI + P2 ), (2.77) 

where the last step uses the invariant nature of the scalar product. We 
now have the answer we want in terms of the given 4-momenta, and it 
does not matter in what frame ('laboratory frame') they may have been 
specified. 

The method of invariants provides a very convenient way to derive 
the equation (2.13) relating the Lorentz factors for different 3-velocities. 
We consider the quantity U· V where U and V are the 4-velocities of 
particles moving with velocities u, v in some frame. Then, using eqn 
(2.54) twice, 
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u . V = IUIV( _C
2 + U· v). 

Let w be the relative 3-velocity of the particles, which is equal to the 
velocity of one particle in the rest frame of the other. In the rest frame of 
the first particle its velocity would be zero, and that of the other particle 
would be w. Evaluating U . V in that frame gives 

U' . V' = _'W C2 . 

Now use the fact that U . V is Lorentz-invariant. This means that the 
above two expressions are equal: 

1WC2 = IUIV(C2 - u · v ). 

This is eqn (2.13). (See exercise 2.6 for another method.) 

2.7 Summary 

The main ideas of this chapter have been the Lorentz transforma­
tion, 4-vectors, and Lorentz-invariant quantities, especially proper time. 
To help keep your thoughts on track you should consider the space­
time displacement X and the energy-momentum P to be the 'primary' 
4-vectors- those most important to remember. They have the simplest 
expression in terms of components (see table 2.2): their expressions 
do not involve f. For wave motion, the 4-wave-vector is the primary 
quantity. 

The next most simple 4-vectors are 4-velocity U and 4-force F. 

Exercises 

(2.1) Show that 

(i) for any time-like vector Y there exists a frame 
in which its spatial part is zero, 

(ii) any vector orthogonal to a time-like vector 
must be space-like, 

(iii) with one exception, any vector orthogonal to 
a null vector is space-like, and describe the 
exception. 

(2.2) Show that 

(i) the instantaneous 4-velocity of a particle is 
parallel to the worldline, 

(ii) if a pair of events is simultaneous in the 
rest frame of some observer, then the 4-
displacement between them is orthogonal to 
that observer's worldline. 

(iii) if the 4-displacement between any two events 
is orthogonal to an observer's worldline, then 
the events are simultaneous in the rest frame 
of that observer. 

(2 .3) A stack of synchronized clocks is formed in frame 
S', such that all their hour and minute hands turn 
at the same rate about a common axis, aligned 
with the x' axis. Describe the stack of clocks at 
some instant in frame S. 

(2.4) In a given inertial frame S, two particles are 
shot out from a point in orthogonal spatial direc­
tions with equal speeds v. At what rate does 
the distance between the particles increase in 
S? What is the speed of each particle relative 
to the other? Which of these quantities can 
exceed c? 
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(2.5) Two particles move along the x axis at speeds 
0.8e and 0.5e, the faster setting out two metres 
behind the slower. After how many seconds do 
they collide? 

(2.6) Two particles have velocities u, v in some refer­
ence frame. The Lorentz factor for their relative 
velocity w is given by 

r(w) = r(u),(v)(l - U· v/e2
). 

Prove this twice, by using each of the following 
two methods. 

(i) In the given frame, the worldline of the first 
particle is X = (et, ut). Transform to the rest 
frame of the other particle to obtain t' = rvt 
(1-u.v/e2

). Obtain dt'ldt and hence the 
required result. 

(ii) Use the invariant U . V (as in the text). 

(2.7) Show that if two particles have velocities u, v 
relative to a given frame, then the speed of one 
particle relative to the other is 

(2.8) Show from eqns (2.27) that when u is perpendic­
ular to v, r(u') = r(u),(v). 

(2.9) hn frame S a guillotine blade in the (x, y) plane 
falls in the negative y direction towards a block 
level with the x axis and centred at the origin. 
The angle of the edge of the blade is such that the 
point of intersection of blade and block moves at 
a speed greater than e in the positive x direction. 
In some frame S' in standard configuration with 
S, this point moves in the opposite direction along 
the block. Now suppose that when the centre of 
the blade arrives at the block, the whole blade 
instantaneously evaporates in frame S (for exam­
ple, it could be vapourized by a very powerful laser 
beam incident from the z direction) . A piece of 
paper placed on the block is therefore cut on the 

negative x-axis only. Explain this in S' . (Hint: the 
spacetime diagram.) 

(2.10) How many boo Ls b I 0.5e are required to reach the 
sp · ed O.99c? (w here each boost results in speed 
O.5c in whaley r is t he rest frame before the boost, 
and 0.9ge is the final speed relative to the initial 
rest frame). (Hint: rapidity.) 

(2.11) Evaluate the result of two Lorentz transforma­
tions in succession, for relative motion all along 
the same direction, without using rapidity, and 
confirm that the result is consistent with eqn 
(A.11). (This exercise merely shows how to do 
something 'the hard way'.) 

(2.12) Use the Lorentz transformation of the energy­
momentum 4-vector to re-derive the velocity 
transformation equations (2.27), as follows. First 
obtain p~ = ru( -vEle2 + Px), with E = r,.moe2 

and px = r,.moux. Therefore 

dx' 
mo dT = rvr,.mo(ux - v). 

Next, make use of 

dx' dx' dT dt 
dt' = d;"cit dt' 

(cf. exercise 2.6). 

(2.13) A particle has energy 1 joule and momentum 
10- 9 kgm/s. Find its speed. 

(2.14) Let PI and P2 be the 4-momenta of two particles. 
Show that 

(2.78) 

where r,. is the Lorentz factor of the relative speed 
of the particles. 

(2.15) A pair of pions are emitted from a point with equal 
speeds v in opposite directions in frame S, and 
subsequently decay after proper lifetimes TI, TZ , 

respectively. Find the distance between the decay 
events (i) in frame Sand (ii) in the frame in which 
the decay events are simultaneous. 
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3.1 The Doppler effect 

Suppose a wave source in frame S' emits a plane wave of angu­
lar frequency Wo in a direction making angle 80 with the x' axis 
and lying in the x'y' plane. Then the wave 4-vector in S' is K' = 

(wolc, ko cos 80, ko sin 80 , 0). (Here we adopt the subscript zero to indicate 
values in the frame where the source is at rest). 

Applying the inverse Lorentz transformation, t he wave 4-vector in S 

is 

( 

wlc J ( 'Y 'Y/3 0 OJ ( wo/e J ( 'Y(WO/C+ Pko co ' ()O)J 
kcosf) = 'Y/3 'Y 0 ° kocosBo = 'Y(fJwol c+koco (0) (31) 
k sin f} 0 0 1 ° ko in 00 ko sin 00 . 

o 0001 0 0 

Therefore (extracting the first line, and the ratio of the next two) : 

w = 'YWo (1 + ~~ v cos 80 ) (3.2) 

8 
sin 80 tan = ~--~--~~~~~ 

'Y( cos 00 + v(wol ko) I c2
) 

(3.3) 

Eqn (3.2) is the Doppler effect. We did not make any assumption 
about the source, so t his result describes waves of all kinds, not just 
light . 

For light-waves one has wolko = c, so 

w = 'Y(1 + f3 cos ( 0)wo , (3.4) 

For 80 = 0 we have the ' longitudinal Doppler effect' for light: 

w (1 +VIC)1/2 
-='Y(l+vlc)= I 
Wo 1 - v c 

Another standard case is the 'transverse Doppler effect', observed when 
8 = 7r 12: i.e., when the received light travels perpendicularly to the 
velocity of the source in the reference frame of the receiver (Note that 

3 
3.1 The Dopple r effect 

3.2 Abe rration and the 
headlight effect 

3.3 Visual appearances 

s 

v 

this is not the same as 80 = 7r 12) . From eqn (3 .3) this occurs when Fig. 3 .1 

cos Bo = - vic, so 

X' 

x 

43 

44 

51 
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This can be interpreted as an example of time dilation: the process of 
oscillation in the source is slowed down by a factor "(. It is a qualitatively 
diffi rent prediction from h cla .. .i aJ as (wher t.h 1" is no trallsvcr e 
,ff ct) and so represents a dir ct tc t of p ' ial Rela ivity. In practi . 
th m -t ac mat ests combine data from a val.'i · ty of angles and 
' l comp'l,ris l'l f th freqnen i sobs rv d in th forward and 1 A, ,It 
longitudinal clir ·tions all w tlle lassics1 pre Ii ioo b rul ·d ouL, 
ev ·n wh n tIl sour' v 1 city is unknown. 

It can be us [-ul to have 1.11 · mpl te Doppler effect formula in t rill ' 
f the allgle (j in th IlI.b ra(,ory fl.·am ,. This is most easily done by 
'on i ICJ'iug the invariant K · U whel" U is (,he 4-v 10 'ity of the SOl1J'cc. 

rn Lhe ow'C r st tram this va.luaLes t - (wole) = - woo In the 
'laboratory' frame S it evaluates to 

(w I e, k) . be, "(v) = "(( -w + k . v) = -"(w (1 - ~ cos /) ). 

Equating the two expressions, we have 

Doppler effect 

wo "((1 - (vlvp) cos/))' 
w 1 

= (3.5) 

where vp = wi k is the phase velocity in the laboratory frame. The 
transverse effect is easy to 'read off' from this formula (as is the effect 
at any /)). This version, and its straightforward derivation from K . U, is 
the most useful form of the Doppler effect formula. 

The transverse Doppler effect has to be taken into account in high­
precision atomic spectroscopy experiments. In an atomic vapour the 
thermal motion of the atoms results in 'Doppler broadening'-a spread 
of observed frequencies, limiting the attainable precision. For atoms 
at room temperature, the speeds are of the order of a few hundred 
metres per second, giving rise to longitudinal Doppler shifts of the 
order of hundreds of MHz for visible light. To avoid this, a collimated 
atomic beam is used, and the transversely emitted light is detected. For 
a sufficiently well-collimated beam, the remaining contribution to the 
Doppler broadening is primarily from the transverse effect. In this way 
the experimental observation of time dilation has become commonplace 
in atomic spectroscopy laboratories, as well as in particle accelerators. 

3.2 Aberration and the headlight effect 

Th chang . in direction of travel of wave:> ( p cially light-waves) when 
(,be ame wav i ' ob erved in one of tw cliff rent in Itial ['ram is 
call d abe7,,.ation. The n w nam' should no · b tak n to imply that 
ther i anything n w h re, b yond what we have alr a.dy discn .. ed . It 
is jus an exam pI of til change in direction of a 4.-vector. The name 
arose hi. torically b cause changes in Lhe elir tion of rays in optics W 1" 

referred to as 'aberration'. 
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The third line of eqn (3.1) reads k sin e = ko sin eo. For light-waves the 
phase velocity is an invariant, so this can be converted into 

w sin e = Wo sin eo. (3.6) 

This expresses the relation between Doppler shift and aberration. 
Returning to eqn (3.1) and taking the ratio of the first two lines, one 

has, for the case wole = ko (e.g., light-waves): 

cose = cos eo + vic . (3.7) 
1 + (vic) cos eo 

By solving this for cos eo you can confirm that the formula for cos eo 
in terms of cos e can be obtained as usual by swapping 'primed' for 
un primed symbols and changing the sign of v (where here the 'primed' 
symbols are indicated by a subscript zero). 

Consider light emitted by a point source fixed in S'. In any given time 
interval t in S, an emitted photon l moves through et in the direction e, 
while the light-source moves through vt in the x-direction; see Fig. 3.2. 
Consider the case eo = 7r 12; for example, a photon emitted down the 
y' axis. For example, there might be a pipe laid along the y' axis and 
the photon travels down it (Fig. 3.3). Observed in the other frame, such 
a pipe will be parallel to the y axis, and the photon will still travel 
down it. In time t the photon travels through distance et in a direction 
to be discovered, while the pipe travels through a distance vt in the 
x direction. Therefore, for this case, e cos e = v, in agreement with eqn 
(3.7). A source that emitted isotropic ally in its rest frame would emit half 
the light into the directions eo :s: 7r 12. The receiver would then observe 
this light to be directed into a cone with half-angle cos- l vic- i.e., less 
than 7r 12; see Fig. 3.4. This 'forward beaming' is called the headlight 
effect or searchlight effect. 

The lower right part of Fig. 2.3 gives an example of the headlight 
effect. If in an explosion in reference frame S', photons or light-pulses 
are emitted in all directions , then in frame S the velocities are directed 
mostly in a cone angled forwards along the direction of propagation of 
S' in S. 

The full headlight effect involves both the direction and the intensity 
of the light. To understand the intensity (i.e., energy crossing unit area 
in unit time) consider Fig. 3.5, which shows a plane pulse of light 
propagating between two mirrors (such as in a laser cavity, for example). 
We consider a pulse which is rectangular in frame S' , and long enough 
so that it is monochromatic to good approximation, and wide enough so 
that diffraction can be neglected. Let the pulse length be n wavelengths: 
i.e., n>.o in frame S'. Imagine a small antenna which detects the pulse as 
it passes by. Such an antenna will register n oscillations. This number 
n must be frame-independent. It follows that the length of the pulse in 
frame S is n>.. 

We shall now prove an interesting property of the propagation of such 
a rectangular light-pulse: namely, the area of the wavefronts is Lorentz­
invariant. This follows from the fact that null worldlines are lines of 

\ 

Fig. 3.2 

1 We use the word 'photon' for con­
venience here. It does not mean the 
results depend on a particle theory for 
light. It suffices that the waves travel in 
straight lines: i.e. , along the direction 
of the wave vector. The 'photon' here 
serves as a convenient way to keep track 
of the motion of a given wavefront in 
vacuum. 

rrnmc s' frame S 

r 

Fig. 3.3 If a photon travels down a 
given pipe in one reference frame then 
it will do so in all reference fram es. In 
particular, if the pipe is at rest rela­
tive to the source and oriented at right 
angles to the relative motion of source 
and observer, then we can use this to 
deduce quickly the direction of the pho­
ton in the observer's frame S, since such 
a pipe is merely contracted not rotated, 
as shown. Hence one finds cos e = v / c. 
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Fig. 3.4 The headlight effect for pho­
tons. An ordinary incandescent light­
bulb is a good approximation to an 
isotropic emitter in its rest frame: 
half the power is emitted into each 
hemisphere. In any frame relative to 
which the light-bulb moves a t veloc­
ity v , th emission is not i otropi ' 
but preferent.ially in ·t h forward dircc­
tion. Th light appearing in the forward 
bernisphere of the r . fram is emit­
ted in the general frame into a cone 
in the forward direction of half-angle 
cos- 1 vic (so sinO = 117) . Its energy 
is also boosted. The rema inder of the 
emitted light fills the rest of the full 
solid angle (the complete distribution 
is given in eqns (3.13) and (3.14)) . 
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constant interval. To be precise, all events on a null worldline are at 
the same spacetime interval from some given event B, where B can be 
positioned anywhere (in some arbitrarily chosen reference frame) but 
must occur at the right time. This seems surprising, but the proof is 
simple: see Fig. 3.6. 

The straight lines shown in Fig. 1.5b are examples of this fact, and 
we now see that they are all null lines. With this in mind, the proof can 
be furnished another way by the use of 4-vectors (exercise 3.8). 

Now consider the wavefronts shown in Fig. 3.5. Each end of a wave­
front follows a trajectory like the one shown in Fig. 3.6, and each 
wavefront is an example of the line AB. Focus attention on the ¢ = 0 
wavefront and ignore all the others (if you prefer, suppose we are 
considering a short pulse of light, or two photons travelling abreast). 
For convenience, place the origin (of time as well as space coordinates) 
at B and suppose the phase is zero there. In some other frame (8'), the 
trajectory followed by the other end of the wavefront (the end passing 
through A) is given by linear functions x'(t'), y'(t'), z'(t') which satisfy 
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Fig. 3.5 The efre t of a. change of reference frame on plan wave. The djagrams show a pulse of IighL propagatiog between 
a pair of mirrors: Cor exampl , the mirrors of a laser cavity. The left diagram shows the itu3. ion in S/ . the rest frame of the 
mirrors. Th right diagram shows the mirrors and wavefront: at two instants of time ill frame (full lin ·" . how t he situ ation 
an t = 0, dashed Jines sh w the siliua.tioll at It tater time t). In this fram the las r avity suffers a Lorentz contra I;ion and t il 
puis lengt.b is reduced by a lllrg r factor . Th wa.vefronts ar no longer perpendicular to th mirror urfaccs. 'I' he angles a.rc 
such that the ceT1tre of each wavefj'ont till arrives at the centre f the right mi .... or, and after reflect ion will ILl e he oncomh1g 
left mir .. or at its Centre a lso. The wid th of the wavefl'on~s i til . srune in the t~\lO fram . (s e text). 
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_C2t'2 + r'2 = L2, where r' = (X'2 + y'2 + ZI2)1/2, by using the fact that 
all events along the worldline are at the same interval from the origin B, 
and this interval is Lorentz-invariant. It follows that at t' = 0: i.e., when 
the wavefront in question arrives at B, the other end of the wavefront 
is at r' = L. Therefore the width of the wavefront is Lorentz-invariant. 
'The height of the wavefronts (that is, their length in the direction 
perpendicular to the relative motion of 8 and 8/) is obviously invariant, 
SO we deduce that the area (and shape) of the wavefronts is invariant. 
QED. 

'This fact has some further nice implications: it means that a circu­
lar disk-shaped pulse of light has a circular (not elliptical) shape in 
all frames (and with the same radius), and a pattern of photons all 
propagating abreast will 'look the same' (i.e., form the same image on a 
fiat piece of card placed perpendicular to the beam) no matter what the 
motion of the card relative to other things (this configuration is called 
a super-snapshot). 

Since the area is invariant, and the length transforms as the wave­
length, it follows that the volume of the pulse transforms in the same way 
as its wavelength. Now, the intensity 1 of a plane wave is proportional 
to the energy per unit volume u. We have, therefore: 

1 u E/A 
10 = Uo = EO/Ao 

(3.8) 

where E is the energy of the pulse. Such a pulse of light can be regarded 
as an isolated system having zero rest mass and a well-defined energy­
momentum 4-vector P describing its total energy and momentum. This 
statement is non-trivial, and will be re-examined in chapters 8 and 16. 
Since P . P = 0 = K . K and p is in the same direction as k, we find that 
the 4-vectors P and K are in the same spacetime direction, so their 
components transform similarly. To be precise, E / Eo = w / Wo. It follows 
that, for a plane wave, the intensity transforms as the square of the 
frequency: 

1 u 
(3.9) 

10 Uo w5" 
(This result can be obtained more directly by tensor methods; see eqn 
(16.51)). For the forward direction the Doppler effect gives W > Wo; then 
eqn (3.9) predicts an intensity increase even for a plane wave. This forms 
the second part of the 'headlight effect'. It means that not only is there 
a steer towards forward directions, but also an increase in intensity of 
the plane wave components that are emitted in a forward direction. 

The headlight effect can be observed in high-energy collision experi­
ments, and also in astrophysics. Some astrophysical sources emit fast­
moving jets of material, which in turn glow. Owing to the headlight effect 
the observed emission from such jets is mostly along the line of the jet. 
Owing to the expansion of the universe, distant galaxies are moving away 
from us. The light-emission from each galaxy is roughly isotropic in its 
fest frame, so owing to the headlight effect the light is mostly 'beamed' 

Fig. 3.6 The thick line shows the tra­
jectory of a photon relative to some 
reference frame S. Event A is some 
arbitrary event on the worldline. Let 
B be an event that is simultaneous 
with A and on a perpendicular from 
A, in the frame S. Then all events on 
the world line have the same interval 
from B. For, by Pythagoras' theorem, 
(t.x2 + t.y2) = L2 + c2 t.t2. Hence the 
squared interval from B to any event on 
the worldline is L2. 

one frame 

another frame 

Fig. 3.1 



48 Moving light sources 

Fig. 3 .8 A small change in e and ¢ 
gives the arc lengths shown; these arcs 
meet at right angles, so the area is 
r2 sin eded¢; the solid angle is defined 
as the ratio of this area to r2 (so the 
full solid angle of a sphere is 471"). 

Fig. 3.9 Photons emitted into de in 
frame 8 are found propagating in the 
range of angles de' in frame 8'. 

away ft m u , making th ' galaxies app at dimm r. This helps to r olv 
Oibe?' pamdox, COll rnjng why the ky L dark at night. 

Th h < dligbtffe t i pu t g od \1 ' iu -ray some ba' d 011 

3yll hrotroJl radiation . \i hen a charged pruti 1 a . eel crates its ele trio 
fi Id must di tort with tit resul that it. emit I 'tromagn ti wav 
( bapter). In th ca . of 1 Lrons moving in fast. it' ular rbits, the 
centrip tal aeeel ration results in racliatiol1 called syn hl'ot1'on radiation. 
In tl" res Ij'am of the leetron at any i.ntant t il radiation i.. mitt d 
. ' l11metri 'uly about an axis along the a cclerati n v tor (i.e., al ut 
an axi al ng the radius v ·01' from he centre f the orbit), aud 
has ma::-rimunJ inten il,y iu he pJa.n perpendicular to his xi '. In he 
laboratory fram tw ffeets ·om · in 0 play: th · Doppler effect results 
in frequency shifts up to high frequ n y for ligll · mitt d in t ip forward 
dir · tion, and the headligh fI) t 11 ·ur. tbaL m st r th · light appears 
in his elir ction. The result is a narrow bam, abnost Iik las · I' beam, 
of hard X-rays or gamma-rays. This beam is continually swept around 
a circle, so a stationary detector will receive pulses of X-rays or gamma­
rays. (See section 8.3 for more information) . 

So far we have examined the headlight effect by finding the direction 
and energy of any given particle or ray. Another important quantity is 
a measure of how much light is emitted into any given small range of 
directions. This is done by imagining a sphere around the light-source, 
and asking how much light falls onto a given region of the sphere. 

In spherical polar coordinates, the element of solid angle is (Fig. 3.8) 

dn = sin OdOdcfJ. (3.10) 

When we transform between frames, taking the axis of polar coordinates 
along the relative m tion of the frame. , we shal l find that 0' i: e but 
cfJ' = ¢ (the latter follows from 'ylindri al and mirror syrom try, 01' 

equally, from the simple fonn of the transv'r8 pa:rt of th Lorentz tan.­
£ rm}. tion}. I follow that d¢' = d¢. Helle the s lid augl ran form as 

dn' sin 0' dO' dcfJ' -d( cos O')dcfJ' d cos B' 
dn sinOdOdcfJ - d(cosO)dcfJ = dcosO' (3.11) 

(wh 1'8 d(co 0) i implyawa , fwriting ell if I(B) == 0'0). Reverting 
now to t he subscript zer notatio]] w have 0' == 00 and D' == Do. Th 
r lation ·llip I et.w en cosO and osBo i giv 11 b qll {3.7}. For. impli .iLy 
of al1.1lation wri e thi in the form 1= (fo + fJ)/(l + PIo ) wh l:e I = 
o 0 and 10 = cos()o, and then it is asy to evaluate df Id/o. H n we 

find thai for' a. g?'O!£P 01 light-rays pr'opagating outward.s from a point th 
solid angle taken up by the rays transforms as 

dn 1 (WO)2 
dno = 12(1 + (3 cos 00)2 = ~ (3.12) 

where the final step used eqn (3.4). 
If the source emits isotropically in its rest frame, then the number of 

photons going into any given solid angle in any given time is proportional 
to that solid angle. The significance of eqn (3.12) is that those same 
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hotons fill a different solid angle in the other frame-a smaller one for 
~irections ahead of the source, a larger one for directions behind. In other 
words, there is a brightening in the forward direction: more photons per 
unit solid angle (or per unit area at any given distance). More generally, 
the number of photons per unit solid angle is written dN I dn, which can 
be a function of () and ¢, and we have that the enhancement factor when 
one examines the same source from the perspective of another frame is 
given by 

dN dN dna dN (w) 2 

dn = dna dn = dna Wa 
(3.13) 

since the number N of photons emitted is invariant. For example, the 
enhancement factor for emission into a small solid angle in the directly 
forward direction (at () = ea = 0) is ,2(1 + (3)2 = (1 + (3)/(1- (3). 

For isotropic emission in the rest frame one has dN I dna = N I (47r) if 
N is the total number of photons emitted into all directions, but eqn 
(3.13) does not need to assume this. 

The simplicity of the final result (3.13) is owing to eqn (3.12). It is 
remarkable: the angles are so arranged that the solid angle transforms 
in the same way as the square of the frequency. There is no very simple 
reason for this, but a moderately intuitive argument runs as follows. 
Consider a given emission event E at the origin and a detection event 
D at (ta, ra) in the rest frame of the source. Since light travels at speed 
c we must have ra = et, so the 4-vector X = (eto,ro) is null. Applying a 
Lorentz transformation, X transforms just the same way as the 4-wave­
vector K, which is also null. Therefore the distance r between E and D, 
evaluated in other frames, varies from one frame to another in the same 
way a'3 the wave vector k, and hence (using the universal phase velocity 
c for light-waves) in the same way as the frequency w. Now consider 
two detectors , both present at event D, and presenting the same cross­
sectional area, b4t moving with different velocities. We will prove shortly 
that they will intercept the same group of rays from E. The one observing 
the higher frequency finds that the emission event was further away, 
and therefore that detector presents a smaller solid angle at the emission 
point, in proportion to 1/r2. Therefore the solid angle filled by any given 
group of propagating photons varies as dn/dna = (ralr? = (walw)2, 
which is eqn (3.12). 

The argument assumed that the detectors at D intercept the same 
bundle of ray directions from E, independent of the state of motion of 
the detector. To be precise, if we suppose that the source emitted N 
photons in all directions in a short burst , then all identical detectors at 
D receive the same fraction of those N, assuming that each detector has 
the same proper size and is oriented so as to receive the light at normal 
incidence in its rest frame. This is obvious for detectors moving directly 
towards or away from the source (no transverse contraction), but more 
generally it is a non-trivial result of the behaviour indicated in Figs 3.7 
and 3.5. Each detector 'chops out' a certain segment of a fiat light-pulse 

" D Z ~. 

// L i 
Eu % 

~ 
Fig. 3.10 The detector moving to­
wards the source considers that the 
emission event E was further away. 
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Fig. 3.11 The Doppler effect and the 
headlight effect combine in this image 
of waves emitted by a moving oscillat­
ing source. The image shows an exam­
ple where the emission is isotropic in 
the rest frame of the source, and the 
phase velocity is c. Each wavefront is 
circular, but more bunched up and 
brighter in the forward direction. 

washing over it. It chops out that same segment in the rest frame of the 
source. 

Eqn (3.13) concerns the number of particle velocities or ray directions 
per unit solid angle, not the flux of energy per unit solid angle. To 
obtain the latter we need to combine eqns (3.13) and (3.9). The emission 
into all direction can always be expressed as a set of plane waves; eqn 
(3.13) shows that for a point source the density (per unit solid angle) 
of plane wave components transforms as w 2

, and eqn (3.9) states that 
the intensity of each plane wave transforms as w2

. It follows that, for a 
monochromatic source that emits isotropically in its rest frame, the flux 
of energy per unit solid angle transforms as 

dP (w4) dPo 
dn = wg dno' (3.14) 

This fourth power relationship is a strong dependence. For v close to 
c, eqn (3.2) gives w'::::'. 2')'wo for emission in the forward direction. At 
')' '::::'. 100, for example, the brightness in the forward direction is enhanced 
approximately a billion-fold. 

3.2.1 Stellar aberration 

'Stellar aberration' is the name for the change in direction of light 
arriving at Earth from a star, owing to the relative motion of the 
Earth and the star. Part of this relative motion is constant (over large 
time-scales) so gives a fixed angle change: we cannot tell it is there 
unless we have further information about the position or motion of the 
star. However, part of the angle change varies, owing to the changing 
direction of motion of the Earth in the course of a year, and this 
small part can be detected by sufficiently careful observations. Before 
carrying out a detailed calculation, let us note the expected order of 
magnitude of the effect. At eo = 7r /2 we have cos e = v / c, therefore 
sin( 7r /2 - e) = v / c. For v « c this shows that the angle 7r /2 - e is small, 
so we can use the small angle approximation for the sin function, giving 
e '::::'. 7r /2 - v / c. Indeed, since the velocities are small, one does not need 
Relativity to calculate the effect. Over the course of six months the 
angle observed in the rest frame of the Earth is expected to change by 
about 2v / c '::::'. 0.0002 radians, which is 0.01 0 or about 40 seconds of arc. 



It is to his credit that in 1727 James Bradley achieved the required 
stability and precision in observations of the star , Draconis. In the 
course of a year he recorded angle changes in the light arriving down a 
telescope fixed with an accuracy of a few seconds of arc, and thus he 
clearly observed the aberration effect. In fact his original intention was 
to carry out triangulation using the Earth's orbit as a baseline, and thus 
deduce the distance to the star. The triangulation or 'parallax' effect is 
also present, but it is much smaller than aberration for stars sufficiently 
far away. Bradley's observed angle changes were not consistent with 
parallax (the maxima and minima occured at the wrong points in the 
Earth's orbit), and he correctly inferred that they were related to the 
velocity not the position of the Earth. 

In the rest frame of the star, it is easy to picture the aberration effect: 
as the light 'rains down' on the Earth, the Earth with the telescope on 
it moves across; see Fig. 3.12. Clearly, if a ray of light entering the top 
of the telescope is to reach the bottom of the telescope without hitting 
the sides, the telescope must not point straight at the star; it must be 
angled forward slightly into the 'shower' of light. 

In the rest frame of the Earth, we apply eqn (3.7) supposing S' to be 
the rest frame of the star. e is the angle between the received ray and the 
velocity vector of the star in the rest frame of the Earth. First consider 
the case where the star does not move relative to the Sun, then v in the 
formula is the speed of the orbital motion of the Earth. Since this is small 
compared to c, one may use the binomial expansion (1 - (vic) cos e)-l ~ 
1 + (vic) cos e and then multiply out, retaining only terms linear in vic, 
to obtain 

case' ~ cose - ~ sin2 e. 
c 

(3.15) 

This shows that the largest difference between e' and e occurs when 
sine = ±l. This happens when Earth's velocity is at right angles to a 
line from the Earth to the star. For a star directly above the plane of 
Earth's orbit, the size of the aberration angle is constant and the star 
appears to move around a circle of angular diameter 2v I c; for a star 
at some other inclination the star appears to move around an ellipse of 
(angular) major axis 2vlc. 

3.3 Visual appearances* 

This section can be omitted at first reading-not because it is difficult 
(it is not), but because it is of relatively small importance. No further 
results in forthcoming chapters will require it. 

When we discuss the situation in a given reference frame, we usually 
mean the dispositions, velocities, accelerations, etc. at some instant 
of time throughout that frame. However, another question that can 
naturally arise is 'what do things look like?'- where we mean 'look like' 
quite literally: where does the light received during some small time 
interval by an observer located at some particular place appear to have 
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Fig. 3.12 Stellar aberration pictured 
in the rest frame of the star. The 
light ' rains down' in the vertical direc­
tion, while the telescope fixed to planet 
Earth moves across. The horizontal 
lines show wavefronts. The thicker 
dashed wavefront shows the position 
at time tt of a portion of light that 
entered the telescope (dashed) a short 
time ago. In order that it can arrive at 
the bottom of the telescope, where the 
same bit of light is shown by a bold full 
line, it is clear that the telescope must 
be angled into the 'shower' of light. (To 
be precise, the bold line shows where 
the light would go if it were not focused 
by the objective lens of the telescope. 
The ray passing through the centre of 
a thin lens is undeviated, so the focused 
image appears centred on that ray.) 
This diagram suffices to show that a 
tilt of the telescope is needed, and in 
particular, if the telescope later moves 
in the opposite direction then its ori­
entation must be changed if it is to be 
used to observe the same star. 
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2 This can be obtained by using either 
the trigonometric identity cos 8 = (1 -
t 2 )/(1 + t 2 ) where t = tan(8/2), or the 
identity t = sin 8/(1 + cos e). 

A 

Fig. 3.14 

come from? This is the same question as one asks when considering the 
concept of a virtual image in optics. When high-speed motion is involved, 
to answer the question it is necessary to take into account the travel time 
ofthe light from source to observer. For example, if a train is approaching 
while I stand at the platform, the light I see now from the back of the 
train must have set off before the light I see now from the front of the 
train. Therefore the visual appearance of the train is 'stretched' (a purely 
classical phenomenon). The size of this visual stretching is similar to the 
Lorentz contraction, and in some arrangements exactly the same! 

Example Consider a cube of proper side La oriented horizontally 
and passing horizontally from left to right at height h above a strip 
of photographic film. Light from the Sun falls perpendicularly onto the 
film. The film is exposed briefly at some moment in its own rest frame, 
so as to register the shadow of the cube. Find the length of the shadow. 

Solution 
Let us calculate in the rest frame of the film throughout. The cube 
is Lorentz-contracted by a factor , along its direction of motion. The 
shadow of the lower face clearly fills a length Lair of the film. The travel 
times of light from the lower and upper faces of the cube to the film are 
hlc and (h + Lo)/c respectively. Therefore the shadow of the upper face 
trails behind that of the lower face by a distance Lov I c. The total length 
of the observed shadow is therefore Lo(11r + vic). 

In this example the cube's shadow is longer, not shorter, than La. 
If one considers an image formed by light-rays emitted by the cube 
and arriving perpendicularly onto the film (a so-called 'super-snapshot') 
then th regi t r d imag i. tit ame &: would be obtained from a non­
moving eu b f th arne. 'j?: La but rated t.1u-ough in- 1 

'U I c (exercise 
for the r ad r). In this n e olte may ay that the ub ap ar' to be 
rotated and not contra ted (and th .... C r an intelligenL bs 1'\1 -1' W I.lJd 
deduce that the cube was, at any instant in his frame, contracted and 
not rotated!). 

For the case of observation of a sphere, the following neat demonstra­
tion is due to Penrose. 

Write the angular transformation eqn (3.7) in the form2 

1 II-VIC 1 
tan2'(;1 = \ I tan '2 (;10' 1 +v c 

(3.16) 

Now consider an observer at a particular place O. All that the observer 
sees can be mapped onto a sphere around him (the very 'sphere of the 
heavens' we sometimes find ourselves imagining when we look at the 
stars); see Fig. 3.14. Let him arrange for it to be further mapped onto 
the tangent plane shown in Fig. 3.14, by stereographic projection from A. 
We are doing this merely as a mathematical device to help understand 
what different observers will see. The projected image has a vertical 
dimension proportional to tan ~ (;I. 



Now suppose there is a spherical object moving in the sky, emitting 
light, and consider two observers who momentarily meet at O. Depend­
ing on their motion, both observers receive light propagating at angles 
transformed from eo, but according to eqn (3.16) the stereographic 
projection images they each find will only differ by a scale factor. Let 
one observer be at rest in the rest frame of the spherical object. It is 
obvioUS that he will see a circular shape on his sky. Now, stereographic 
projection ~aps ~ircles to circles, so he will also see a circular image 
on his vertlcal 'cmema screen'. It follows that the other observer, no 
matter what his motion, will also see a circular stereographic projection 
(since it merely differs by a scale factor), and therefore he sees a circular 
shape in his sky. (Any pictures painted on the surface of the sphere 
will nonetheless appear distorted.) We conclude that , despite Lorentz 
contraction (or rather, because of length contraction, since without it 
the image would be stretched), the boundary of a moving spherical 
object will always present a circular visual appearance, to all observers. 
It does not 'look' contracted-which implies that it must actually be 
contracted. 

To undertake a more general consideration of visual appearances, 
consider a point source moving along the line y = Yo at constant velocity 
v. Its x-position is given by x(t) = Xo + vt, where Xo is a constant. A 
photon emitted by the source at time t = ts and propagating to the 
origin arrives there at time 

1 (2 ( )2)1/2 t = ts + - Yo + Xo + vts , 
c 

(3.17) 

and propagates along a line making an angle e to the y-axis given by 

tane = (xo +vts) /yo. (3.18) 

Eqns (3.17) and (3.18) allow one to reconstruct the appearance of a 
general moving object , since sl)ch an object can be considered to form 
a set of point sources with various values of (xo, Yo). The image formed 
at any given time by a small imaging apparatus located at the origin is 
constructed from rays arriving there simultaneously. 

An appearance of superluminal motion 

Suppose that a quasar 1 billion light-years from Earth explodes, emitting 
material which moves outwards in two lobes. The explosion is recorded 
by observers on Earth, and one year later an image is taken of the 
(brightly glowing) lobes, using a powerful telescope; Fig. 3.15. Suppose 
the angular separation of one lobe from the location of the explosion, as 
recorded on the image, is then found to be 1 milli-arcsecond (approx­
imately 5 x 10- 9 radians). It would appear, then, that the lobe has 
moved a distance 5 x 10- 9 X 109 = 5 light-years in one year. This naive 
calculation is said to imply a 'visual appearance of faster-than-light 
motion'. Of course, to an intelligent observer there is no such appearance, 
because he would not accept the calculation: the travel time of the light 
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view at some date 

viewed a year later 

Fig. 3.15 Astronomical observations. 
Surprising or not? 
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Fig. 3.16 The situation near the star 
when the lobe arrived at lJ.x. The 
bright light-pulse from the explosion 
is on its way. The lobe is about to 
emit the light which will contribute to 
the second image above. The transverse 
velocity of the lobe is lJ.x/ lJ.te , not 
lJ.x / lJ.t r . 

Exercises 

has not been properly taken into account. What is going on is that the 
lobes are not moving purely in the transverse direction to the line of 
sight from Earth, but they have a component of velocity along the line 
of sight; Fig. 3.16. If this component is V z then you can easily check 
that the difference in reception times 6.tr is related to the difference in 
emission times 6.te by 

6.t,. = 6.te (1 _ v;). 
Clearly 6.te > 6.tr if the source has a component of velocity towards 
us. The correct conclusion in the above example is that Vz was positive 
and the lobe took more than one year to travel between the observed 
positions. 

One cannot fully deduce the direction of motion of the lobe from the 
given observations, but one can constrain it by imposing the condition 
V < c, where v is its speed. If the lobe velocity makes an angle B with the 
line of sight, then the observed 'apparent transverse speed' is given by 

6.x 6.x 6.te v sin B 
= ---- - -----

6.tr 6.te 6.tr 1 - v cos () / c· 

(3.1) Two photons travel along the x-axis of S, with 
a constant distance L between them. Find the 
distance between them as observed in S'. How is 
this result related to the Doppler effect? 

It is propos d that th sire i a binary star 
system. Explain h w t.bi ull give rise to the 
data. Ext.ra t an ·timat. fol' t.he component of 
orbital velocity in the line of sight. Assuming the 
stars have equal mass, estimate also the distance 
between them and their mass. 

(3.2) The emission spectrum from a source in the sky is 
observed to have a periodic fluctuation, as shown 
in the data displayed in Fig. 3.17. 

T 0.061 days T 1.886 HDB0715 

"(t(' 0334 T 2.038 W 3.145 

I{l/ 1.019 ""Y(' 2.148 Y 3.559 

1Y' 1.152 1Y 2.B21 Y 3.654 

"\f\" 1.338 1T 2.B59 

Y 3.6n 

I , I I , I I , I 
6540 6550 6540 6550 6540 6550 

wavelengih (Angslroms) 

Fig. 3.17 Spectra of light received from an astro­
nomical object at specific times during an obser­
vation period of a few days. 

(3.3) §§Excited ions in a fast beam emit light on a given 
internal transition. The wavelength observed in 
the direction parallel to the beam is 359.5 nm, 
the wavelength observed in the direction perpen­
dicular to the beam in the laboratory is 474.4 nm. 
Find the wavelength in the rest frame of the ions, 
and the speed of the ions in the laboratory. [Ans. 
406.3 nm, 0.2422c] 

(3.4) A light-source moves relative to an observer S at 
speed v. Show that for light emitted at a small 
angle 00 to the forward direction in the source 
frame, the angle of the ray observed by S is 

~-v 
0,:::,00 --. 

c+v 



(3.5) A particle moves with / » 1 and emits light at a 
small angle B to its line of flight in the laboratory. 
Show that the angle of emission (not necessarily 
small) in the particle's rest frame is given approx­
imately by 

-1 1 _ /2B2 

cos 2B2' 1+ / 

(3.6) Given a radioactive source that emits neutrinos 
isotropically, how could a narrow beam of neutri­
nos be obtained? 

(3.7) §§A galaxy with a negligible speed of recession 
from Earth has an active nucleus. It has emitted 
two jets of hot material with the same speed v in 
opposite directions, at an angle B to the direc­
tion to Earth. A spectral line in singly-ionised 
Mg (proper wavelength AO = 448.1 nm) is emit­
ted from both jets. Show that the wavelengths 
A± observed on Earth from the two jets are 
given by 

A± = Ao/(l ± (v/c) cos B) 

(you may assume the angle subtended at Earth 
by the jets is negligible). If A+ = 420.2 nm and 
A_ = 700.1 nm, find v and B. 

In some cases the receding source is diffi­
cult to observe. Suggest a reason for this. [Ans. 
0.6c, 65.4°] 

(3.8) (i) An arbitrary null worldline can be specified by 
X = Xo + a K where Xo is constant, K is null 
and a is a parameter. Show that all events on 
the worldline are at the same interval from any 
given event XB in the plane K . XB = K . Xo. 

(ii) Relate the quantities in part (i) to the 
behaviour of a wavefront of a plane light-wave. 
Hence show that the area of such wavefronts is 
Lorentz invariant. (This is arguably a neater 
method to the one given before eqn (3.8).) 

(3.9) Moving mirror. A plane mirror moves uniformly 
with velocity v in the direction of its normal in 
a frame S. An incident light-ray has angular fre­
quency Wi and is reflected with angular frequency 
wr . Show that 

Wi sin Bi = w,· sin Br 
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where Bi , Br are the angles of incidence and reflec­
tion, and 

tan(Bi/2) 1 + v/c 
tan(Br /2) = 1 - v/c ' 

Visual appearances 

(3.10) Two observers move towards a small distant light­
source. At the event when one observer is over­
taken by the other, he finds that the source looks 
twice as wide as it does to the other. Show that 
the relative speed of the observers is 3c/5. (Hint: 
consider a single ray emitted from the edge of the 
source and observed by both observers.) 

(3.11) §A rocket flies through a circular hoop, along the 
axis, at speed v. How far past the hoop is the 
rocket when the hoop appears to the pilot to be 
exactly in the lateral direction? Is the same answer 
obtained in Galilean physics? 

(3.12) It is sometimes claimed that according to Spe­
cial Relativity it is possible to 'see round cor­
ners'. Is this true? (Hint: the answer is no!) The 
claim is related to the change of angle of prop­
agation of light from one frame to another. For 
example, light emitted from the back of a fast 
train at a shallow angle to the surface (i.e., at a 
large angle to the direction of propagation of the 
train) will be 'thrown forward ' and found to be 
propagating somewhat in the forward direction in 
another frame. A person standing on a platform 
and watching the train pass (rom his left to right 
will therefore first see the back face of the last 
carriage when he looks somewhat to his left: i.e., 
in a direction he might find surprising. This is 
the basis of the 'seeing round a corner' claim. 
Investigate this by calculation and diagrams. Does 
the light propagate in a straight line? Does the 
corner of the train get in the way of the light? 

(3.13) A rod of proper length Lo lies along the line 
y = h and moves along that line at speed v. Define 
the 'apparent length' of the rod as the length 
of a stationary rod lying at y = h which would 
have the same appearance (to a viewer at the 
origin) as the moving rod. Establish that the 
apparent length is /Lo at t = 0, and tends to 
Loa and Lo/a at t = ±oo, respectively, where 
a = ((1 - v/c)/(l + V/C))1/2. 
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Dynamics 

We are now ready to carry out the sort of calculation one often meets 
in mechanics problems: the motion of a particle subject to a given force, 
and the study of collision problems through conservation laws. 

Since the concept of force is familiar in classical mechanics, we shall 
start with that, treating problems where the force is assumed to be 
known, and we wish to derive the motion. However, since we are also 
interested in exploring the foundations of the subject, one should note 
that most physicists would agree that the notion of conservation of 
momentum is prior to, or underlies, the notion of force. In other words, 
force is to be understood as a useful way to keep track of the tendency 
of one body to influence the momentum of another when they interact . 
We define the 3-force f as equal to dp/dt, where p = 'Yvmov is the 
3-momentum of the body on which it acts. This proves to be a useful 
idea, because there are many circumstances where the force can also be 
calculated in other ways. For example, for a spring satisfying Hooke's law 
we would have f = - kx, where x is the extension, and in electromagnetic 
fields we would have f = q(E + v 1\ B ), etc. Therefore it makes sense to 
study cases where the force is given and the motion is to be deduced. 
However, the whole argument relies on the definition of momentum, and 
the reason momentum is defined as 'Yvmov is that this quantity satisfies 
a conservation law, which we shall discuss in the next chapter. 

In the first section we introduce some general properties of the 4-force. 
We then treat various examples using the more familiar language of 
3-vectors. This consists of various applications of the relativistic 'second 
law of motion' f = dp/dt. 

4.1 Force 

Let us recall the definition of 4-force (eqn (2.73)): 

F == dP = (~dE, dP ) = (:IdE, "If). 
dT edT dT c dt 

( 4.1) 

where f == dp/dt. Suppose a particle of 4-velocity U is subject to a 
4-force F. Taking the scalar product, we obtain the Lorentz-invariant 
quantity 

(4.2) 



One xp s t.l1a t his should b mething to do with the rate of doing 
\Vor.k by I,b Dr . B au th 'alar product of two 4-vectors is Lorentz­
itlVarian,t, on an akulat it. ill any convenient reference frame and 
Ob(.HUl 1),11 answ r ha't appli in ~\ 1l reference frames. So let us calculate 
it. in th r t frau f th parti I (u = 0), obtaining 

U. F = _c2dma 
dT ' 

(4.3) 

since in the rest frame 'Y = 1, "'( = 0, E = mac2 and dt = dT. We now have 
the result all in terms of Lorentz-invariant quantities, and we obtain an 
iJUportant basic property of 4-force: 

When U . F = 0, the rest mass is constant. 

A force which does not change the rest mass of the object on which it 
acts is called a pure force. The work done by a pure force goes completely 
into changing the kinetic energy of the particle. In this case we can set 
eqn (4.2) equal to zero, thus obtaining 

dE 
- = f'll [for pure force , ma constant (4.4) 
dt 

This is just like the classical relation between force and rate of doing 
work. An important example of a pure force is the force exerted on a 
charged particle by electric and magnetic fields. Fundamental forces that 
are non-pure include the strong and weak forces of particle physics. 

A 4-force which does not change a body's velocity is called heat-like. 
Such a force influences the rest mass (for example by feeding energy into 
the internal degrees of freedom of a composite system such as a spring 
or a gas). 

In this chapter we will study equations of motion only for the case of a 
pure force. The next chapter will include general forces (not necessarily 
pure), studied through their effects on momenta and energies. 

4.1.1 Transformation of force 

We introduced the 4-force on a particle by the sensible definition 
F = dP/dT. Note that this statement makes Newton's second law a 
definition of force, rather than a statement about dynamics. Nonetheless, 
just as in classical physics, a physical claim is being made: we claim that 
there will exist cases where the size and direction of the 4-force can 
be est ablished by other means, and then the equation can be used to 
find dP / dT. We also made the equally natural definition f = dp / dt for 
3-force. However, we are then faced with the fact that a Lorentz factor 
'Y appears in the relationship between F and f: see eqn (4.1). This means 
that the transformation of 3-force, under a change of reference frame, 
depends not only on the 3-force f but also on the velocity of the particle 
on which it acts. The latter may also be called the velocity of the 'point 
of action of the force'. 

Let f be a 3-force in reference frame S, and let u be the 3-velocity 
in S of the particle on which the force acts. Then, by applying the 
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Lorentz transformation to F = buW/c, ,uf), where W = dE/dt, one 
obtains 

IU' dE' ( ) 
~ dt' = IVIU (dE/dt)/c - 13fll ) 

,u,fli = IVIU (- f3(dE/dt)/c + fll) , 

(4.5) 

where u' is related to u by the velocity transformation formulae (2.27). 
With the help of eqn (2.13) relating the I factors, one obtains 

f' _ fll - (v/c2 )dE/dt 
II - ---"--1---u-.-v-/'-c2::---' (4.6) 

These are the transformation equations for the components of f' parallel 
and perpendicular to the relative velocity of the reference frames, when 
in frame S the force f acts on a particle moving with velocity u. (Note 
the similarity with the velocity transformation equations, owing to the 
similar relationship with the relevant 4-vector). 

For the case of a pure force, it is useful to substitute eqn (4.4) into 
(4.6i), giving 

f' _ fll - v(f.u)/c2 

11 - 1-u.v/c2 
[ if mo=const. (4.7) 

Unlike in classical mechanics, f is not invariant between inertial 
reference frames. However, a special case arises when mo is constant and 
the force is parallel to the velocity u. Then the force is the same in all 
reference frames whose motion is also parallel to u. This is easily proved 
by using eqn (4.7) with f·u = fu, u·v = uv and f~ = O. Alternatively, 
simply choose S to be the rest frame (u = 0) so one has dE/dt = 0, and 
then transform to any frame S' with v parallel to f. The result is f' = f 
for all such S'. 

The transformation equations also tell us some interesting things 
about forces in general. Consider, for example, the case u = 0: i.e. , f is 
the force in the rest frame of the object on which it acts. Then eqn (4.6) 
says f~ = f~/T i.e., the transverse force in another frame is smaller than 
the transverse force in the rest frame. Since transverse area contracts by 
this same factor I, we see that the force per unit area is independent of 
reference frame. 

Suppose that an object is put in tension by forces that are just 
sufficient to break it in the rest frame. In frames moving perpendicular 
to the line of action of such forces, the tension force is reduced by a 
factor I, and yet the object still breaks. Therefore the breaking strength 
of material objects is smaller when they move! We will see how this 
comes about for the case of electromagnetic forces in chapter 7. 

The Trouton-N oble experiment nicely illustrates the relativistic 
transformation of force; see Fig. 4.1. 

Next, observe that if f is independent of u, then f' does depend on u. 
Therefore, independence of velocity is not a Lorentz-invariant property. 
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(a) (b) (c) 

S S' S S' 

Fig. 4.1 The Trouton- Noble experiment Suppose that two opposite charges are attached to the ends of a non-conducting 
rod, so that they attract one another. Suppose that in frame S the rod is at rest, and oriented at angle (J to the horizontal axis. 
The forces exerted by each particle on the other are equal and opposite, directed along the line between them and of size f 
(fig. (a)). Now consider the situation in a reference frame S' moving horizontally with speed v. The rod is Lorentz-contracted 
horizontally (the figure shows an example with 'Y = 2.294). The force transformation equations (4.6) state that in S' the force 
is the same in the horizonta l direction, but reduced in the vertical direction by a factor 'Y, as shown. Therefore the forces f' are 
not along the line between the particles in S' (fig. (b)). Is there a net torque on the system? This torque, if it existed, would 
alloW the detection of an absolute velocity, in contradiction of the Principle of Relativity. The answer (supplied by Lorentz 
(1904)) is given by figures (c) and (d), which indicate the complete set of forces acting on each particle, including the reaction 
from the surface of the rod. These are balanced, in any frame , so there is no torque. (There are also balanced stresses in the 
material of the rod (not shown), placing it in compl·ession.) In 1901 (i.e., before Special Relativity was properly understood) 
Fitzgerald noticed that the energy of the electromagnetic field in a capacitor carrying given charge would depend on its velocity 
and orientation (see exercise 16.10 of chapter 7), implying that there would be a torque tending to orient the plates normal to 
the velocity through the 'aether'. The torque was sought experimentally by Trouton and Noble in 1903, with a null result. The 
underlying physics is essentially the same as for the rod with charged ends, but the argument in terms of field energy is more 
involved, because there is a flow of energy and momentum in the field, discussed in chapter 16. 

A force which does not depend on the particle velocity in one reference 
frame transforms into one that does in another reference frame. This 
is the case, for example, for electromagnetic forces. It is a problem for 
Newton's law of gravitation, however, which we deduce is not correct. 

To determine the velocity-dependence of f' in terms of the velocity 
in the primed frame, i.e. u' , use the velocity transformation equation 
(2.27i) to write 

4.2 

1 2(' / 2) 
/ 

2 = 'v 1 + u . v c . 1- u·v c 

Motion under a pure force 

For a pure force we have dmo/dt = 0, and so eqn (2.74) is 

d d, 
f = dt (rmou) = ,moa + mo dt u , 

dK 
-=f·u. 
dt 

(4.8) 

(4.9) 

(4.10) 

We continue to use u for the velocity of the particle, so, = ,(u), and we 
rewrote eqn (4.4) in order to display all the main facts in one place, with 
K == E - moc2 the kinetic energy. The most important thing to notice 
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Fig. 4.2 Force and acceleration are 
usually not parallel. The diagram at 
left shows t he change in moment um 
from p to P f = P + ft when a constant 
force f acts for time t. The diagram at 
right shows what happens to the veloc­
ity. The initial velocity is parallel to 
the initial momentum p, and the final 
velocity is parallel to the final momen­
tum P f , but the proportionality con­
stant 'Y has changed, because the size 
of v changed. As a result, the change 
in the velocity vector is not parallel to 
the line of action of the force. Thus 
the acceleration is not parallel to f. 
(The figure shows at where a. is the 
mean acceleration during the time t; 
the acceleration is not constant in this 
example.) 

is that the relationship between force and kinetic energy is the familiar 
one, but acceleration is not parallel to the force, except in special cases 
such as constant speed (leading to d,/dt = 0) or f parallel to ll. Let us 
se wh;. 

Force i,' d · fiu d ru ' a quantity rclatillg primarily to momentum, not 
velocity. vVh 1l a for push "S on a particl > moving in ,'om · g n ra1 dh-e '-
i It theparti I'; 'dltty-b und toin rea ' it.'JUom ntumcompou ·llt ·, 

ea h in prop rti n 0 th rei van fore ·omponOll . For exampl Lh 
component. of rn01l1cn t Ul11 p . rp ndi ulnr t t.he for 'e P J. should. rIOt 
chango. upp s th ,~lerati 11 , a,ud h n Lh v ·locity change wCr 
parallel witl l the force. This w uld 111 · an Lha Lh' ami 011 ' nt of v 10 i y 
p rp ndicular to the force remains COllstant, H W' V r, in gcn ral the 
,'p d of th part icle docs hang , leading to a chang in 'Y 0 hi. 
would r ' ult in a hang in P -L whi h is n tallow d. We d dn e that 
when h partie! · spee l ' up it must redire t it v loci y so as to r clu ' 
the c mpOll nt p ·rp ueli ular to f and when the par i 1 slow down i 
ITlIlst r eli!' ct its v I 'ty so as a il1<:reas · th omponent perp ndi nle r 
to f . Fig. 4.2 giveJ an exampl . 

Til re are two int ·r ting way to write the d,/dt part. First, we have 
E = 'Yrno 2 so when mo is nstant we should recognise d,/dt as dE/dt 
up to constants; 

using eqn (4.4), so 

d, _ 1 dE _ f ' ll 
dt - moc2 ill - moc2 ' 

f'll 
f = ,moa+ -2 ll. 

C 

(4.11) 

(4.12) 

This is a convenient form with which to examine the components of f 
parallel and perpendicular to the velocity ll. For the parallel component 
one has f'll = fuu and thus 

The perpendicular component can then be found using 

f1.. = f - fuu = (,moa + fu ~: u) - fuu 

= ,moa - fllu;'2 = ,mo(a - allu) = ,mOa1.. ' 

To summarize, 

(4.13) 

These relationships are not special cases; they are true for any motion 
(unlike eqns (2.63), (2.62)). Since any force can be resolved into lon­
gitudinal and transverse components, eqn (4.13) provides one way to 
find the acceleration, which would be hard to do directly from eqn 
(4.9). Sometimes people like to use the terminology 'longitudinal mass' 
,3mo and 'transverse mass' ,mo. This can be useful, but we will not 



adopt it. The main point is that there is a greater inertial resistance to 
velocity changes (whether an increase or a decrease) along the direction 
of motion, compared to the inertial resistance to picking up a velocity 
component transverse to the current motion (and both exceed the inertia 
of the rest mass). 

One can also use eqn (2.56) in eqn (4.9), giving 

f = ,mo (a + ,.../ :~a u) = 'lmo ((1- u2 /c2 )a + :~a u) . (4.14) 

This allows one to obtain the longitudinal and transverse acceleration 
without an appeal to work and energy. 

The 'instantaneous rest frame' 

The notion of an 'instantaneous rest frame' has to be correctly 
understood in the case of a particle undergoing acceleration. It does 
not refer to an accelerating reference frame, but to a sequence of 
inertial reference frames. 

For a particle undergoing any type of motion, one can always talk 
about the 'rest frame' of the particle for any given event A on the 
particle's worldline. This is the inertial reference frame in which the 
velocity of the particle is zero at event A. Let us call this frame 
SA. This reference frame is moving inertially-at constant velocity­
whether or not the particle is. If the particle is accelerating at event 
A, then it is at rest in SA only momentarily. That does not mean 
SA is a non-inertial frame, it just means that immediately before and 
after A the frame SA is not the particle's rest frame. 

We can imagine a continuous set of inertial reference frames moving 
around in any region of space. Each has constant velocity. As a given 
particle accelerates through the space, its rest frame is now one mem­
ber of the set, now another. When we speak of 'the instantaneous rest 
frame' it means whichever inertial frame in the set is the rest frame 
at the event under consideration. One may then naturally extend this 
idea to a sequence of events, and then the phrase 'the instantaneous 
rest frame' refers to a sequence of inertial frames; it is purely and 
simply a shorthand phrase for 'the sequence of instantaneous rest 
frames'. 

4.2.1 Linear motion and rapidity 

For a particle undergoing straight-line motion, the rapidity is often a 
useful quantity to consider. This is because for this case there is a simple 
relationship between rapidity in one frame and another. 

Consider a particle accelerating along a line. That is, the velocity is 
aligned with the acceleration, and the acceleration is always in the same 
direction (but not necessarily of constant size). Let SA be the instan­
taneous rest frame at some event A (see box above). At A the particle 
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has zero velocity in the frame under consideration, and in the next small 
time interval dT it acquires a velocity dv = aodT, where ao is the proper 
acceleration and dT is the proper time, since both quantities are being 
evaluated in the rest frame. Hence the rapidity Po increases from zero to 
tanh- l (aodT/c) '::: aodT/c. Therefore 

dpo ao 
( 4.15) 

where the equation applies in frame SA for events in the vicinity of A. 
Now recall from the discussion in section 2.3.1 that, for velocity changes 
all in the same direction, rapidities add. It follows that the rapidity of 
the particle, as observed in any other frame S moving along the line 
of acceleration, is P = PA + Po, where PA is the rapidity of frame SA 
as observed in S. I insist again that SA is an inertial frame, not an 
accelerating one, so PA is constant. Hence 

dp dPA dpo dpo ao 
dT = dT + dT = dT =---; (4.16) 

where ao = ao (T) is in general a function of proper time. This equation 
applies for events in the vicinity of A, but now we can argue that it does 
not matter which event A was chosen. Therefore, for linear motion, the 
rate of change of rapidity with respect to proper time is equal to the 
proper acceleration divided by c. 

4.2.2 Hyperbolic motion: the 'relativistic rocket' 

Suppose that the engine of a rocket is programmed in such a way as 
to maintain a constant proper acceleration. This means that the rate of 
expulsion of rocket fuel should reduce in proportion to the remaining rest 
mass, so that the acceleration measured in the instantaneous rest frames 
stays constant. In an interstellar journey, a (not too large) constant 
proper acceleration might be desirable in order to offer the occupants 
of the rocket a constant 'artificial gravity'. For this reason, motion at 
constant proper acceleration is sometimes referred to as the case of a 
'relativistic rocket ' . 

If the proper acceleration is constant, then eqn (4.16) can be easily 
solved for p as a function of T: 

ao 
p = -T + const. 

C 
( 4.17) 

This gives the rapidity relative to a frame S of our chosing, as a function 
of proper time. If we choose the frame S to be that in which the rocket 
is at rest at proper time zero, then the constant of integration is zero 
and we have (using the definition of rapidity, eqn (2.37)) 

v = ctanhp = ctanh(aoT/c). (4.18) 

(We are reverting to v rather than u for the particle velocity.) This is 
the speed of the rocket, relative to the initial rest frame S, expressed as 
a function of proper time on board the rocket. 



We would also like to know the speed in frame S as a function of time 
t in that frame. To this end, recall, = coshp (eqn (2.38)) and use 

dt 
dT =,=cosh(aoTlc). (4.19) 

Integrating this gives 

t = (ciao) sinhp ( 4.20) 

where we settled the constant of integration by choosing t = 0 at T = O. 
This formula can be used to carry out an exact calculation of the relative 
aging of the twins in the twin paradox (see example below). 

We can now get vasa function of t by using 

h 
sinh p sinh p 

tan p = -- = ---~----,--
coshp (1 + sinh2 p)l/2' 

hence 

aot 
v(t) = (1 + a6t2/c2)l/2' (4.21) 

The motion at constant proper acceleration has the following intrigu­
ing property. According to either eqn (4.18) or (4.21), the velocity 
relative to frame S tends to a constant value (the speed of light) as 
time goes on. Therefore the acceleration relative to frame S falls to zero. 
The particle always finds itself to have the same constant acceleration 
in its own rest frame, yet its acceleration relative to any given inertial 
frame, such as the initial rest frame, dies away to zero as the particle 
speed approaches c. It is like the Alice and the Red Queen in Lewis 
Carroll's Through the looking glass, forever running to stand still. The 
particle accelerates and accelerates, and yet only approaches a constant 
velocity. 

For a further comment on constant proper acceleration, see the end 
of section 2.8. 

Next we investigate the distance travelled. We have 

dx dx dt . 
dT = dt dT = (ctanhp)coshp = csmh(aoT/c) 

using eqns (4.18) and (4.19), hence 

(x - b) = (c2 lao) coshp ( 4.22) 

where b is a constant of integration. Combining eqn (4.20) with (4.22) 
gives 

( 4.23) 

This is the equation of a hyperbola- see Fig. 4.3- and for this reason 
motion at constant proper acceleration is called 'hyperbolic motion'. It 
should be contrasted with the 'parabolic motion ' (in spacetime) that is 
obtained for classical motion at constant acceleration. It is also useful to 
notice that (x - b)2 - c2t2 is the invariant spacetime interval between 
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Fig. 4.3 Spacetime diagram showing 
the worldline of a particle undergoing 
constant proper acceleration. That is, 
if at any event A on the worldline one 
picks the inertial reference frame SA 
whose velocity matches that of the par­
ticle at A, then the acceleration of the 
particle at A, as observed in frame SA, 
bas a value ao, independent of A. The 
world line is a hyperbola on the dia­
gram; see eqn (4.23). The asymptotes 
are at the speed of light. The motion 
maintains a fixed spacetime interval 
from the event where the asymptotes 
cross (cf. Chapter 9). The tick-marks 
on the worldline indicate the elapse of 
proper time. This type of motion can 
be produced by a constant force acting 
parallel to the velocity. 
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Fig. 4.4 Twin paradox. The journey 
of the travelling twin can be formed 
from three pieces of hyperbolic motion. 

Table 4.1 A summary of results for straight-line motion at constant proper accel­
eration ao (,hyperbolic motion'). The hyperbolic angle () has been introduced for 
convenience. If the origin is chosen so that b = 0 then some further simplifications 
are obtained, such as x = "'(xo, v = c2t(x . Note that the Lorentz factor "'( increases 
linearly with distance covered. 

() = aOT/c, p=(} (4.24) 

t=(c/ao)sinh(}, x=b+(c2 /ao)cosh(} (4.25) 

v = c tanh (), "y = cosh () = ao(x - b)/c2 (4.26) 

T = c(}/ao, 3 
"y a = ao (4.27) 

the event (t = 0, x = b) and the location (t, x) of the particle at any 
instant. Thus the motion maintains a constant interval from a certain 
event situated off the worldline. This event is singled out by the initial 
conditions and the size of the acceleration. 

The various results we have calculated are summarized in table 4.1. 

Example Twin paradox. A space rocket travels away from Earth with 
constant proper acceleration a = 9.8 ms- 2 while 10 years pass on board 
the rocket. It then reverses its motor and slows for 10 proper years. 
When it comes to rest at a distant star, how far is it from Earth (in 
the rest frame of Earth)? If it then returns by the same method, how 
much time will have passed on Earth between initial departure and final 
return? 

Solution 
To do this calculation it is convenient to notice that in units of years 
and light-years, the acceleration 9.8 m/s2 (which is the typical acceler­
ation due to gravity on Earth) is almost 1 (in fact it is 1.0323 light­
years/year2 ). During the first 10 proper years, from eqn (4.22) we learn 
that the rocket travels cosh 10 ~ 11 000 light-years from Earth. During 
the next part of its journey the rocket moves just as if at had set out from 
the star and accelerated towards Earth, but with time reversed. Such a 
time reversal does not affect the distance travelled, therefore the distance 
is again 11 000 light-years, making a total of 22 000 light-years. From eqn 
(4.20) we learn that during the initial acceleration, sinh 10 ~ 11 000 years 
pass on Earth, so the total time on Earth between departure and final 
return is 44 000 years. 

This example shows how to estimate the range of interstellar voyages 
at given acceleration. It also illustrates that explorers can thus 'travel 
into the future', but with no return ticket into the past. An important 
application of all the above formulae is to the design of linear particle 
accelerators, where a constant proper acceleration is a reasonable first 
approximation to what can be achieved. The situation of constant proper 
acceleration has many further fascinating properties and is discussed at 
length in chapter 9 as a prelude to General Relativity. 



4.2.3 4-vector treatment of hyperbolic motion 

If we make the most natural choice of origin, so that b = 0 in eqn (4.23), 
then the equations for x and t in terms of 0 combine to make the 4-vector 
displacement 

x = (ct, x) = xo(sinhO, coshO) ( 4.28) 

where Xo = c2 lao and we suppressed the y and z components which 
remain zero throughout. We then obtain 

dX dX dO 
U = dT = dO dT = c(coshO, sinhO) 

and 
. dU a~ 
U = -d = ao(sinhO, coshO) = 2"X, 

T C 

U cx: U 

(4.29) 

( 4.30) 

( 4.31) 

where the dot signifies d/dT. We shall now show that this relationship 
between 4-velocity and rate of change of 4-acceleration can be regarded 
as the defining characteristic of hyperbolic motion. 

Suppose we have motion that satisfies (4.31): i.e., 

A = a?U (4.32) 

where a is a constant. Consider A . A, and recall A· A = a~ (from eqn 
(2.58)). Differentiating with respect to T gives 

d 2' 2 
dT(ao)=2A.A=2(a U)·A=O 

where we used eqn (4.32) and then the general fact that 4-velocity is per­
pendicular to 4-acceleration (eqn (2.59)). It follows that ao is constant. 
Hence eqn (4.32) implies motion at constant proper acceleration. 

The constant a is related to the proper acceleration. To find out how, 
consider A . U = O. Differentiating with respect to T gives 

. 2 
A· U = -aD ( 4.33) 

(using eqn (2.58)). This is true for any motion, not just hyperbolic 
motion. Applying it to the case of hyperbolic motion, eqn (4.32), we 
find _a2c2 = -a~ hence a = aD Ie. 

Eqn (4.32) is a second-order differential equation for U, and it can be 
solved straightforwardly using exponential functions. Upon substituting 
in the boundary conditions U = (c,O) and U = (0, aD) at T = 0 one 
obtains a cosh function for UO and a sinh function for the spatial part, 
the same as we already found in the previous section. 

To do the whole calculation starting from the 4-vector equation of 
motion 

dU 
F =mo­

dT 
(4.34) 

(valid for a pure force) we need to know what F gives the motion under 
consideration. Clearly it must be, in component form, (rf· v I c, "(f) in 
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1 The matrix IF is introduced in eqn 
(4.36) merely to show how to write the 
equation of motion we need. In chapter 
7 we shall learn that IF is a contravari­
ant second-rank tensor, but you do not 
to worry about that for now. 

some reference frame, but we would prefer a 4-vector notation which 
does not rely on any particular choice of frame. The most useful way to 
write it turns out to be 

F = JFgUjc (4.35) 

where 9 is the metric and 

F~ ( 

0 fa 0 n - fa 0 0 
0 0 0 
0 0 0 

( 4.36) 

(for a force along the x direction)!, with constant fa. Substituting this 
into eqn (4.34) we obtain 

where the superscripts label the components of U. This pair of simulta­
neous first-order differential equations may be solved in the usual way, 
by differentiating the second and substituting into the first, to find 

··1 (fa)2 1 U = - U. 
maC 

This is one component of eqn (4.32), whose solution we discussed above. 

4.2.4 Motion under a constant force 

The phrase 'constant force' might have several meanings in a relativistic 
calculation. It could mean constant with respect to time in a given 
inertial frame or to proper time along a worldline, and it might refer 
to the 3-force or the 4-force. In this section we will study the case of 
motion of a particle subject to a 3-force whose size and direction is 
independent of time and position in a given reference frame. 

The reader might wonder why we are not treating a constant 4-force. 
The reason is that this would be a somewhat unrealistic scenario. If 
the 4-force is independent of proper time then all parts of the energy­
momentum 4-vector increase together, and this means the combination 
E2 - p2c2 must be changing, so we do not have a pure force. It is 
not impossible, but it represents a non-simple (and rather artificial) 
situation. If the 4-force on a particle is independent of reference frame 
time then its spatial part must be proportional to Ij,v where v is t he 
speed of the particle in the reference frame. Again, it is not impossible 
but it is rather unusual or artificial. 

The case of a 3-force f that is independent of position and time in a 
given reference frame, on the other hand, is quite common. It is obtained, 
for example, for a charged particle moving in a static uniform electric 
field. Its treatment is very simple for a particle starting from rest: 



dp = f 
dt 

p = Po + ft 

'ince f is constant. If Po = 0 then the motion is in a straight line with 
~ always parallel to f, and by solving the equation p = --ymov = It for v 
oue finds 

It 
v = -,===;;;====:;:;~=;==;c 

Jm~ + j2t2 /c2 
(4.37) 

This result is plotted in Fig. 4.5. 

Example An electron is accelerated from rest by a static uniform 
electric field of strength 1000 V 1m. How long does it take (in the initial 
rest frame) for the electron's speed to reach 0.99c? 

Solution 
The equation f = qE for the force due to an electric field is valid at 
all speeds. Therefore we have I = 1.6 X 10- 16 N and the time is t = 

,movl I ~ 12/-ls. 

In section 4.1.1 (the transformation equations for force) we saw that 
in this case (f parallel to v) the force is the same in all reference frames 
moving in the same direction as the particle. That is, if we were to eval­
uate the force in other reference frames moving parallel to the particle 
velocity, then we would find the same force. In particular, we might take 
an interest in the reference frame in which the particle is momentarily at 
rest at some given time-the 'instantaneous rest frame'. We would find 
that the force on the particle in this new reference frame is the same 
as in the first one, and therefore at the moment when the particle is at 
rest in the new reference frame, it has the very same acceleration that it 
had in the original rest frame when it started out! Such a particle always 
finds itself to have the same acceleration in its own rest frame , so we have 
an example of motion at constant proper acceleration- the 'hyperbolic 
motion' already treated in section 4.2.2. A particle momentarily at rest 
has --y = 1 so, using eqn (4.9), the relationship between the force and the 
proper acceleration is simply 

1= moao· (4.38) 

By substituting this into eqn (4.37) one finds that that equation is 
identical to eqn (4.21). All the properties of the motion follow as before, 
summarized in table 4.1. 

When the initial velocity is not along the line of the constant force, 
the proper acceleration is not constant (exercise 4.7). 

4.2.5 Circular motion 

Another very simple case is obtained when d--y/dt = 0, i.e. motion at 
constant speed. From eqn (4.11) this happens when the force remains 
perpendicular to the velocity. An example is the force on a charged 
particle moving in a magnetic field: then 
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Fig. 4.5 Speed (full curve) and Lor­
entz factor (dashed curve) as a function 
of time for straight-line motion under 
a constant force . The product of these 
two curves is a straight line. 
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2 For helical motion, see exercise 4.6. 

f = qv 1\ B = ')'moa. ( 4.39) 

The solution of the equation of motion proceeds exactly as in the classical 
(low velocity) case, except that a constant factor')' appears wherever 
the rest mass appears. For an initial velocity perpendicular to B the 
resulting motion is circular2 . The particle moves at speed v around a 
circle of radius 

')'mov p 
r=--=-

qB qB· 
( 4.40) 

In particle physics experiments, a standard diagnostic tool is to record 
the track of a particle in a uniform magnetic field of known strength. 
This equation shows that if the charge q is also known, then the particle's 
momentum can be deduced directly from the radius of the track. The 
equation is also crucial for the design of ring-shaped particle accelerators 
using magnetic confinement. It shows that to maintain a given ring 
radius r, the strength of the magnetic field has to increase in proportion 
to the particle's momentum, not its speed. In modern accelerators the 
particles move at close to the speed of light anyway, so v is essentially 
fixed at ~ c, but this does not free us from the need to build ever more 
powerful magnetic field coils if we want to confine particles of higher 
energy. 

The period and angular frequency of the motion are 

T = 2nr = 2n ')'mo 
v qB ' 

qB 
W=--. 

')'mo 
(4.41 ) 

The classical result that the period is independent of the radius and 
speed is lost. This makes the task of synchronizing applied electric field 
pulses with the motion ofthe particle (in order to accelerate the particle) 
more technically demanding. It required historically the development of 
the 'synchrotron' from the 'cyclotron'. 

Combined electric and magnetic fields will be considered in chapter 13. 

4.2.6 Motion under a central force 

The case of a central force is that in which the force experienced by a 
particle is always directed towards or away from one point in space (in 
a given inertial frame). This is an important basic case, partly because 
in the low-speed limit it arises in the '2-body problem', where a pair of 
particles interact by a force directed along the line between them. In that 
case the equations can be simplified by separating them into one equation 
for the relative motion, and another for the motion of the centre of mass 
of the system. This simplification is possible because one can adopt the 
approximation that the field transmits cause and effect instantaneously 
between the particles, with the result that the force on one particle is 
always equal and opposite to the force on the other. In the case of high 
speeds this cannot be assumed. If two particles interact at a distance 
it must be because they both interact locally with a third party~for 
example, the electromagnetic field~and the dynamics of the field cannot 



be ignored. We shall look into this mor fully ill hapt r 13. The main 
conclusion for our present discussion is that h 2-body' problem is 
'ea11y a '2-body plus field' problem and has no simple solution, 

1 Nevertheless, the idea of a central force remaius important and can 
be a good model when one particle interacts with a very much heavier 
article and energy loss by radiation is small- for example, a planet 

~rbiting the Sun. Then the acceleration of the heavy particle can be 
neglected, and in the rest frame of the heavy particle the other particle 
experiences, to good approximation, a central force . This can also be 
used to find out approximately how an electron orbiting an atomic 
nucleus would move if it did not emit electromagnetic waves. 

Consider, then, a particle of rest mass3 m and position vector r subject 
to a force 

f = j(r)f. 

Introduce the 3-angular momentum 

L == r 1\ p. 

By differentiating with respect to time one finds 

L = r 1\ p + r 1\ p = r 1\ f, 

( 4.42) 

( 4.43) 

( 4.44) 

(since p is parallel to rand p = f) which is true for motion under any 
force (and is just like the classical result). For the case of a central force 
one has conservation of angular-momentum: 

dL =0 
dt 

==} L = const. (4.45) 

It follows from this that the motion remains in a plane (the one contain­
ing the vectors rand p), since if r were ever directed out of that plane 
then L would necessarily point in a new direction. Adopting plane polar 
coordinates {r, ¢} in this plane we have 

p = ,mv = ,m(r, r¢) = (Pn ,mr¢). (4.46) 

Therefore 

( 4.47) 

(the angular momentum vector being directed normal to the plane). 
Using dt/dT =" it is useful to convert this to the form 

d¢ £ 
dT = mr2 ' 

(4.48) 

Note also that p2 = P; + £2 /r2, which is like the classical result. 
Let E be the energy of the particle, in the sense of its rest energy plus 

kinetic energy, then using E2 - p2c2 = m 2c4 we obtain 

2 E2 £2 2 2 
P = ----mc r c2 r2 . (4.49) 
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3 In this section we drop the subscript 
zero on mj it always means rest mass. 
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To make further progress it is useful to introduce the concept of 
potential energy V. This is defined by 

V (r) := -lr f . dr' . 
r o 

( 4.50) 

Such a definition is useful when the integral around any closed path is 
zero so that V is single-valued. When this happens the force is said to be 
conservative. Using eqn (4.10) (valid for a pure force) we then find that 
during any small displacement dr the kinetic energy lost by the particle 
is equal to the change in V: 

dI< (f· u )dt f· dr -dV. (4.51) 

It follows that the quantity 

[:=E+V ( 4.52) 

is a constant of the motion. In classical mechanics V is often called 'the 
potential energy of the particle', and then [ is called 'the total energy 
of the particle' . However, strictly speaking V is not a property of the 
particle: it makes no contribution whatsoever to the energy possessed by 
the particle, which remains E = ,mc2

. V is just a mathematical device 
introduced in order to identify a constant of the motion. Physically 
it could be regarded as the energy owned not by the particle but by 
the other system (such as an electric field) with which the particle is 
interacting. 

We can write eqn (4.52) in two useful ways: 

and 

,mc2 + V = const 

L 2 c2 

p;c2 + -2- + m 2c4 = ([ - V)2 
r 

(4.53) 

( 4.54) 

(using eqn (4.49)). Since for a given force , V is a known function of r, 
the first equation enables the Lorentz factor for the total speed to be 
obtained at any given r for given initial conditions. Using the angular 
momentum (also fixed by initial conditions) one can then also find ¢ and 
hence r. 

Eqn (4.54) is a differential equation for r as a function of time (since 
Pr = ,mr). It is easiest to seek a solution as a function of proper time 
T, since 

so we have 

dr dr dt . Pr - = -- =r,=­
dT dt dT m 

( 4.55) 



( 4.56) 

IT ( ) _ V(r)(2t' - V(r)) L2 
Vefl' r = 2 2 + -2 2 . me mr 

(4.57) 

Eqn (4.55) has precisely the same form as an equation for classical 
Illation in one dimension in a potential Veff(r). Therefore we can imme­
diately deduce the main qualitative features of the motion. 

Inverse-square-law force 

Consider, for example, an inverse-square-Iaw force, such as that arising 
from Coulomb attraction between opposite charges. Writing f = -ai'lr2 
and therefore V = -air, we have 

Veff = _1_ (L
2
e
2 

- a
2 

_ 2at') . 
2mc2 r2 r 

( 4.58) 

The second term gives an attractive 1/r potential well that dominates 
at large r. If the first term is non-zero then it dominates at small rand 
gives either a barrier or an attractive well, depending on the sign. Thus 
there are two cases to consider: 

where 
a 

L c = - . 
c 

(4.59) 

(i) For large angular momentum, the 'centrifugal barrier' is sufficient to 
prevent the particle approaching the origin, just as in the classical case. 
There are two types of motion: unbound motion (or 'scattering') when 
t > 0, and bound motion when t < 0, in which case r is constrained to 
stay in between turning points at Veff (r) = t. 

(ii) For small angular momentum, something qualitatively different 
from the classical behaviour occurs: when L :::; Lc the motion has no 
inner turning point and the particle is 'sucked in' to the origin. The 
motion conserves L and therefore is a spiral in which I --+ 00 as r --+ O. 
In this limit the approximation that the particle or system providing 
the central force does not itself accelerate is liable to break down; the 
main point is that a Coulomb-law scattering centre can result in a 
close spiralling collision even when the incident particle has non-zero 
angular momentum. In Newtonian physics this type of behaviour would 
require an attractive force with a stronger dependence on distance. For 
a scattering process in which the incident particle has momentum Pi at 
infinity, and impact parameter b, the angular momentum is L = bPi' All 
particles with impact parameter below bc = Lclpi will suffer a spiralling 
close collision. The collision cross-section for this process is 

1fa2 1fa2 

1fb2 = - - = ---.,.--~ 
c c2pf E2 _ m2c4 . 

This is very small in practice. For example, for an electron moving in 
the Coulomb potential of a proton, bc c:: 1.4 X 10-12 m when the incident 
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Fig. 4.6 Example orbit of a fast­
moving particle in a 1/r potential. Only 
part of the orbit is shown; its continu­
ation follows the same pattern. 

kinetic energy is 1 eV. Using the Newtonian formula for gravity to 
approximate conditions in the solar system, one obtains be ~ G M /ve, 
where M ~ 2 X 1030 kg is the solar mass and v « e is the speed of an 
object such as a comet. be exceeds the radius ofthe Sun when the incident 
velocity (far from the Sun) is below 640 m/s. 

In the case L > Lc and t < 0, where there are stable bound orbits, 
a further difference from the classical motion arises. The classical l/r 
potential leads to elliptical orbits, in which the orbit closes on itself after 
a single turn. This requires that the distance from the origin oscillates 
in step with the movement around the origin, so that after r completes 
one cycle between its tmning points, ¢ has increased by 27r. There is 
no reason why this synchrony should be maintained when the equation 
of motion changes, and in fact it is not. The orbit has the form of a 
rosette; see Fig. 4.6. In order to deduce this, we can turn eqn (4.55) into 
an equation for the orbit, as follows. First differentiate with respect to 
T, to obtain 

( 4.60) 

where we cancelled a factor of dr/dT which is valid except at the 
stationary points. Apply this to the case of an inverse-square-Iaw force, 
for which the effective potential is given in eqn (4.58): 

d2r L2 - a 2/e2 a£ 
dT2 m 2r3 m 2e2r2 . (4.61) 

Although this equation can be tackled by direct integration, the best way 
to find the orbit is to make two changes of variable. Using eqn (4.48), 
derivatives with respect to T can be expressed in terms of derivatives with 
respect to ¢. Then one changes variable from r to u = l/r, obtaining 

d
2
r = _ (L) 2 u2 d

2
u 

dT2 m d¢2 

and therefore eqn (4.61) becomes 

~:~ = - ( 1 - L~:2) u + L~~2' 

( 4.62) 

(4.63) 

This is the equation for simple harmonic motion. Hence the orbit is given 
by 

1 1 
r(¢) = ~ = Acos(w(¢ - ¢o)) + a£/(Ve2 _ ( 2) (4.64) 

where A and ¢o are constants of integration, and 

( 4.65) 

The radial motion completes one period when ¢ increases by 27r /w. A 
Newtonian calculation gives w = 1, which means that the orbit closes 



(forming an ellipse). Note that the departure from the Newtonian predic­
tion is largest at small L , not large L. For the relativistic case far from the 
critical angular momentum: i.e., L » oJ c, one has W ~ 1 - a 2 /2L2c2

. 

Therefore, when r returns to its minimum value (so-called perihelion in 
the case of planets orbiting the Sun) ¢ has increased by 27r plus an extra 
bit equal to 

(4.66) 

The location of the innermost point of the orbit shifts around (or 
'precesses') by this amount per orbit. For the case of an electron orbiting 
a proton, the combination a/ Lc is equal to the fine structure constant 
when L = Ii, and this motion was used by Sommerfeld to construct a 
semi-classical theory for the observed fine structure of hydrogen (sub­
sequently replaced by the correct quantum treatment). For the case of 
gravitational attraction to a spherical mass, the result (4.66) is about 
six times smaller than the precession predicted by General Relativity. 

4.2.7 (An)harmonic motion* 

Another important basic problem in mechanics is motion in a quadratic 
potential well. In classical mechanics this gives simple harmonic motion: 
i.e., sinusoidal oscillation with a period independent of the amplitude. 

The relativistic problem is more complicated because we have the 
non-linear equation of motion 

(4.67) 

where k is the 'spring constant'. 
We can get some immediate insight by using energy methods We 

introduce potential energy once again, by eqn (4.50), and the motion 
is conservative: the 'total energy' £ == moc2 + K + V is a constant of 
the motion, with 

(4.68) 

where Wo = Vk/mo is the angular frequency of oscillations in the clas­
sical (low-velocity) limit. This gives 

£ = 'Ymoc2 + kx2 /2. (4.69) 

This immediately tells us 'Y as a function of x: 

W
2

X
2 

'Y = 'Yo - _0_ 
2c2 

(4.70) 

where 'Yo = £/(moc2 ) is another way of expressing the conserved total 
energy. Thus 'Y as a function of x forms an inverted parabola. The 
maximum excursion is when the speed falls to zero: i.e., 'Y = 1. Putting 
this into eqn (4.70) gives the amplitude of the motion: 
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Fig. 4.7 The effective potential Veff 

(eqn (4.74)) for the example case ')'0 = 
4, in units such that mow5 = 1 and 
wolc = 1. The dashed lines show the 
positions of maximum excursion of the 
particle, eqn (4.71). The turning points 
in Veff are at x = ±(clwo)~, which 
is furth er from the origin than Xmax, so 
the motion never goes over the hump 
and escapes. However, when ')'0 is large 
(ultra-relativistic case) the motion gets 
close to the turning points and there­
fore a large proportion of the proper 
time is spent there. This makes sense, 
since this is where the particle is mov­
ing slowly. 

4 W. Moreau, R. Easther, and R. 
Neutze, Am. J . Phys. 62 ,531 (1994). 

Exercises 

Xmax = ~ J2( 'YO - 1). 
Wo 

(4.71) 

In the low-velocity limit, of course, all the usual classical results are 
obtained. In the extreme high-velocity limit, 'Yo » 1, the amplitude is 
large and the particle spends most of the time (in the lab frame) trav­
elling at v ~ c, apart from short turn-around periods at the maximum 
excursion. Therefore, in this limit one quarter-period of the oscillatory 
motion is approximately xmax/c, so the period is T ~ 4v"FiO/wo. 

To obtain more information it is more convenient to find x as a 
function of proper time rather than coordinate time. That is, we express 
eqn (4.67) as 

k 
dp dT mo d2 x 

- X=--=---
dT dt 'Y dT2 

(4.72) 

where we used p = modx/dT and the familiar (I hope) dt/dT = "f. Sub­
stituting expression (4.70) for 'Y in terms of x, we can convert this into 
a differential equation for X(T): 

(4.73) 

This is like an equation for classical motion in an effective potential well: 

1 2 2 mOW6 4 
v"ff = 2''Yomowox - ~X . (4.74) 

Thus the relativistic motion as a function of proper time looks like 
classical motion in an anharmonic well formed by a combination of 
quadratic and quartic terms. Fig. 4.7 shows the shape of the effective 
potential well for an example case, with some general remarks in the 
caption. 

The differential equation has an analytic solution in terms of elliptic 
integrals.4 To convert from proper time back to coordinate time tone 
uses eqn (4.70) again, now writing the left-hand side as dt/dT and 
regarding it as a differential equation for t as a function of T (using 
the solution of eqn (4.73) for X(T) on the right-hand side). 

(4.1) Show that f = moa in the instantaneous rest 
frame. 

v of the reference frames is constant, and use or 
derive the expression (2.12ii) for dt/dt'.) 

(4.2) Does Special Relativity place any botmds on the 
possible sizes of forces or accelerations? 

(4.3) Obtain the transformation equations for 3-force, 
by starting from the Lorentz transformation of 
energy-momentum, and then differentiating with 
respect to t'. (Hint: argue that the relative velocity 

(4.4) In the twin paradox, the travelling twin leaves 
Earth on board a spaceship undergoing motion 
at constant proper acceleration of 9.8 m/s2. After 
5 years of proper time for the spaceship, the 
direction of the rockets are reversed so that the 
spaceship accelerates towards Earth for 10 proper 



years. The rockets are then reversed again to allow 
the spaceship to slow and come to rest on Earth 
after a further 5 years of spaceship proper time. 
How much does the travelling twin age? How 
much does the stay-at-home twin age? 

(4.5) A particle moves hyperbolically with proper accel­
eration ao, starting from rest at t = O. At t = 0 a 
photon is emitted towards the particle from a dis­
tance c2 lao behind it . Prove that the photon never 
catches up with the particle, and furthermore, in 
the instantaneous rest frames of the particle, the 
distance to the photon is always c2 lao. 

(4.6) Show that the motion of a particle in a uniform 
magnetic field is in general helical, with the period 
for a cycle independent of the initial direction of 
the velocity. (Hint: what can you learn from f . v?) 

(4.7) Constant force. Consider motion under a con­
stant force, for a non-zero initial velocity in an 
arbitrary direction, as follows. 

(i) Write down the solution for P as a function 
of time, taking as initial condition p(O) = po. 

(ii) Show that the Lorentz factor as a function 
of time is given by "(2 = 1 + cl, where a = 

(po + ft)lmc. 
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(iii) You can now write down the solution for v as 
a function of time. Do so. 

(iv) Now restrict attention to the case where Po 
is perpendicular to f. Taking the x-direction 
along f and the y-direction along Po, show 
that the trajectory is given by 

c ( 2 2 2 2 2)1 / 2 
X = 7 m c + Po + I t + const (4.75) 

y = c~o log (It + Jm2c2 + P5 + J2t2) 

+ const ( 4.76) 

(v) Explain (without carrying out the calcula­
tion) how the general case can then be treated 
by a suitable Lorentz transformation. 

Note that the calculation as a function of proper 
time is best accomplished another way; see 
chapter 13. 

(4.8) For motion under a pure (rest mass preserving) 
inverse square law force f = -ar Ir3

, where a is 
a constant, derive the energy equation "(mc2 

-

air = constant. 
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The conservation 
of energy-momentum 

So far we have discussed energy and momentum by introducing the 
definitions (2.68) without explaining where they come from. Historically, 
in 1905 Einstein first approached the subject of force and acceleration by 
finding the equation of motion of a charged particle subject to electric 
and magnetic fields, assuming the charge remained constant and the 
Maxwell and Lorentz force equations were valid, and that Newton's 
second law applied in the particl s l' t, u·ame. He could then use th 
theory he himself d velop d Lo und rstand what mus happ n in other 
frames and hen e deriv the quation of mo ion for a gen ral v locity 
of th particle. ubsequen ly Plan k point.ed out. t.hat t.h l' ult cou.ld 
b mad mor t.ransI ar nt if one under tood tb 3-momentum t b 
given by ')"TnaV. A significant further development took place in 1909 
when Lewis and Tolman showed that this definition was consistent with 
momentum conservation in all reference frames. Nowadays, we can side­
step these arguments by proceeding straight to the main result using 
4-vector methods. However, when learning the subject the Lewis and 
Tolman argument remains a useful way in, so we shall present it first. 

5.1 Elastic collision, following Lewis 
and Tolman 

The concept of conservation of momentum brings a great deal of insight 
in Newtonian physics, so it is natural to ask what role it plays, if any, 
once we accept that space and time are non-Galilean. Is momentum 
conservation still valid in Special Relativity? The question must be asked 
because the quantity maV (the product of rest mass and velocity) is not 
conserved-its sum over the members of an isolated set of interacting 
particles can change when t he particles interact . However, we can seek an 
alternative conserved property as follows . We propose that there might 
exist a vector property involving rest mass and velocity that is conserved , 
and then we use the Principle of Relativity and the Light Speed Postulate 
to find out as much as we can about such a property (without making 
any other assumptions). It turns out that thi j sum·j nt to :pecUy t.h 
property uniquely! In other words, if there is a cons rved quantity then 
it has to be of a specific type. It will then require exp riment.s to ch 'k 
whether the conservation actually holds. 
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This idea can be stated more precisely as follows. For a particle of rest 
J1lass ma and velocity v, define the property 

P == maa(v)v, (5.1) 

where a(v) is some function of speed to be determined. Propose that 
the function a( v) is universal-the same for all particles and physical 
conditions-and propose that L:i Pi is a conserved quantity when the 
sum is taken over the parts i of an isolated system. We can choose any 
name we like for our newly invented quantity P, and we choose to call it 
'J1lomentum'. Next, we examine a physical process of our own choosing 
(it will be a collision) in one frame, and use the Lorentz transformation 
to deduce the velocities in another reference frame. We will thus learn 
what momentum conservation in one frame implies about the motion 
in another. By requiring conservation in the second frame also, we shall 
have two sets of equations for a single process. These equations can be 
used to determine the function a (or to discover that there is no possible 
solution). 

The type of process we shall examine is an elastic collision between 
two particles of the same rest mass. By 'elastic' we mean that there is 
no change of rest mass of either particle during the collision; we only 
need to argue that such collisions are possible. 

There always exists a frame F relative to which the initial velocities are 
equal and opposite, and we can always choose axes such that the x axis 
of F bisects the angle between the initial and final velocities, so that 
the collision looks like Fig. 5.1. This choice automatically guarantees 
the conservation of the x component of momentum during the collision, 
because this is unchanged for both particles. It remains to consider the 
y component. 

We will not need to examine the momenta in frame F any further. 
Instead we take an interest in two other frames: one moving to the left 
(along the negative x direction) and keeping pace with the first particle, 
the other moving to the right and keeping pace with the second particle; 
see Fig. 5.2. Let the relative speed of these two reference frames be v 
(this speed is related to the speeds of the particles in F, but we will 
not need to know what the relation is). In the first (left-going) reference 
frame the lower particle simply moves up and down at some speed u. 
It follows by symmetry that in the second reference frame the upper 

Fig. 5.1 A general collision of two 
identical particles initially moving 
towards one another with identical 
speeds. No matter what angles are 
involved, we can always choose a set 
of axes oriented as shown, relative to 
the trajectories, in order to simplify the 
analysis. 

fll~~/, 

/III v a v "'~~"' IV W 

Fig. 5 .2 The same collision as in Fig. 5.1, but viewed from two different reference frames-one moving left keeping pace with 
the lower particle, and one moving right keeping pace with the upper particle. The relative speed of these two frames is v. From 
the overall symmetry one can deduce that the vertical speed of the upper particle in frame 1 is the same as the vertical speed 
of the lower particle in frame 2, etc. w is a total speed; u' and v are its components in the horizontal and vertical directions. 
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particle must move down and up at that same speed u . Let the vertical 
component of the speed of the other particle be u' in each case (this also 
applies in both reference frames, by symmetry). This information has 
b en indicat d in Fig. 5.2. 

ow invok th pr po d definition of momentuDl qn (5.1). in h 
first refel"ence fram· tIp m 111 nLllm of til low · r particle is mo « U) 'LL 

v rti ally upwards b for Lh oUi i011 and moa(1L)1t downward aft r 
LIl o!lision, 0 it lU1derg cs an L baug of 2moo:(u)7L. 

Th · t.h · 1" particl h to al mom ntum rnoC\'(w) w = moo:(w) 
(v + Ul) befor th c Uisi n. Its horizontal and v l' i 'al 'ompon nt 
ar (mo -('w))v nd (rnoa(w))ul r ·pectively. Not · t.hat. a(w) aPi ear 
in both f til e formula · n t. a(v) or a(u'). After th llision Lhe 
horizontal component remains the same but the vertical component 
reverses. Therefore the net change is in the vertical direction and is 
equal to 2moa(w)u'. 

Now we assert conservation of momentum: 

2moo:(u)u = 2moo:(w)u' o:(u)u = o:(w)u'. (5.2) 

To find tb fun Liol1 LV w requir a further ind p . nden r lation 
betw en u, u' a.nd w. This can be obtained using ("l Lor ntz 1'ansfo1'­
mation to LIl oLh r ]' £ I' n frame. Fig. 5.2 mak. it 1 ar that u' is 
r lat d t u simply I y a hang , of fram . This is a tran 'ver v)o ity 
so, using eqn (2.27), 

, u 
U=-

'Yv 
(5.3) 

W write 'Y1) becau ther ar everal peed in play, and we need to b 
1 ar ,,,hich one w mean. fake sure you a.r · onvine d eha th relativ 
peed r tit · two referenc fram h' is v lIot 2v or any hing els . 
Wnw hav n ugh int rmation to d due the fun ti n in qn (5.2). 

Substituting eqn (5.3) in eqn (5.2), we have 

o:(w) == 'Yv o:(u) (5.4) 

wh re th o == symbol is 1.0 mphasize tha this is an identity: i. valid fol' 
all va!.ues of u and v. 'I1 oJv · for th unknown flH1etion a(u) on can 
us a power seri . xpau i n, baving fu·st. ob rv d from Fig. 5.2 tha 
w? = v2 + (u')2 and th r for u ing qn (5.3) 

(5.5) 

For u « c we must have o:(u) -> 1 in order to produce the classical 
momentum formula mu. From (5.5), w -> v as u -> 0 and then (5.4) 
becomes o:(v) = 'Yv. With this hint, we guess that the general solution, 
for all speeds, is 

? 1 
0: ( v) == 'Yv = -,=:==;<=;=::::;<: 

Jl - v2jc2 
(5.6) 
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Lorentz 
invariant conserved 

x .( 

x .( 

.( x 

.( .( 

x x 

If this is correct, then 

1 
a(w) - -r======;;~ 

- .)1- W 2 /C2 ' 
and 

1 
a(u) = . 

.)1- u2 /C2 

Substitution in eqn (5.4) confirms the guess: the equation is satisfied for 
all u, v. 

The conclusion is that if some function of particle velocity v is con­
served in simple elastic (= non-rest-mass-changing) collisions between 
particles of the same rest mass, then that function must be 'v v. 

We have shown that a conserved quantity related to rest mass and 
velocity must of necessity 1 have the form ,mov, but the argument 1 See exercise 5.2. 

has not addressed the question whether that is sufficient to satisfy the 
Principle of Relativity for all types of collision. By investigating further 
collisions, one can explore the more general question. One finds that the 
formula is sufficient to guarantee well-behaved (i.e. Lorentz covariant) 
physics in all collisions. We shall prove this more simply by using a 
4-vector approach in the next section. 

Energy conservation and mass-energy equivalence 

A further very interesting point emerges from a theoretical study of 
momentum conservation in collisions. We shall present this in the next 
section using 4-vectors, but it can also be deduced by applying the above 
type of reasoning to inelastic collisions. The argument is presented, for 
example, in The Wonderful World. One finds that, along with momen­
tum, there is another conserved quantity that comes along 'for free': i.e., 
without the need for any further assumptions. This further property is 
a scalar, it increases monotonically with the speed of a particle of given 
rest mass, and it can be converted between stored and motion-related 
forms. In other words it has all the attributes we normally associate 
with 'energy'. Therefore that is what we call it. The conservation of 
energy, and its connection to rest mass, is a necessary consequence 
of the requirement of momentum conservation combined with Lorentz 
invariance. 

This connection will be proved more generally in the next section. We 
have mentioned it here at the outset in order to make clear that it can 
also be found by careful reasoning using only simpler concepts such as 
3-vectors. 
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5.2 Energy-momentum conservation 
using 4-vectors 

The Lewis and Tolman argument has the merit of being unsophisticated 
for the simplest case, but it is not easy to generalize it to all collisions. 
The use of 4-vectors makes the general argument much more straight_ 

forward. 
By onsicLering 11 world lin of a pa.r iI, we showed in chapt t 

2.1 that various 4-v ·tor such a. pa t im p i iOll X -velocity 
U = ({XI dr and 4-momentulU P = mo U could be as' ciat ·'d wi '11 a single 
paL-ti ,1 · .1n or ler to introduce a on ervation law w 11 ·d denn fu 
of all wbat w lTIe~l.11 by Lll 4-momentl1ffi of a collect'ion of partie! · . Th 

definition is the obvious one: 

(5.7) 

That is we define the total 4-momentum of a collection of n particles 
to be the sum of the individual 4-momenta. Now we can state what we 
mean by the conservation of energy and momentum: 

Law of conservation of energy and momentum: the total energy­
momentum 4-vector of an isolated system is independent of time. In particular, 
it is not changed by internal interactions among the parts of the system. 

In order 1;0 apply tll in ight.· of p ial Relativity 0 dynami s w state 
thi.' ons 1'vation law a an axiom. Befor going further we InU t h ok 
that it. is 'onsistent with h th r axi ms. W ,hall find t.hat it is. Then 

11 an u e the conservation Jaw to make pr diction which mUS be 
ompared with experiment. Further il1sigil will b · pr vid din haptel' 

14 wh l' his ons 1'vation law is r \at d to invariance f the Lagrangian , 
under translations in time and space. 

Agreement with the Principle of Relativity 

First we tackle the first stage, which is to show that energy-momentum 
conservation, as defined above, is consistent with the main Postulates 
(the Principle of Relativity and the Light Speed Postulate). To show 
this we write down the conservation law in one reference fra:pe, and 
then use the Lorentz transformation to find out how the same situation 
is described in another reference frame. 

Let P
l

, P
2

, ... Pn be the 4-momenta of a set of particles, as observed 
in frame S. Then, by definition, the total 4-momentum is Ptot , given 
by eqn (5.7). By calling the result of this sum a '4-momentum' and 
giving it a symbol Ptot we are strongly implying that the sum total is 
itself a 4-vector. You might think that this is obvious, but in fact it 
requires further thought. After all, we have already noted that adding 
up 4-velocities does not turn out to be a sensible thing to do- so why is , 
4-momentum any different? When we carry out the mathematical sum, 
summing the 4-momentum of one particle and the 4-momentum of a 
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different particle, we are adding up things that are specified at different 
events in spacetime. When the terms in the sum can themselves change 
with time, we need to clarify at what moment each individual Pi term 
is to be taken. Therefore a more careful statement of the definition Ptot 
would read: 

where to is the instant in some frame S at which the total 4-momentum 
is being specified. 

Now, if we apply the definition to the same set of particles, but now 
at some instant t~ in a different reference frame S', we find the total 
4-momentum in S' is 

P~ot(t' = t~) == P~(t' = t~) + P;(t' = t~) + ... + P~(t' = t~). (5.9) 

The problem is that the 4-momenta being summed in eqn (5.8) are 
taken at a set of events simultaneous in S, while the 4-momenta being 
summed in eqn (5.9) are being summed at a set of events simultaneous in 
S'. Owing to the relativity of simultaneity, these are two different sets of 
events (see Fig. 5.3). Therefore the individual t erms are not necessarily 
Lorentz-transforms of each other: 

P~(t' = t~) =1= APi(t = to). (5.10) 

Therefore, when we take the Lorentz-transform of Ptot we will not 
obtain P~ot' unless there is a physical constraint on the particles that 
makes their 4-momenta behave in such a way that APtot does equal 
P~ot' Fortunately, the conservation law itself comes to the rescue, and 
provides precisely the constraint that is required! Proof: When forming 
the sum in one reference frame, one can always artificially choose a set of 
times t i that lie in a plane of simultaneity for the other reference frame. 
Compared with the sum at to, the terms will either stay the same (for 
particles that move freely between to and their ti) or they will change 
~for particles that collide or interact in any way between to and t i ), but 
If 4-momentum is conserved, such interactions do not change the total 
Ptot . Now the terms in one sum are Lorentz transforms of the terms in 
the other, hence so are the totals. QED. 

Fig. 5.3 A set of worldlines is shown 
on a spacetime diagram, with lines of 
simultaneity for two different reference 
frames. The energy-momenta at some 
instant in frame A are defined at a 
different set of events (shown dotted) 
from those obtaining at some instant in 
frame B (circled). Therefore each term 
in the sum defining the total energy­
momentum at some instant in A is 
not necessarily the Lorentz-transform 
of the corresponding term in the sum 
defining the total energy-momentum at 
some instant in B. Nevertheless, when 
the terms are added together, as long 
as 4-momentum conservation holds and 
the total system is isolated, the totals 
P tot and P~ot are Lorentz-transforms of 
each other (see text). 
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5.2 Energy-momentum conservation 
using 4-vectors 

The Lewis and Tolman argument has the merit of being unsophisticated 
for the simplest case, but it is not easy to generalize it to all collisions. 
The use of 4-vectors makes the general argument much more straight_ 

forward. 
By onsicLering 11 world lin of a pa.r iI, we showed in chapt t 

2.1 that various 4-v ·tor such a. pa t im p i iOll X -velocity 
U = ({XI dr and 4-momentulU P = mo U could be as' ciat ·'d wi '11 a single 
paL-ti ,1 · .1n or ler to introduce a on ervation law w 11 ·d denn fu 
of all wbat w lTIe~l.11 by Lll 4-momentl1ffi of a collect'ion of partie! · . Th 

definition is the obvious one: 

(5.7) 

That is we define the total 4-momentum of a collection of n particles 
to be the sum of the individual 4-momenta. Now we can state what we 
mean by the conservation of energy and momentum: 

Law of conservation of energy and momentum: the total energy­
momentum 4-vector of an isolated system is independent of time. In particular, 
it is not changed by internal interactions among the parts of the system. 

In order 1;0 apply tll in ight.· of p ial Relativity 0 dynami s w state 
thi.' ons 1'vation law a an axiom. Befor going further we InU t h ok 
that it. is 'onsistent with h th r axi ms. W ,hall find t.hat it is. Then 

11 an u e the conservation Jaw to make pr diction which mUS be 
ompared with experiment. Further il1sigil will b · pr vid din haptel' 

14 wh l' his ons 1'vation law is r \at d to invariance f the Lagrangian , 
under translations in time and space. 

Agreement with the Principle of Relativity 

First we tackle the first stage, which is to show that energy-momentum 
conservation, as defined above, is consistent with the main Postulates 
(the Principle of Relativity and the Light Speed Postulate). To show 
this we write down the conservation law in one reference fra:pe, and 
then use the Lorentz transformation to find out how the same situation 
is described in another reference frame. 

Let P
l

, P
2

, ... Pn be the 4-momenta of a set of particles, as observed 
in frame S. Then, by definition, the total 4-momentum is Ptot , given 
by eqn (5.7). By calling the result of this sum a '4-momentum' and 
giving it a symbol Ptot we are strongly implying that the sum total is 
itself a 4-vector. You might think that this is obvious, but in fact it 
requires further thought. After all, we have already noted that adding 
up 4-velocities does not turn out to be a sensible thing to do- so why is , 
4-momentum any different? When we carry out the mathematical sum, 
summing the 4-momentum of one particle and the 4-momentum of a 
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different particle, we are adding up things that are specified at different 
events in spacetime. When the terms in the sum can themselves change 
with time, we need to clarify at what moment each individual Pi term 
is to be taken. Therefore a more careful statement of the definition Ptot 
would read: 

where to is the instant in some frame S at which the total 4-momentum 
is being specified. 

Now, if we apply the definition to the same set of particles, but now 
at some instant t~ in a different reference frame S', we find the total 
4-momentum in S' is 

P~ot(t' = t~) == P~(t' = t~) + P;(t' = t~) + ... + P~(t' = t~). (5.9) 

The problem is that the 4-momenta being summed in eqn (5.8) are 
taken at a set of events simultaneous in S, while the 4-momenta being 
summed in eqn (5.9) are being summed at a set of events simultaneous in 
S'. Owing to the relativity of simultaneity, these are two different sets of 
events (see Fig. 5.3). Therefore the individual t erms are not necessarily 
Lorentz-transforms of each other: 

P~(t' = t~) =1= APi(t = to). (5.10) 

Therefore, when we take the Lorentz-transform of Ptot we will not 
obtain P~ot' unless there is a physical constraint on the particles that 
makes their 4-momenta behave in such a way that APtot does equal 
P~ot' Fortunately, the conservation law itself comes to the rescue, and 
provides precisely the constraint that is required! Proof: When forming 
the sum in one reference frame, one can always artificially choose a set of 
times t i that lie in a plane of simultaneity for the other reference frame. 
Compared with the sum at to, the terms will either stay the same (for 
particles that move freely between to and their ti) or they will change 
~for particles that collide or interact in any way between to and t i ), but 
If 4-momentum is conserved, such interactions do not change the total 
Ptot . Now the terms in one sum are Lorentz transforms of the terms in 
the other, hence so are the totals. QED. 

Fig. 5.3 A set of worldlines is shown 
on a spacetime diagram, with lines of 
simultaneity for two different reference 
frames. The energy-momenta at some 
instant in frame A are defined at a 
different set of events (shown dotted) 
from those obtaining at some instant in 
frame B (circled). Therefore each term 
in the sum defining the total energy­
momentum at some instant in A is 
not necessarily the Lorentz-transform 
of the corresponding term in the sum 
defining the total energy-momentum at 
some instant in B. Nevertheless, when 
the terms are added together, as long 
as 4-momentum conservation holds and 
the total system is isolated, the totals 
P tot and P~ot are Lorentz-transforms of 
each other (see text). 
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4-momentum proof. Let A and B be two reference frames. Make 
the following definitions (cf. Fig. 5.3): 

P A,A sum of 4-momenta evaluated in n'ame A at events 
simultaneous in A 

P A,B sum of 4-momenta evaluated in frame A at events 
simultaneous in B 

PB,B sum of 4-momenta evaluated in frame B at events 
simultaneous in B 

The events at which P A,A, P A,B are evaluated are shown dotted, 
circled, respectively in Fig. 5.3. By definition, P A,A is what is called 
'the total 4-momentum' in frame A, and PB,B is what is called 
'the total 4-momentum' in frame B. We would like to prove that 
PB,B = AP A,A' This is done in two steps. 

(Step 1): P A,B is a sum of terms. By applying the Lorentz transfor­
mation to each term in the sum one obtains 

PB,B APA,B' 

(Step 2): Because of conservation of 4-momentum, the evolution in 
frame A only redistributes 4-momentum within the set of particles, 
without changing the total, therefore 

PA,B PA,A' 

It follows that 

APA,A' QED. 

If the system of particles were not isolated, then its 4-momentum 
would not necessarily be conserved, and then we could not take 
step 2. Consequently, the sum of the 4-momenta of a non-isolated 
set of particles is not necessarily a 4-vector. 

For the sake of clarity, the argument is repeated in the box above. 
We originally introduced P in section 2.5.3 as a purely mathematical 

quantity: a 4-vector related to 4-velocity and rest mass. That did not 
in itself tell us that P is conserved. However, if the natural world is 
mathematically consistent and Special Relativity describes it, then only 
certain types of quantity can be universally conserved (Le., conserved in 
all reference frames). It makes sense to postulate a conservation law for 
something like ,mou (3-momentum) because this is part of a 4-vector. 
The formalism of Lorentz transformations and 4-vectors enables us to 
take three further steps: 

(1) If a 4-vector is conserved in one reference frame then it is conserved 
in all reference frames. 

(2) If one component of a 4-vector is conserved in all reference frames 
then the entire 4-vector is conserved. 
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(3) A sum of 4-vectors evaluated at spacelike separated events is itself 
a 4-vector if the sum is conserved. 

Proof. We already dealt with item (3). For item (1), argue as follows. 
The word 'conserved' means' on 'tant; in tim or ~h ,UlI berol' and 

[tel" any given process. For om 10" n t 6 r n fl'aJl1e l ' P l e th ·' 
~onserved quantity, with Pbefol'c signifying it valu · b for · ·om · PI' ~ s 
and Pafter· The conservation of P is then expressed by 

P befoTe = P afteT . (5.11) 

Now consider the situation in another reference frame. Since P is a 
4_vector, we know how it transforms: we shall find 

P~efore = APbefore , P~fteT = A P after· 

By applying a Lorentz transformation to both sides of eqn (5.11) we shall 
immediately find P~efoTe = P~fteT: i.e., the quantity is also conserved in 
the new reference frame, QED. This illustrates how 4-vectors 'work': by 
expressing a physical law in 4-vector form we automatically take care of 
the requirements of the Principle of Relativity. 

To prove item (2) above we make use of the following lemma: 

Zero component lemma: If one component of a 4-vector is zero in all 
reference frames, then the entire 4-vector is zero. 

Proof. Consider some 4-vector Q, pick a component such as the 
x-component, and suppose this component vanishes in all frames. If 
there is a frame in which the y or z component is non-zero, then we can 
rotate axes to make the x component non-zero, contrary to the claim 
that it is zero in all reference frames. Therefore the y and z components 
are zero also. If there is a reference frame in which the time-component 
QO is non-zero, then we can apply a Lorentz transformation to make Q1 
non-zero, contrary to the claim. Therefore QO is zero. A similar argument 
can be made starting from any of the components, which concludes the 
proof. 

The proof of item (2) in our list now follows immediately, by applying 
the zero-component lemma to the 4-vector Q == P after - P before. 

5.2.1 Mass-energy equivalence 

At first the zero component lemma might seem to be merely a piece 
of mathematics, but it is much more. It says that if we have con­
servation (in all reference frames) of a scalar quantity that is known 
to be one component of a 4-vector, then we have conservation of the 
Whole 4-vector. This enables us to reduce the number of assumptions 
We need to make: instead of postulating conservation of 4-momentum, 
for example, we could postulate conservation of one of its components, 
say the x-component of momentum, in all reference frames, and we 
would immediately deduce not only conservation of 3-momentum but 
conservation of energy as well. 
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In classical physics the conservation laws of energy and momentum 
were separate: they do not necessarily imply one another. In Relativity 
they do. The conservation of the 3-vector quantity (momentum) is no 
longer separate from the conservation of the scalar quantity (energy). 
The unity of spacetime is here exhibited as a unity of energy and 
momentum. It is not that they are the same, but they are two parts 
of one thing. 

Once we have found the formula relating the conserved 3-vector to 
velocity, i.e. p = rymv (the spatial part of mU), we do not have any choice 
about the formula for the conserved scalar, up to a constant factor, it 
must be E ex: rym (the temporal part of mU). Also, the constant factor 
must be c2 in order to give the known formula for kinetic energy in the 
low-velocity limit, and thus match the classical definition of what we call 
energy: 

Thus the important relation IE = mc2 ' follows from momentum con­
servation and the Main Postulates. This formula gives rise to a won­
derful new insight- perhaps the most profound prediction of Special 
Relativity-namely the equivalence of mass and energy. By this we mean 
two things. First, in any process, kinetic energy of the reactants can 
contribute to rest mass of the products, and conversely. For example, in 
a collision where two particles approach and then stick together, there 
is a reference frame where the product is at rest. In that frame, we shall 
find M c2 = z= ryimic2 and therefore M> z= mi, where M is the rest 
mass of the product and mi are the rest masses of the reactants. 

The physical meaning of this rest mass M is inertial. It is 'that which 
increases the momentum': i.e., the capacity of a body to make other 
things move when it hits them. It does not immediately follow that 
it is the same thing as gravitational mass. One of the foundational 
assumptions of General Relativity is that this inertial mass is indeed 
the same thing as gravitational mass, for a body at rest with no internal 
pressure. 

The second part of the meaning of 'equivalence of mass and energy' 
is that 'rest mass' and 'rest energy' are simply different words for the 
same thing (up to a multiplying constant: i.e., c2 ). This is a strict 
equivalence. It is not that they are 'like' one another (as is sometimes 
asserted of space and time, where the likeness is incomplete), but they 
are strictly the same- just different words used by humans for the same 
underlying physical reality. In an exothermic reaction such as nuclear 
fission, therefore, rather than saying 'mass is converted into energy' it is 
arguably more correct to say simply that energy is converted from one 
form to another. We have only ourselves to blame if we gave it a different 
name when it was located in the nucleus. The point can be emphasized by 
considering a more everyday example such as compression of an ordinary 
metal spring. When under compression, energy has been supplied to the 
spring, and we are taught to call it 'potential energy '. We may equally 



call it 'mass-energy': it results in an increase in the rest mass of the 
spring (by the tiny amount of 10-17 kg per joule). When we enjoy the 
warmth from a wooden log fire, we are receiving benefit from a process 
of 'conversion of mass to energy' just as surely as when we draw on 
the electrical power provided by a nuclear power station. The 'binding 
energy' between the oxygen atoms and carbon atoms is another name 
for a rest mass deficit: each molecule has a smaller rest mass than the 
sum of the rest masses of the separate atoms. The tiny difference Om is 
enough to liberate noticeable amounts of energy (c5mc2) in another form 
such as heat. 

5.3 Collisions 

We will now apply the conservation laws to a variety of collision-type 
processes, starting with the most simple and increasing in complexity as 
we proceed. We will make repeated use of the formula E2 - p2c2 = m 2c4 

which we can now recognise both as a statement about mass and energy, 
and also as a Lorentz invariant quantity associated with the energy­
momentum 4-vector. 

The quantities Ei,Pi, mi will usually refer to the energy, momentum 
and rest mass of the ith particle after the process. In particle physics 
experiments one typically gathers information on P and E (e.g., from 
curvature of particle tracks and from energy deposited in a detector, 
respectively), and some or all of the rest masses may be known. To 
extract a velocity one can use v = pc2 / E (eqn (2.69)). However, not 
all the information is always available, and typically momenta can 
be obtained more precisely than energies. Even if one has a set of 
measurements that in principle gives complete information, it is still very 
useful to establish relations (constraints) that the data ought to obey, 
because this will allow the overall precision to be improved, consistency 
checks to be made, and systematic error uncovered. Also, it is crucial to 
have good systematic ways of looking for patterns in the data, because 
usually the interesting events are hidden in a great morass or background 
of more frequent but mundane processes. 

1. Spontaneous emission, radioactive decay. 
An atom at rest emits a photon and recoils. For a given energy level 
difference in the atom, what is the frequency of the emitted photon? A 
radioactive nucleus emits a single particle of given rest mass. For a given 
change in rest mass of the nucleus, what is the energy of the particle? 

These are both examples of the same type of process. Before the 
process there is a single particle of rest mass M* and zero momentum. 
The asterisk serves as a reminder that this is an excited particle that 
can decay. Afterwards there are two particles of rest mass ml and m2. 
By conservation of momentum these move in opposite directions, so we 
only need to treat motion in one dimension. The conservation of energy 
and momentum gives 
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PI = P2· 

(5.12) 

(5.13) 

Th most important. hing 0 n ti is that., for given r · L ma's M ml 
m2 there i ~ a 'U,ni qnc olution for th · 11 rg\ s a.nd mom uta (i. . til siz · 
of the momenta' til dire ti us IllU be OPP . d but oth rwise they are 
un ol1strained) . Thi is be awe w hav four unkn W'IlS , E1 E2,Pl P2 , 
and D ur quatious- the al ov ttnd E1 - prc2 = m~c4 (or i = 1 2. 

TaJdng th . qual' of the momentum quaLion w · hav Ei - n1.~cl\ = 
Ei - m~("'. Aftl' .ubstitutillg for E2 ltsing ·qll (5.12) lu ' isasily 
solved for E 1 , giving 

(5.14) 

When th end t d particle i a photon ml = 0 :0 thi can b im­
plifieci. L · \' Eo = JYf 'c2 - m2 2 I e the gap betw eoth energy levels 
of th <l caying atom or nu I·us in its r -t fram . Then Iv! 2 - Tn~ = 
(NJ + m2)(M+ - m2) = (2M -.Eo/ 2)Eo/ 2 so 

E1 = (1 - 2~~C2 ) Eo· (5.15) 

The energy of the emitted photon is slightly smaller than the rest energy 
change of the atom. The difference E5/(2M*c2 ) is called the recoil 
energy. 

2. Absorption. 
A moving particle collides with a stationary particle of rest mass m2 and 
sticks to it or is absorbed. How does the change in rest mass relate to 
th o ,incid nt energy? 

Thi i ' lik spOnLan.eou elUi ion 'run backwards, excep that th 
final composit object of l' st ma. M· i left with a nOll-zero recoil 
momentum p in the laborat. ry frame of r fer nce. W adopt the notar­
tion incident (El PJ ) strikes st.ationary m2 pr clucing (E,p, NJ· ) ru1al 
product'. 

Energy-momentum conservation now gives 

(5.16) 

Using the same method of solution as for spontaneous emission, one 
finds in general 

M*2 -m2 _m2 
E = 1 2C2 

1
2

, 
m2 

and for the case of photon absorption 

El = (1 + Eo 2) Eo. 
2m2c 

(5.17) 

(5.18) 

Now the recoil energy has to be provided by the incoming photon. 
Note that if the atomic transition is narrow, then atoms at rest will 

not absorb photons of frequency tuned to match the internal resonance 



energy Eo· Or if there are two atoms of the same type at rest relative 
to one another, with one excited and one in the ground state, then if 
the excited atom decays, the photon emitted will not be at the right 
frequency to be absorbed by the other atom. 

An important phenomenon related to this is the possibility of sup­
pressing the recoil. If M* or m2 is large compared to Eo / c 2 then the recoil 
energy is negligible. This could in principle happen for a heavy atom or 
nucleus with closely spaced energy levels. However, a more interesting 
case is when the atom or nucleus is confined to a small region of space: 
for example, in a fabricated atom trap or as part of a solid material. 
When the region of confinement is small compared to the wavelength of 
the electromagnetic radiation, the momentum of the photon is taken up 
by the whole of the confining trap or solid. This is called the Mossbauer 
effect. The mass of the recoiling solid crystal can exceed that of an atom 
by a huge factor, so the recoil energy is essentially completely suppressed. 

3. In-flight decay. 
We already noted that absorption and emission are essentially the same 
process running in different directions, and therefore eqn (5.17) could 
be obtained from eqn (5.14) by a change of reference frame. To treat 
the general case of a particle moving with any speed decaying into two 
or more products, it is better to learn some more general techniques 
employing 4-vectors. 

Suppose a particle with 4-momentum P decays into various products. 
The conservation of 4-momentum reads 

(5.19) 

Therefore 

(5.20) 

Thus if all the products are detected and measured, one can deduce the 
rest mass M of the original particle. 

In the case of just two decay products (a so-called two-body decay) , a 
useful simplification is available. We have 

P = P1 + P2 . (5.21) 

Take the scalar product of each side with itself: 

P . P = p2 = pi + P~ + 2P1 . P2 (5.22) 

All these terms are Lorentz-invariant. By evaluating p2 in any convenient 
reference frame, one finds p2 = - M 2c2 , and similarly pi = -mic2 , P~ = 
-m~c2. Therefore 

(5.23) 

(cf. eqn (2.77)). This shows that to find M it is sufficient to measure 
the sizes of the momenta and the angle between them, if ml and m2 are 
known. 
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Table 5.1 Some particles and 
their rest energies to six signifi­
cant figures. 

e 0.510999 MeV 
p 938.272 MeV 
71'0 134.977 MeV 
71'± 139.570 MeV 
Z (91.1876 ± 0.0021) GeV 

m M ...... 
E, p 

beforg 
lIIler 

Fig. 5 .9 

The PI . P2 term in eqn (5.22) can also be interpreted using eqn (2.78), 
giving 

(5.24) 

where u is the relative speed of the decay products. 
Some further comments on the directions of the momenta are given 

in the discussion of elastic collisions below, in connection with Fig. 5.17 
which applies to any 2-body process. 

4. PaTticle formation and cenb- of mvmentttm frame 
A fast-moving pa.r 'i 1 f en rgy E rest mas m, strikes a stationary 
olle of Test, mas. /11. n or m r n w parti les are created. What are 
the u'rgy r quir ments? 

The most imp l'tal1 id a in Lhi' yp of collisi n is to consider th · 
ituation in the centre of momentum frame. This is tho inertial 

fram of reference in whi h tb total mom ·ntum is Z'I'O . The total 
11 rgy of tit y. em of partie! in this r £ r nc frame i. call d he 
entre of mom ntum ollision )1ergy ECM or som tim · (by a loos 

us · of language) th entre of mass energy. The quick ·st way t 
rucuJat ECM is t u > h L r ntz-invariant I E'J. - p2CZ' applied Lo th o 

totaJ en rgy-rnolTlel1tum of tll . y tern. In the laboratory fram · b fore 
the collision the total n rgy-mom ntUlTl " P = (Ejc+Mc p) wh r 
p i the momentum of th jncomillg par ide. 1n he i( Eram the 
total en rgy-mom nttull imply (ECM/C, 0). Til refor , by Lorentz 
invariance we have 

E6M = (E + Mc2
)2 - p 2c2 

= m 2c4 + M 2c4 + 2M c2 E. (5.25) 

If the intention is to create new particles by crunching existing ones 
together, then one needs to provide the incoming 'torpedo' particle with 
sufficient energy. In order to conserve momentum, the products of the 
collision must move in some way in the laboratory frame . This means 
that not all of the energy of the 'torpedo' can be devoted to providing 
rest mass for new particles. Some of it has to be used up furnishing 
the products with kinetic energy. The least kinetic energy in the eM 
frame is obviously obtained when all the products are motionless. This 
suggests that this is the optimal case: i.e., with the least kinetic energy 
in the laboratory frame also. To prove that this is so, apply eqn (5.25). 
This shows that the minimum E (hence the minimum laboratory frame 
energy) is attained at the minimum ECM (i.e., eM energy). ECM/C2 can 
never be less than the sum of the post-collision rest masses, but it can 
attain that minimum if the products do not move in the eM frame. 
Therefore the threshold energy is when 

(5.26) 



where mi are the rest masses of the collision products. Substituting this 
into eqn (5.25) we obtain the general result: 

Threshold energy 

(5.27) 

This gives the threshold energy in the laboratory frame for a particle m 
hitting a free stationary target M, such that collision products of total 
rest mass Li mi can be produced. 

Let us consider a few examples. Suppose we would like to create 
antiprotons by colliding a moving proton with a stationary proton. The 
process p + p ---+ P does not exist in nature because it does not satisfy 
conservation laws associated with particle number, but the process 
p + p ---+ P + p + p + 15 is possible. Applying eqn (5.27) we find that the 
energy of the incident proton must be 7lvI c2 : i.e., 3.5 times larger than 
the minimum needed to create a proton/anti-proton pair. 

In general, eqn (5.27) shows that there is an efficiency problem 
when the desired new particle is much heavier than the target particle. 
Suppose for example that we wanted to create Z bosons by smashing 
fast positrons into electrons at rest in the laboratory. Eqn (5.27) says 
the initial energy of the positrons must be approximately 90 000 times 
larger than the rest-energy of a Z boson! Almost all the precious energy, 
provided to the incident particle using expensive accelerators, is 'wasted' 
on kinetic energy of the products. In Rindler's memorable phrase, 'it 
is a little like trying to smash ping-pong balls floating in space with a 
hammer'. This is the reason why the highest-energy particle accelerators 
now adopt a different approach, where two beams of particles with 
equal and opposite momenta are collided in the laboratory. In such a 
case the laboratory frame is the CM frame, so all the energy of the 
incident particles can in principle be converted into rest mass energy 
of the products. Getting a pair of narrow intense beams to hit each 
other presents a great technical challenge, but formidable as the task 
is, it is preferable to attempting to produce a single beam of particles 
with energies thousands of times larger. This is the way the Z boson 
was experimentally discovered in the 'SPS' proton- antiproton collider 
at CERN, Geneva, in 1983, and subsequently produced in large numbers 
by that laboratory's large electron- positron collider ('LEP'). 

The process of creating particles through collisions is called formation. 
In practice the formed particle may be short-lived and never observed 
directly. The sequence of events may be, for example, a + b ---+ X ---+ 
a + b, or else X may be able to decay into other particles (in which case 
it is said to have more than one decay channel). The state consisting of X 
is a state of reasonably well-defined energy and momentum (broadened 
by the finite lifetime of the particle) . It shows up in experiments as a 
large enhancement in the scattering cross-section when a and b scatter 
off one another; see Fig. 5.10. Such a signature is called a resonance. 
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Fig. 5.10 Data from several experi­
ments operating at different energy 
regimes is here brought together, 
showing a resonance in the cross­
section for electron- positron scatter­
ing at a centre-of-momentum energy of 
91.1876 ± 0.0021 GeV. This resonance 
is interpreted as evidence that a par­
ticle with rest mass 91.1876 ± 0.0021 
GeV /c2 is formed in such collisions. 
The data is consistent with the Stan­
dard Model of the weak interaction; the 
particle is the Z boson, whose discovery 
and quantitative study was a major 
success for the Standard Model. (Fig­
ure from Physics Reports 427 (2006); 
the ALEPH, DELPHI, L3, OPAL and 
SLD Collaborations) 

Fig. 5.11 
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5. eM frame properties 
The velocity of the eM frame relative to the laboratory frame is 

v = PtotC2 / Etot (5.28) 

where P tot and Etot are the total 3-momenturn and energy in the 
laboratory frame. Proof: Without loss of g -n l'ality we can align the 
x axis of the laboratory frame with P tot. Applying h !.andard Lorentz 
transformation, we shall find that in another frame the momentum 
components are 

P~ot,x = 1'( -Etotv/c2 + Ptot,x), P~ot,y = P~ot,z = 0 

It follows that P~ot = 0 (i.e_, the new frame is the eM frame) as long as 
E totv/c2 = Ptot, which is eqn (5_28) . 

If an incoming particle of momentum P strikes a stationary particle of 
rest mass M, then the momentum of either particle in the eM frame is 

Mc2 
pi = _P_ (5.29) 

ECM 

Proof: Since the particle of rest mass M is stationary in the laboratory 
frame, it has speed v in the eM frame given by eqn (5_28)_ Hence its 
momentum is 

(5.30) 

6. 3-body decay_ If a particle Y decays into three products 1,2,3, then 
the conservation of 4--momentum reads 

P y = PI + P2 + P3 · 

To find out about one of the products, say 3, bring it to the left and 
square: 

(5.31) 



NoW adopt the eM frame, then Py has zero spatial part, so Py . P3 = 
_rrw E3, hence 

(m~ + m5 - mr - m~)c4 + 2P 1 . P2 C
2 

E3 = -'---'-------"'-------=--- .....::-:------ -
2myc2 

(m~ + m§ - my - m~)c4 - 2EIE2 + 2PI . P2c2 
= ~~-~-~~--~~~~~--~~~-

2my 2 
(5.32) 

There is now a range of values of E3 , depending on the value of PI . P2 . 

This is in contrast to the 2-body decay which gives a unique solution 
in the eM frame. Suppose not all the decay products are detected (for 
example because one of them is a neutrino), then a signature of 3-body 
decays compared to 2-body decays is the presence of a range of values of 
the energy of anyone of the products, for a given direction of emission. 
This was used to deduce the presence of a further particle (the anti­
neutrino) in radioactive ,B-decay, for example. 

Now recall eqn (2.78), which we repeat here for convenience: 

(5.33) 

where u is the relative speed of the particles. The maximum value 
of E3 is when PI . P2 reaches its highest (i.e., least negative) value, 
which occurs when 1 and 2 have no relative velocity, and then PI . P2 = 
-mi m2c2. This makes sense, because then the 1+2 system has the least 
internal energy. Hence the maximum possible value of E3 is 

(m~ + m5 - (ml + m2)2) c2 

E3 ,max = 2 
my 

(5.34) 

Further quantities are explored in exercise 5.14. 
2-stage 3-body decay. If a 3-body decay takes place in two stages: 

Y --7 1 + X followed by X --7 2 + 3 then the end result is the same, but 
the presence of the intermediate particle X constrains the energies, since 
now we have only 2-body processes with unique solutions. In many cases 
the average lifetime of X is so short that it is never directly observed, but 
as long as its rest mass is reasonably well-defined (subject to the energy­
time Heisenberg uncertainty limit) then its presence can be inferred. For 
example, in the final situation, particle 1 has a unique energy in the eM 
frame, and this shows up as a spike in the detected energy distribution. Fig. 5.12 

5.3.1 'Isolate and square' 

A method of algebraic manipulation that is often useful in collision 
problems may be called 'isolate and square' . The idea is useful when 
a rest mass is known but the energy and momentum are not. In order 
to simplify the equations, one wishes to focus on one unknown while 
discarding others. To this end, pick a 4-momentum term in the equation 
that you do not know and do not wish to know. Make this term the 
sUbject of the equation (i.e., 'isolate' it), then square both sides of the 
equation. The isolated term is thus converted into a squared rest mass. 
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Fig. 5.13 A generic elastic collision, 
in which the incoming 4-momenta are 
P, Q, the outgoing 4-momenta are pi, 
Q/ . The rest masses mi, m2 are 
unchanged. 

To illustrate the method, consider once again the simple case of 2-body 
decay. The conservation of energy-momentum reads 

where subscripts 1,2 label the products. We assume the rest masses are 
all known, and we would like to learn about particle number 1. In order 
to discard unknown information about particle 2, isolate P2 and square 
the equation: 

(P - PI )2 = P~ 

p2 _ 2P . PI + Pf = -m~c2 

2 2 2 2 M +"2 P· PI + m l = m 2 c 

This can now be solved for Pl. For example, in the rest frame of the 
decaying particle (which is the OM frame) we shall find P = (Me, 0) 
and PI = (Edc,pd so p. PI = -ElM and we find 

M2 2 2 
E 

+ml - m2 2 
1 = c 

2M 
(5.35) 

in agreement with eqn (5.14). For such a simple problem, the 'isolate 
and square' method is not especially advantageous, but for more sophis­
ticated problems it is very useful. 

5.4 Elastic collisions 

We term a collision elastic when the rest ma.<;ses of the colliding particles 
are all preserved. Such collisions form an important tool in particle 
physics for probing the structure of composite particles, and testing 
fundamental theories- for example, of the strong and weak interactions. 
They include particle formation processes of the form a + b -+ X -+ 
a + b, in which the formed particle X does not emerge but may be 
inferred from the presence of a resonance in the scattering cross-section. 
Even in the absence of a resonance, the experiment still tests whatever 
theoretical description exists for the scattering cross-section as a function 
of the 4-momenta. 

A generic 2-body elastic collision is shown in Fig. 5.13, in order to 
introduce notation. To conserve energy-momentum we have P + Q = 
pi + Q' . Squaring this gives p2 + Q2 + 2P . Q = pI2 + QI2 + 2P' . Q' . But 
by hypothesis, p2 = pI2 and Q2 = Q'2. It follows that 

p. Q = p'. Q' . (5.36) 

Using eqn (5.33) it is seen that this implies the relative speed of the 
particles is the same before and after the collision, just as occurs in 
classical mechanics. 

In the centre-of-momentum (OM) frame an elastic collision is so simple 
as to be almost trivial: the two particles approach one another along a 



line with equal and opposite momenta; after the collision they leave in 
opposite directions along another line, with the same relative speed and 
a,ga,in equal and opposite momenta. The result in some other frame is 
easily obtained by Lorentz transformation from this one. The velocity 
of the eM frame relative to the laboratory is given by eqn (5.28). 

5.4.1 B illiards 

Consider the case of identical particles ('relativistic billiards') ; see 
Fig. 5.14. We take an interest in the opening angle () = ()l + ()2 between 
the final velocities v, w after the collision, in the frame in which one of 
the colliding partners was initially at rest. This angle can be obtained 
from the dot product: 

v·W 
cos() = --. 

vw 

For this calculation, in contrast to all the collision problems we have 
considered up until now, we shall work in terms of velocity and Lorentz 
factor rather than energy and momentum. The conservation of energy 
and momentum yields (after cancelling common factors of m and c2 ) 

'Yu + 1 = 'Yv + 'Yw, 

'YuU = 'Yv V + 'Yw W 

Squaring the second equation, and employing eqn (2.10), we have 

'Y;u2 = b; - 1)c2 = 'Y;v 2 + 'Y;w 2 + 2'Yv'Ywv , w. 

Now substitute for 'Yu using the first equation (energy), and we find 

2'Yv'Ywv, W = bv + 'Yw - 1)2c2 
- c2 

- 'Y;v2 
- 'Y;w2 

Hence 

(
'Yv - 1) ('Yw - 1) 
'Yv + 1 'Yw + 1 . 

(5.37) 

A sma]] speeds we obtain cos () -+ 0, which is the classical prediction 
(products emerging at right angles). At high speed we obtain cos () > 0, 
so the op ·ning angle is reduced. The opening angle is less than 900 

b aus both parti les are 'thrown forward' compared to the classical 
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Fig. 5.14 An elastic collision between 
particles of equal rest mass. The 'lab 
frame ' S is taken to be that in which 
one of the particles is initially at rest. 
The eM moves at speed Uo relative to 
S, given by uo = 1Uu/C'Yu + 1). 
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Fig. 5.15 Compton scattering. 

case; see Fig. 2.3. Elastic collisions with opening angles below 900 

are frequently seen in particle accelerators and in cosmic-ray events ill 
photographic emulsion detectors. 

It is also useful to examine the result in terms of what went on in 
the CM frame. In that frame the initial and final speeds are all uo, 
where Uo is the speed of the CM frame relative to the laboratory frame, 
given by Uo = PtotC2 / E tot = ru u/ (ru + 1). Choose the x axis along the 
incident direction of one of the particles. If the final velocity in the 
eM frame of one particle is directed at some angle 80 to the x axis in 
the anticlockwise direction, then the other is at 80 - 7f: i.e., 7f - 80 in 
the clockwise direction. The post-collision angles 81 (anti-clockwise) and 
82 (clockwise) in the laboratory frame are related to 80 and 7f - 80 by 
the angle transformation equation for particle velocities (2.70), with 
the substitutions 8 ~ (80 or 7f - ( 0 ), 8' ~ (81 or ( 2 ), u ~ uo, v ~ -uo. 
Hence 

8 
sin 80 

tan 1 = , 
r(uo)(cos80 + 1) 

() sin 80 tan 2 = , 
r(uo)( -cos()o + 1) 

Using these expressions we find, for 80 i- 0, that the opening angle 81 + 
82 is given by 

tan(()l + (2) = (2 2
ru

)o. 8 . ruo - 1 sm 0 
(5.38) 

(The case 80 = 0 has to be treated separately, but it has an obvious 
answer.) In terms of the relative speed u we have r~o = ~ (ru + 1) by 
using the gamma relation (2.13). The relationship between 81 and 82 

can also be written: 

(5.39) 

5.4.2 Compton scattering 

Compt n scatt ring' is th S(:att dug of light off pru:ti 1 ,such t hat 
the r coil of t h particles results in a change of Way length of the 
ligh (Fig 5.15, 5. L6). When Arthur Compton (1 92- 1962) and others 
discov -r -d change in Lhe wavelength of X-rays and /-1'a:. s 'atter d 
by -'Ie ·trons, and . pecially hanges that d pended on s att ring augl , 
it wa ' v ry puzzling, b a use it is hard to see J ow a wave of giv>n 
frequency an au e any ciJIatiol at mother frequ ncy when i t 
driv s a fr e partici . ompLon's areful xp rim ntaL ob. rvations gave 
him sufficienLLy a ctu'at data to 1 nd fo 'U L hi ' attempt a model b 
ph nom non tb ' oretically. He hit upon a tunumgly simple answer by 
ombining t il quantum theory of light still in its infancy with Special 

Relativity. 
Let the initial and final properties of the photon be P = (E / c, p) and 

P' = (E' / c, p'), and let 0, 0' be the initial and final properties of the 
target, of rest mass m. Supposing that the initial conditions P and 0 
are given, we would like to know the final properties of the photon: i.e., 



p' . To get rid of Q', isolate it and square: 

p2 + p'2 + 2(P . Q - P . p' - Q . P') = 0 

P . p' = Q . (P - P') (5.40) 

where we used first Q2 = Q,2 and then p2 = p'2 = o. 
Assuming the target is initially at rest, we have Q = (me,O) so we 

have 

-EE' fe2 + p. p' = -m(E - E') 

~ EE' (1 - cos B) = me2 (E - E') 

111 
E' - E = me2 (1- cos B). (5.41) 

So far the calculation has concerned particles and their energies and 
momenta. If we now turn to quantum theory then we can relate the 
energy of a photon to its frequency, according to Planck's famous relation 
E = hv. Then eqn (5.41) becomes 

A' - A = ~(1- cos B). (5.42) 
me 

This is the Compton scattering formula. 
A wave model of Compton scattering is not completely impossible to 

formulate, but the particle model presented above is much simpler. In a 
wave model, the change of wavelength arises from a Doppler effect owing 
to the motion of the target electron. 

The quantity 

h 
AC::­

me 
(5.43) 

is called the Compton wavelength. For the electron its value is 
2.4263102175(33) x 10- 12 m. It is poorly named because, although it 
may be related to wavelengths of photons, it is best understood as 
the distance scale below which quantum field theory is required; both 
classical physics and non-relativistic quantum theory then break down. 
The non-relativistic Schrodinger equation for the hydrogen atom is 

1 2 1 i 8'1f; 
-2aoY' 'If; - -:;.'If; = ac 8t 

where ao is the Bohr radius and a is the fine structure constant . The 
Bohr radius can be written as 

AC 
ao = --. 

2na 

Schrodinger's equation tells us that for a bound state of an electron in 
hydrogen, ao is the typical distance scale and ac the typical speed. Since 
Q « 1 we find that v « e and ao » AC. Therefore relativistic quantum 
theory is not required to treat the structure of atoms, at least in first 
approximation: Schrodinger's equation will do. 
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wavelength 

Fig. 5.16 Example spectrum in 
a Compton scattering experiment. 
Observations at () 1= 0 typically show 
two peaks- one at the incident 
wavelength (indicated by a dashed 
line) and one at a longer wavelength. 
The first peak is due to scattering by 
tightly bound electrons and nuclei, and 
the second peak is due to scattering by 
weakly bound electrons which behave 
to good approximation as if they were 
free. 
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Elastic terminology. Compton scattering appears here under the head_ 
ing of 'elastic' processes because the rest masses do not change. However, 
the word 'elastic' can also be used to mean that the energies of the 
colliding parties are unchanged; Compton scattering is not elastic in 
that sense, except in the limit m -+ 00. 

Inverse Compton scattering 

Eqn (5.41) shows that a photon scattering off a stationary particle always 
loses energy. A photon scattering off a moving particle can either lose 
or gain energy; the latter case is sometimes called 'inverse Compton 
scattering'. It is of course just another name for Compton scattering 
viewed from a different reference frame. In astrophysics such inverse 
Compton scattering is more important (because a more useful source of 
observational information) than Compton scattering. 

Eqn (5.40) is true for any initial conditions. We now assume the target 
particle may be moving, and for the sake of simplicity we specialize to 
the case of a head-on collision: i.e., P = E(I, I), P' = E'(I, -I), Q == 
')'m(I, -u) in one spatial dimension, and taking c = 1. We thus find 

-2EE' = ')'m[-E + E' - u(E + E')]. 

Solving for E' yields 

E' = ')'m(1 + u) . 
2+')'m(l-u)/E 

(5.44) 

When u ~ 1 (i.e., close to the speed of light) it is more useful to write 
(1 + u) ~ 2 and (1 - u) ~ 1/2,),2, so 

E'~ ')'m ( ) 
- l+m/(4,),E) 5.45 

which further simplifies to E' = 4')'2 E (hence wave frequency v' = 4')'2 v) 
when ')'E« m. 

This process is relevant in various astrophysical phenomena, such as 
X-ray emission from active galactic nuclei, gamma-ray emission in some 
quasars, and X-ray emission in intergalactic space. For example, an 
electron with ')' ~ 104 colliding with a photon from the cosmic microwave 
background radiation (wavelength ~ 0.5 cm) can result in a scattered X­
ray photon. At higher energies the incident particle loses a large fraction 
of its energy in a single collision. 

Compton and inverse Compton scattering are also related to 
bremsstrahlung or 'braking radiation', which is the radiation emitted 
when charged particles are slowed, for example, by elastic collisions with 
atomic nuclei. 

5.4.3 More general treatment of elastic collisions* 

Our treatment of 'relativistic billiards' above committed the treason of 
failing to use invariants when they are available. This was because we 



lready had the angle transformation formula in hand. In this. ' etion w 
&rovide some guidance on the more general probl m of Jasti s att ring 
~sing different particles. This is an important tool in higb- nergy phy i ·S. 

Typically one is interested in a case where the outcome (e.g., the 
distribution of scattering angles) is determined by a quantum mechanical 
process, resulting in a probability function. 

Let the collision involve 4-momenta P, Q, pi, QI satisfying 

P+Q = pi +Q/. (5.46) 

with 

(5.47) 

where we have adopted units such that c = 1. The subscripts 1,2 refer 
to particles whose rest masses mI, m2 may differ, but P is the 4-vector 
of a particle with the same rest mass as pi (see Fig. 5.13). It may be the 
very same particle, but since we only assume the rest mass is the same, 
the treatment can apply to a variety of processes, such as 

1r+P-t1r+P 

p+p-tp+p 

p+p -t 1r+ft 

pion- proton scattering 

proton- antiproton scattering 

ditto 

where to treat the last case we can use P, pi for the proton and antipro­
ton, Q, QI for the pion and antipion, and in order that eqn (5.46) still 
states the conservation of momentum, we must interpret _pi as the 
initial momentum of the antiproton, and -Q as the final momentum of 
the pion. More generally, by appropriately interpreting the signs of the 
momenta one can allow any pair of the 4-momenta to be incoming, then 
the other pair must be outgoing (for an elastic process). 

The example proton-antiproton processes show that more than one 
type of process may happen in a given experiment. (We could also treat 
p + p -t 1r + 1r but that process does not exist in Nature.) 

For given rest masses, the probability amplitude of observing a given 
outcome is some function of the 4-momenta, T = T(P, Q, pi, Q/). It 
appears from this that T may depend on sixteen variables. However, 
we can whittle that number down to just two. We argue that T must be 
Lorentz-invariant (for, in a fixed large number N of trials, if NITI2 are 
observed in some frame to give a particular outcome, for example given 
outgoing particles arriving in a given pair of buckets, then all frames 
must agree that that is where the particles went, and that it happened on 
NITI2 occasions; furthermore a process involving further particles would 
have interference terms whose probability depends on T itself, not just 
ITI2, to which the same argument would apply). Therefore T depends 
only on the ten invariants that can be formed from the 4-momenta: 
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(a) 

p2 = -mi, p.Q, 
Q2 = -m~. 

P .p/ , 
Q . p/ , 
p/2 = -mi 

p.QI 
Q.QI 
p/ .QI 

Q/2 = -m~. 

Of these, four are constants, reducing the number to six, and the 
conservation of energy-momentum equation (5.46) gives four constraints, 
so there are just two independent variables. 

One cannot pick any pair , because some turn out to be equal to one 
another. We have already noted that p .Q = pi .Q/ , (eqn (5.36)). By 
rearranging the conservation of 4-momentum formula and squaring one 
can obtain the other three constraints: 

(P - Q/)2 = (Pi - Qf =? P .QI = pi .Q , (5.48) 

(P _ p/ )2 = (QI _ Q)2 =? mf + P . pi = m~ + Q . QI . (5.49) 

(P + Q _ Pi ) 2 = Q/2 =? mf = P . Q - p . pi - Q . pl . (5.50) 

A possible (not the only) choice of independent variables is p.Q and 
p .QI. 

Some general considerations concerning the directions of the momenta 
are indicated in Fig. 5.17. For a 2-body process, the final momenta are 
equal and opposite in t he eM frame, and of a fixed size. Therefore, they 
lie on a circle, when plotted on a diagram of the kind we introduced 
in Fig. 2.9. In t he lab frame , therefore, the observed momenta will 
lie on an ellipse, as shown in Fig. 5.17. There may be more than one 
possible outcome of t he experiment, and the data will be noisy. By 
looking for things like double peaks as a function of p at given e (see 
the caption to Fig. 5. 17) one can begin the process of interpreting 

(b) 

v 

YfJ ' 

Fig. 5.17 Two uses or the ellipse construction that was introduced in Fig. 2.9. Th lIipsc permits the set of sizes and directions 
of momenta in the lab fra.T'II to be f()und, when the momlllitum in Lhe primed rnlmo (e.g., the eM frame) is of fixed size and 
any direction. Both dia.grams s how a case where two pru;tic1cs ha.ve th a.rne pi (the size of the 3-momentum) in frame 81

, and 
therefore both give ris' LO Lite e;ame Uip.- , but t heir rest mass and therefore energy E' may d iffer. (a) The diagram at left 
shows that, depending on whether f3E' is smaller or larger t han Cpl, the fo ot of the lab frame momentum vector lies inside or 
outside the ellipse. This means that for a given observed direction of flight 0 in the lab frame, there is either a single size of 
momentum Pi, or a pair of sizes P2 (corresponding to a single or a pair of directions in the eM frame). If one measures the 
number of detections as a function of P at a given angle 0, one sees either a s ingle or a double peak. Also, in the latter case 
(large rest mass) there is a m aximum angle 101 < Omax that occurs when p meets the ellipse at a tangent; in the former case 
(small rest mass) all angles are possible. (b) The diagram at right shows a case where the momenta in the eM frame are equal 
and opposite, as must be the case for a 2-body system. 



the information and separating the data from the noise. By plotting 
the lab frame momenta observed in many experiments one can find the 
ellipse that best fits the observations. Similar considerations apply to 
the interpretation of 2-body decay data, for example, if the identities of 
the decay products are unknown, and their energies are hard to measure 
accurately. 

Now we consider a process where one particle (the 'target') is initially 
at rest in the lab frame. Let P be the 4-momentum of the target. Then, 
when written down in the lab frame, we will find that P has no spatial 
(3-momentum) part. If follows that when dotted onto other 4-vectors, it 
'picks out' their energy part. Therefore, we can write the energies in the 
lab frame as 

E2 = - p . Q/ml 

E~ = - p . P' /ml 

E~ = - p. Q'/ml 

target rest energy 

energy of incoming particle 

energy of target after scattering 

outgoing energy of scattered particle 

The scattering angle e is the angle between the 3-momenta q and q' in 
the lab frame, which can be obtained from 

Q .Q' = -E2E~ + qq' cose. 

Using q = (Ei - m~)1/2 one finds 

E2E~ + Q .Q' 
cos e = ,=========== 

J(E~ -m~)(E~2 - m~) 
(P ·Q)(P .Q') + mr(Q .Q') 

It is often helpful to introduce the Mandelstam variables 

s == _(P + Q)2 = _(P' + Q' )2, 

t == _(P _ p' )2 = _(Q _ Q')2, 

u == _ (P _ Q')2 = _(P' _ Q)2. 

(5.51) 

s is the square of the eM energy if P and Q or P' and Q' are incoming; 
t is the square of the eM energy if P and (- P') or Q and (-Q' ) are 
incoming. The Mandelstam variables are not all independent, but (using 
eqns (5.48)-(5 .50)) satisfy 

s + t + u = 2(mr + m~). 
In the eM frame2 t can be interpreted as minus the square of the 

momentum transfer (a positive value for t indicates that the scattering 
is not elastic). One there has (P - P') = (0, p - p' ) so 

t = 2p2 (cos e - 1) = _4p2 sin2 ~ (5.52) 
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2 To avoid clutter we do not trouble to 
introduce a prime or superscript (CM) 
here; the reader must understand that 
eqns (5 .52) through (5.54) deal exclu­
sively with quantities in the CM frame. 
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where we used the fact that p = pi in the CM frame (the momenta change 
direction but not size in that frame). Also 

When P, Q are incoming we have p = - q in the CM frame, so this is 

(5.53) 

We can convert this into a formula expressing p in terms of s and the 
rest masses. First make E1E2 the subject of the formula, then square: 

4 2 ( 2 2)2 4 2 2 sp = S - ml - m2 - ml m 2 · (5.54) 

Eqns (5.52) and (5.54) allow cos () to be expressed in terms of s, t, ml, m2. 

5.5 Composite systems 

In the discussion of Special Relativity in this book we have often referred 
to 'objects' or 'bodies' and not just to 'particles'. In other words, we 
have taken it for granted that one can talk of a composite entity such 
as a brick or a plank of wood as a single 'thing', possessing a position, 
velocity, and mass. The conservation laws are needed in order to make 
this logically coherent (the same is true in classical physics). 

We use the word 'system' to refer to a collection of particles whose 
behaviour will be discussed. Such a system could consist of particles 
attached to one another, such as the atoms in a solid object, or it 
could be a loose collection of independent particles, such as the atoms 
in a low-density gas. In either case the particles do not 'know' that 
we have gathered them together into a 'system' : the system is just our 
own selection, a notional 'bag' into which we have placed the paFticles, 
without actually doing anything to them. The idea of a system is 
usually invoked when the particles in question may interact with one 
another, but they are not interacting with anything else. Then we say 
we have an 'isolated system'. This terminology has already been invoked 
in the previous section, where we discussed the total energy and total 
3-momentum of such a system. Now we would like to enquire what it 
might mean to talk about the velocity and rest mass of a composite 
system. 

If a composite system can be discussed as a single object, then we 
should expect that its rest mass must be obtainable from its total energy 
momentum in the standard way: i.e., 
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P2 E2 / 2 2 _ 2 4 
tot = - tot C + P tot = - m C . (5.55) 

This serves as the definition of the rest mass m of the composite system. 
It makes sense because the conservation law guarantees that Ptot is 
constant if the system is not subject to external forces. 

One convenient way to calculate m is to work it out in the CM frame, 
where Ptot = O. Thus we find 

(5.56) 

where ECM is the value of E tot in the CM frame. Note that the rest mass 
of the composite system is equal to the total energy of the constituent 
particles (divided by c2

) in the CM frame, not the sum of their rest 
masses. For example, a system consisting of two photons propagating in 
different directions has a non-zero rest mass. 3 The photons propagating 
inside a hot oven or a bright star make a contribution to the rest mass 
of the respective system. The gluons (zero rest mass) propagating inside 
a proton contribute most of the mass of the proton. 

Relative to any other reference frame, the CM frame has some 
well-defined 3-velocity UCM, and therefore a 4-velocity UCM = 
,(UCM)(C, UCM) . You can now prove that 

P tot = mUcM (5.57) 

(Method: both are 4-vectors and they agree in CM frame, hence in all 
frames.) This confirms that the composite system is behaving as we 
would expect for a single object of given rest mass and velocity. 

5.6 Energy flux, momentum density, 
and force 

There is an important general relationship between flux of energy Sand 
momentum per unit volume g. It is easily stated: 

(5.58) 

S is the amount of energy crossing a surface (in the normal direction), 
per unit area per unit time, and g is the momentum per unit volume in 
the flow. 

It would be natural to expect energy flux to be connected to energy 
density. For example, for a group of particles all having energy E and 
moving together at the same velocity v , the energy density is u = En 
where n is the number of particles per unit volume, and the number 
crossing a surface of area A in time t is nAvt, so S = nvE = uv: the 
energy flux is proportional to the energy density. However, if the particles 
are moving in some other way- for example, isotropically- then the 

3 For two or more photons all propagat­
ing in the same direction there is no eM 
frame, because reference frames cannot 
attain the speed of light. 
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r lati nship chang s. For pru:ti I s ffusing from a hole in a chamber 
£ gas for exampl w find = (1/4)tLv. 
Eqn (5.5 ) is more g J1 ra1. For Lh as of partic1 all moving along 

t g t,h r it i ' asy to prove b u. ing th fa t, t,Ila p = Ev /c2 for each 
par i I . Th mom ·n um donsitv is then g = n p , and tit energy flux is 
S = nv E = npc2 = gc2 . If w now consider more general scenarios, such 
as particles in a gas, we can apply this basic vector relationship to every 
small region and small range of velocities, to obtain 

Stot = L niViEi = L niPi C2 = gtot C2 . 

i 

Since the proportionality factor is c2 for every term in the sum, it remains 
c2 in the total. 

The particles we considered mayor may not have had rest mass: the 
relationship P = Ev/c2 is valid for either, so eqn (5.58) applies equally 
to light and to matter, and to the fields inside a material body. It is 
universal! 

Another important idea is momentum flow. 
We introduced force by defining it as the rate of change of momentum. 

We also established that momentum is conserved. These two facts, taken 
together , imply that another way to understand force is in terms of 
momentum flow. When more than one force acts we can have a balance 
of forces, so the definition in terms of rate of change of momentum is 
no longer useful: there is no such rate of change. In a case like that we 
know what we mean by the various forces in a given situation: we mean 
that we studied other cases and we claim that the momentum would 
change if the other forces were not present. In view of the primacy of 
conservation laws over the notion of force, it can sometimes be helpful to 
adopt another physical intuition of what a force represents. A force per 
unit area, in any situation, can be understood as an 'offered' momentum 
flux: i.e. , an amount of momentum flowing across a surface, per unit 
area per unit time. When a field or a body offers a pressure force to 
its environment, it is as if it is continually bringing up momentum to 
the boundary, like the molecules in a gas hitting the chamber walls, and 
'offering' the momentum to the neighbouring system. If the neighbour 
wants to refuse the offer of acquiring momentum, it has to push back 
with a force: it makes a counter-offer of just enough momentum flow 
to prevent itself from acquiring any net momentum. In the case of a 
gas such a picture of momentum flow is natural, but one could, if one 
chooses, claim that precisely the same flow is taking place in a solid, or 
anywhere that a force acts. The molecules do not have to move in order 
to transport momentum: they only need to push on their neighbours. It 
is a matter purely of taste whether one prefers the language of 'force' or 
'momentum flow'. 

These ideas are important when one considers energy and momentum 
exchange between continuous systems. This discussion is postponed until 
chapter 16, since it requires the introduction of the important but more 
difficult concept of the stress-energy tensor. 
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Exercises 

(5.1) Energy relation. Show that, for a particle with 
constant rest mass, dE/dp = v. This is the same 
as the classical result . To get some insight into this 
formula, suppose we have the formula p = ,mov 
for momentum, but not yet a formula for kinetic 
energy. Define force by f = dp/dt, and suppose 
that it can be derived from a scalar function V 
called potential energy: 

f = -VV. 

Suppose further that the motion is conservative, 
so that V + K is constant, where K is kinetic 
energy. Then we can obtain K as follows. First 
simplify to a purely one-dimensional case, so 

dK = - dV = fdx and dp = fdt . 

Therefore 

~~ = ~~ = v ~ K = J v dp 

Using the known relationship between v and p, 
carry out the integration and hence derive K = 
,moc2+ const. Note, however , t hat this method 
is less general than t hose described in the main 
text. 

(5.2) Confirm that a = , is the unique solution to eqn 
(5.4) having a(O) = 1, as follows . We have already 
shown that it is a solution; it remains to show 
there is no other choice. Using the power series 
a(x) = L i aix' with the coefficients ai to be dis­
covered, show that eqn (5.4) takes the form 

'" i ( 2 2 2)i/2 '" i L ai V 1 - u /v 'v = 'v L aiU 

What can be learned from the coefficient of uO in 
this identity? 

(5.3) The upper atmosphere of the Earth receives elec­
tromagnetic energy from the Sun at the rate 
1400 Wm - 2. Find the rat e of loss of mass of the 
Sun due to all its emitted radiation. (The Earth­
Sun distance is 499 light-seconds.) 

(5.4) Calculate the mass reduction owing to heat loss 
of a 100-kg bath of water (specific heat capacity 
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4.19 kJ/kg K) as it cools from 90°C to 20°C. How 
many additional water molecules would be needed 
to make up the loss? [Ans . 3.3x - 10 kg; 1016

) 

(5.5) Find the energy, in joules, of a cosmic-ray proton 
having, = 1011. 

(5.6) A particle of rest mass m and kinetic energy 3mc2 

strikes a stationary particle of rest mass 2m and 
sticks to it . Find the rest mass and speed of the 
composite particle. [Ans . V2I m, 0.646c) 

(5.7) A system consists of two photons, each of energy 
E, propagating at right angles in the laboratory 
frame. Find the rest mass of the system and the 
velocity of its CM fl.·ame relative to the laboratory 
frame. 

(5.8) A particle of rest mass m breaks up into two 
particles of equal rest mass am. What are the 
largest and smallest possible values of a? 

Particle formation 

(5.9) (i) A proton beam strikes a target containing 
stationary protons. Calculate the minimum 
kinetic energy which must be supplied to an 
incident proton to allow pions to be formed by 
t he process p + p -+ p + p + ?To, and compare 
this to the rest energy of a pion. 

(ii) An electron collides with another electron at 
rest to produce a pair of muons by the pro­
cess e + e -+ e + e + J-L+ + {J- - . Show that the 
threshold momentum of the incident electron 
for tllis process is 

Pth = 2Mc(1 + M/m).j1 + 2m/M 

where Tn, M are the ma.<;ses of the electron 
and muon respectively. 

(iii) A photon is incident on a stationary proton. 
Find, in terms of the rest masses, the tJu-esh­
old energy of the photon if a neutron and a 
pion are to emerge. 

(5.10) A particle formation experiment creates reactions 
of t he form A + B -+ A + B + N where A is an 
incident particle of mass m, B is a target of mass 
M at rest in the laboratory frame, and N is a new 
particle. Define the 'efficiency' of the experiment 
as the ratio of the supplied kinetic energy to the 
rest energy of the new particle, m Nc2

. Show that, 
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at threshold, the efficiency thus defined is equal 
to MI(m + M + ~mN). 

(5.11) Two photons of energies Eo, E may collide to pro­
duce an electron- positron pair. Find the threshold 
value of E for this reaction, in terms of Eo and the 
electron rest mass m. Calculate this threshold for 
the case of high-energy galactic photons travelling 
through the cosmic microwave background radia­
tion, which can be regarded as a gas of photons of 
energy 2.3 x 10- 4 eV. [Ans. 1.1 x 1015 eV) 

D ecay 

(5.12) Particle tracks are recorded in a bubble chamber 
subject to a uniform magnetic field of 2 tesla. A 
vertex consisting of no incoming and two outgoing 
tracks is observed. The tracks lie in the plane 
perpendicular to the magnetic field, with radii of 
curvature 1.67 m and 0.417 m, and separation 
angle 21°. It is b Ii ved that, they belong to a 
proton and a piou \·esp · ctively. As.,>uming this, and 
that the process at the vertex is decay of a neutral 
particle into two products, find the rest mass of 
the neutral particle. [Ans. 1103.8 MeV I e2

) 

(5.13) §§A decay mode of the neutral Kaon is K O -7 
7r+ + 7r - . The Kaon has momentum 300 MeV Ie 
in the laboratory, and one of the pions is emitted, 
in the laboratory, in a direction perpendicular to 
the velocity of the Kaon. Find the momenta of 
both pions. [Ans . 166 MeV/e, 344 MeV/e at 29°) 

(5.14) Three- body decay A particle Y decays into 
three other particles, with labels indicated by 
Y -71 + 2 + 3. Working throughout in the CM 
frame: 

(i) Show that the 3-momenta of the decay prod­
ucts are coplanar. 

(ii) Derive eqns (5.32) and (5.34). 

(iii) Show that, when particle 3 has its maximum 
possible energy, particle 1 has the energy 

El = ml(mye
2 

- E3,max) 
ml +m2 

[Hint: first argue that 1 and 2 have the same 
speed in this situation) 

(iv) Let X be the system composed of particles 1 
and 2. Show that its rest mass is given by 

(v) Write down an expression for the energy E* 
of particle 2 in the rest frame of X, in terms 
of ml, m2 and mx· 

(vi) Show that when particle 3 has an energy of 
intermediate size, m3c2 < E3 < E3,max, the 
energy of particle 2 in the original frame (the 
rest frame of Y) is in the range 

'Y(E* - {Jp*e) ::; E2 ::; 'Y(E* + {Jp*e) 

where p* is the momentum of particle 2 in the 
X frame, and 'Y, {J refer to the speed of that 
frame relative to the rest frame of Y. 

(5 .15) This diagram illustrates a process in which an 
electron emits a photon: 

Prove that the process is impossible. Prove also 
that a photon cannot transform into an electron­
positron pair in free space. In the presence of 
a nucleus, however, it can. Find the threshold 
energy of the photon, if the nucleus of rest mass M 
is initially at rest, Verify that in the limit of large 
M the efficiency approaches 100% and therefore 
the nucleus acts as a perfect catalyst. 

(5.16) §Prove that a photon in free space cannot decay, 
neither into a pair of photons with differing 
directions of propagation, nor into a pair of co­
propagating photons with different frequencies. 

(5.17) A 'photon rocket' propels itself by emitting pho­
tons in the rearwards direction. The rocket is 
initially at rest with mass m. Show that when the 
rest mass has fallen to am the speed (as observed 
in the original rest frame) is given by 

v 

e 

(Hint: conservation of momentum.) 

It is desired to reach a speed giving a Lorentz 
factor of 10, What value of a is required? Suppos­
ing the rocket cannot pick up fuel en route, what 
proportion of its initial mass must be devoted to 
fuel if it is to make a journey in which it first 
accelerates to 'Y = 10, then decelerates to rest at 



the destination (the destination being a star with 
negligible speed relative to the Sun)? 

(5.18) §A rocket propels itself by giving portions of its 
mass m a constant velocity u relative to its instan­
taneous rest frame . Let S' be the frame in which 
the rocket is at rest at time t. Show that, if v' is 
the speed of the rocket in 8' , then to first order 
in dv', 

(-dm)u = mdv'. 

Hence , prove that when the rocket attains a speed 
v relative to its initia l rest frame, the ratio of final 
to initial rest mass of the rocket is 

mf = (1 _ V/C)C/2U 
mi l+v/c 

Note that the least expenditure of mass occurs 
when u = c: i.e., the 'photon rocket'. 

Prove that if the rocket moves with constant 
proper acceleration ao for a proper time T, then 
mdmi = exp(-aOT/u). 
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(5 .19) A collimated beam of X-rays of energy 17.52 keY 
is incident on an amorphous carbon target. Sketch 
the frequency spectrum you would expect to be 
observed at a scattering angle of 90°, includ­
ing a quantitative indication of the frequency 
scale. 

(5.20) §Consider a head-on elastic collision between a 
moving 'bullet' of rest mass m and a station­
ary target of rest mass M. Show that the post­
collision Lorentz factor 1 of the bullet cannot 
exceed (m2 + M2)/(2mM). (This means that for 
large energies almost all the energy of the bullet is 
transferred to the target- very different from the 
classical result). (Hint: consider P t + Q~ where P t 

is the initial 4-momentum of the target and Q~ is 
the final 4-momentum of the bullet.) 

(5.21) Particles of mass m and kinetic energy Tare 
incident on similar particles at rest in the lab­
oratory. Show that if elastic scattering takes 
place, then the minimum angle between the final 
momenta in the laboratory is given by cos Bmin = 
(1 + 4mc2 / T )- 1. 
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Further kinematics 

In this chapter we return to kinematics: that is, the study of generic 
properties of motion without regard to the forces which may be involved. 
Kinematics is mostly concerned with the structure of spacetime, rather 
than conservation laws. However, we will still feel free to bring in 
dynamical ideas when they provide insight. 

It will be useful to bring in some more 4-vectors- especially the idea 
of a 4-gradient. This will enable us to discuss flow and density, and wave 
motion. After that we will discuss accelerated motion and what happens 
to the shape of bodies when they accelerate. It happens that acceleration 
is inextricably related to a bending or distortion of the shape of a body, 
which might otherwise have been considered to be rigid. Finally, we 
discuss Lorentz transformations for motion in any direction (not just 
along the coordinate axes), and we will discover a remarkable counter­
intuitive rotational effect called 'Thomas- Wigner rotation'. We begin, 
however, with an important property of non-accelerated motion. 

6.1 The Principle of Most Proper Time 

Given two time-like-separated events in spacetime, what world line 
between them has the most proper time? This is the kind of question 
which a travelling salesman might like to ask. He has an appointment 
at an agreed time and place in the future , and we suppose he wants 
to maximize the time he has available for preparing his notes, or for 
relaxation en route. In view of the twin paradox it should not take you 
1 ng t gu . s I,hal, th sal man h uld arrange that hi worldline i 
straight- in other word ,h hould Tavel at 'onstant veloci.ty from 
one me ting to another. By contra t, a. aJ llla.n who wants to stay 
young betwe n app .intm nts 'houll ru. h abou making detour,. Now 
on. tant-v locity motion i als ( wLon s Fix. Law) inertial motion: 

i.e., In ti u in the abs nce of appli d fore . Thu we hav a nne timl 
b tw ·en inertial m ion and proper tim. Thi c nnectj n is uffici ntly 
important, especially in General Relativity, that we give it a name. 

The Principle of Most Proper Time. Given two time-like­
separated events, of all worldlines connecting the events, that having the 
most proper time corte pond to inertial motion. 

The proper time of a world1in i of om' , the sum of all the d-r 
contributi ns along it. In p cial R lativity 11 Principle of Most Proper 
Time c n b d ·riv d if we assum NewLon Fir t Law. However, in 



General Relativity it is better to regard Most Proper Time as 3..-xiomatic, 
and derive Newton's First Law from it. Therefore, we shall argue in that 
direction here. 

We wish to identify which worldline (among all the possibly wiggly 
ones) has the most proper time between given time-like-separated events. 
For the derivation, it is convenient to pick the inertial frame in which 
the two events in question appear at the same place. Let t1, t2 be their 
times in this frame. Then the proper time along an arbitrary worldline 
W connecting the events is 

l (event 2) it2 ( V2) 1/2 
D.T = dT = 1 - 2 dt 

(event 1) tl C 
(6.1) 

where we used dt/dT = " and in the integral v is some function of 
time determined by the world line W. Now, one possible worldline has 
v = 0 everywhere along it (for the frame we picked)-this is the straight 
worldline. It gives D.T = t2 - tl' It is obvious that any other function 
vet) can only ever give a smaller D.T because _v2 has to be negative. It 
follows that the constant-velocity worldline is the 'longest' (most proper 
time). QED. 

Another way of looking at the same proof is to compare it to the 
twin paradox. The straight worldline is that of the 'stay-at-home' twin. 
As soon as the other twin ventures to move relative to home, her 
accumulated proper time, for a given amount (t - td of reference frame 
time, has fallen below (t - tl), and she can never make up the difference 
because the Lorentz factor , is always greater than or equal to 1. This 
general idea may be called 'proof by twin paradox'. 

6.2 Four-dimensional gradient 

Now that we have got used to 4-vectors, it is natural to wonder whether 
we can develop 4-vector operators, the 'larger cousins', so to speak, of 
the gradient, divergence and curl. A first guess might be to propose 
a 4-gradient ((l/c)a/at, a/ax, a/ay, a/az). Although this quantity is 
clearly a sort of gradient operator, it is not the right choice because the 
gradient it produces is not a standard 4-vector. The reason is that it has 
a sign error. According to the Lorentz transformation, events at positive 
x and t = 0 occur at negative t'. However, a function V having positive 
(aV lax) and (aV /at) = 0 ought to give positive (aV /at') (see Fig. 6.1). 

The answer to this problem is that we must define the four­
dimensional gradient operator as1 

0= (-~:t' v) = (- ~:t' :x' :y' :z)' (6.2) 

The idea is that with this definition, DV is a 4-vector, as we shall now 
prove. 

We have in mind for V a scalar quantity that is itself Lorentz­
invariant. This means, if we change reference frames, the value of V 
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Fig. 6.1 The shading represents 
charge density p on a rigid glass bar 
fixed in 8. As frame fmrne 8' sweeps 
from left to right, an observer thel'e 
will observe an increasing pet') at any 
given position in 8', 

1 The symbol 0 is commonly used for 
the d'Alernbertian operator shown in 
eqn (6.22). In our notation that opera­
tor is written 0 2 , The student should 
beware of this issue when consulting 
other textbooks, 
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at any particular event in spacetime does not change. However, owing 
to time dilation and space contraction the rate of change of V with either 
of t' or x' is not necessarily the same as the rate of change with t or x. 

Consider two neighbouring events. In some reference frame 8 their 
coordinates are t, x, y, z and t + dt, x + dx, y + dy, z + dz. The change 
in the function V between these events is 

(6.3) 

where for simplicity we have chosen a potential function that is inde­
pendent of y and z. Therefore 

( ~~) x' = (~~) x (::) x' + (~~) t (~:) x' 

and (~~)t' = (~~)x (::')t' + (~~)t (::')t' (6.4) 

where t', x' are coordinates in some other frame 8'. The coordinate 
systems are related by the Lorentz transformation, so 

from which 

t = '"'((t' + (v/c2 )x'), 

(::,) x' = '"'(, 

(~:) x' = '"'(v, 

x = '"'((vt' + x') 

(at) 2 - = ,",(v/c ax' t' 

( ax) ax' t' = '"'(. 

8ubstituting these into eqn (6.4) we have 

(~~) x' = '"'( (( ~~) x + V (~~) J. 
( ~~) t' = '"'( (; (~~) x + (~~) J 

After multiplying the first equation by (-1/ c), this pair of equations can 
be written 

which is 

O'V = AOV. (6.5) 

This proves that OV is a 4-vector. 
To gain some familiarity, let us examine what happens to the gradient 

of a scalar function V(t, x) = </>(x) that depends only on x in reference 
frame 8. In this case the slope (oV / ox) in 8 and the slope (oV / ox') in 



5' are related by a factor T 

av av 
-="(­ax' ax [when ~~ = 0 

This is a special relativistic effect, not predicted by the Galilean transfor­
mation. It can be understood in terms of space contraction. The observer 
5 could pick two locations where the potential differs by some given 
amount 6. V = 1 unit, say, and paint a red mark at each location, or 
place a stick extending from one location to the other. This is possible 
because V is independent of time in S. Suppose the marks are separated 
by 1 metre according to S (or the stick is 1 metre long in S). Any other 
observer S' must agree that the potential at the first red mark differs 
from that at the other red mark by 6. V = 1 unit, assuming that we are 
dealing with a Lorentz invariant scalar field. However, such an observer 
moving with respect to S must find that the two red marks are separated 
by a smaller distance (contracted by,). He must conclude that the 
gradient is larger than 1 unit per metre by the Lorentz factor "(. 

Similarly, when V depends on time but not position in S, then its rate 
of change in another reference frame is larger than av / at owing to time 
dilation. 

In classical mechanics we often take an interest in the gradient of 
potential energy or of electric potential. You should beware, however, 
that potential energy is not Lorentz-invariant, and neither is electric 
potential, so an attempt to calculate a 4-gradient of either of them on 
its own is misconceived. 2 Instead, they are each part of a 4-vector, and 
one may take an interest in the 4-divergence or 4-curl of the associated 
4-vector. The definition of 4-divergence of a 4-vector field F is what one 
would expect: 

laFO o . F == OT (gF) = - - + V . f 
c at (6.6) 

where f is the spatial part of F (Le., F = (FO,f)). Note that the minus 
sign in the definition of 0 combines with the minus sign in the scalar 
product (from the metric g) to produce plus signs in eqn (6.6). 

The four-dimensional equivalent of curl is more complicated, and will 
be discussed in chapter 12. 

As an example, you should check that the 4-divergence of the space­
time displacement X = (ct, r) is simply 

O·X=4. (6.7) 

Example (i) If ¢ and V are scalar fields (i.e., Lorentz scalar quantities 
that may depend on position and time), show that 

O(¢V) = VO¢ + ¢OV. 

(ii) If ¢ is a scalar field and F is a 4-vector field (i.e., a 4-vector that may 
depend on position and time), prove that 

O· (¢F) = F . O¢ + ¢ O· F. 
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2 This does not rule out that one could 
introduce a Lorentz scalar field <I> with 
the dimensions of energy, as a theoret­
ical device, for example to model a 4-
force by -D<I>; such a force would be 
impure. An example is the scalar meson 
theory of the atomic nucleus. 
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Fig. 6.2 A flowing fluid has, at each 
point in the flow, a local velocity u and 
density p. 

Solution 
(i) Consider first of all the time component: 

-~~(¢V) = _~ (a¢v + ¢ av) 
cat c at at 

which is the time component of VO¢ + ¢OV. Proceeding similarly with 
all the other components (paying attention to the signs), the result is 
soon proved. 

(ii) This is just like the similar result for V . (¢f) and may be proved 
similarly, by proceeding one partial derivative at a time. 

6.3 Current density, continuity 

Th g neral pa.t.tern with 4-ve t 1'5 is that a ala.r qua.ntity appero's with 
a. 'parLn 1" vector quanti y. 0 far, exampl s 11 v in lud ·<.I t;ime with spa­
tial dispJa em n~ p <.I r Ught with p 'ti 1· v'10 i'Ly, nergy with 
momentum. On. e on · has n ti ·d the pattern it b come po .. ible to 
guess at further such 'partnerships'. Om' next . xampl · i d nsiLy and 
flux. 

The density P of some quantity is the amount per unit volume, and 
the flux or current density j is a measure of flow, defined as 'amount 
crossing a small area, per unit ar a p l' unit tim .' 

Suppose some fluid is distributed throughout a r gion of space. In gen­
eral the fluid might move with cliff rent velo iti at different places, but 
suppose the velocities are smoothly distributed, not jumping abruptly 
from one value to another for neighbouring places. Then, in any small 
enough region, the fluid in it all has the same velocity (Fig. 6.2). Then 
we can speak of a rest frame for that small region. We define the rest 
density Po to be the density of the local fluid in such a rest frame. Po 
can be a function of position and time, but note that by definition it is 
Lorentz invariant . It earns its Lorentz invariant status in just the same 
way that proper time does: it comes with reference frame 'pre-attached'. 
Now define 

J = PoU (6.8) 

where U is the 4-velocity of the fluid at the given time and position. 
Clearly J is a 4-vector because it is the product of an invariant and a 
4-vector. 

We shall now show that, when defined this way, J will turn out to 
be equal to (pc, j ), where p and j are the density and flux in whatever 
reference frame we choose to consider. In order to do this, it will be 
convenient to consider that the fluid is made of a large number of 
closely-spaced particles, so that we can keep track of a given amount of 
fluid by counting the particles. The particles could be water molecules, 
in the case of a flow of water, or charge carriers in the case of electric 
charge. We will take the limit where the flow is continuous, but using 
the word 'particles' helps to indicate that we are considering the flow of a 
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3-surface. A flat section through spacetime, such as a time slice, 
is called a 'hyperplane' because it has one fewer dimensions than 
spacetime. Since spacetime has four dimensions, such a 'hyperplane' 
is three-dimensional. It could, for example, refer to the whole of space 
at some instant of time in some reference frame. More generally, a 
section through spacetime of some arbitrary shape (not necessarily 
flat) is called a '3-surface'. The word 'surface' here indicates that 
it has one fewer dimensions than spacetime; the '3' is a reminder 
that such a region is three-dimensional. It could, for example, be a 
three-dimensional volume of space at some instant of time, or a two­
dimensional spatial surface persisting through an extended duration 
of time. 

Lorentz-invariant quantity. For particles one can simply count the num­
ber of worldlines crossing some given 3-surface in spacetime (see box 
above) . Since this is merely a matter of counting, it is obviously Lorentz­
invariant. We do not need to assume that the particle number is a 
conserved quantity. Non-conservation would mean that particles can 
appear or disappear , which means that particle worldlines can begin or 
end- for example, this would happen for water molecules flowing around 
a lump of sodium metal, or for positrons flowing through ordinary 
matter. In such cases the particle number is not a conserved quantity, 
but it is Lorentz invariant because the number of worldlines crossing a 
given 3-surface is Lorentz invariant whether or not the worldlines are 
infinitely long. 

In the local rest frame there is density Po and zero flux, so J = (Poc, 0) . 
If we pass from the rest frame to any other frame, then, by the Lorentz 
transformation, the zeroth component of J changes from PoC to 'YPoC. 
This is equal to pc where p is the density in the new frame, because any 
given region of the rest frame (containing a fixed number of particles) will 
be Lorentz-contracted in the new frame, so that its volume is reduced 
by a factor 'Y. Therefore the number per unit volume in the new frame is 
higher by that factor. Let u be the local flow velocity in the new frame. 
Then the flux is given by j = pu. It is obvious that this u is also the 
relative speed of the new frame and the local rest frame, so 

j = pu = 'Yupou. (6.9) 

But this is just the spatial part of PoU. Since we can use such a Lorentz 
transformation from the rest frame to connect Po and U to p and j for 
any part of the fluid, we have proved in complete generality that 

PoU = (pc,j). (6.10) 

Bence J = (pc, j ), as we suspected. 
In the case of an electric current, p would be the charge density; in 

the case of a flow of mass, p would be the density of rest mass- not 
the density of some other quantity such as E / c2

, where E is the energy. 

Fig. 6.3 Worldlines crossing a 3-sur­
face. (Since this spacetime diagram has 
one spatial dimension suppressed, the 
3-surface appears two-dimensional.) 
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This is because J is, by definition, a measure of the density and flux of a 
Lorentz invariant scalar quantity. Energy density can be defined as well, 
but it is not a component of any 4-vector; it is part of a higher-order 
quantity called a tensor, to be discussed in chapter 16. 

Next, let us consider a special case: the flow of a quantity that is 
not only Lorentz-invariant but also conserved. This could be a flow of 
water if there are no chemical reactions or phase changes, or a flow of 
electric charge carriers, or the flow of the charge itself if the carriers are 
not conserved but the charge is (the question of two different signs for 
charge is easily kept in the account and will not be explicitly indicated 
in the following). We will continue to use the generic word 'particles' to 
track whatever is flowing. 

If the particles are conserved, then the number of particles present 
in some closed region of space can only grow or shrink if there is a 
corresponding net flow in or out across the boundary of the region. The 
mathematical expression of this is 

~ r p dV = -1 j. dS at JR (R) 
(6.11) 

where R signifies some closed region of space; the integral on the left is 
over the volume of the region, and the integral on the right is over the 
surface of the region. The minus sign is needed because by definition, in 
the surface integral, dS is taken to be an outward-pointing vector so the 
surface integral represents the net flow out of R. By applying Gauss's 
divergence theorem, and arguing that the relation holds for all regions 
R, one obtains the continuity equation 

ap ..-r' at + v . J = O. (6.12) 

This equation is reminiscent of the 4-divergence equation (6.6). Indeed, 
by combining the definition of the 4-gradient operator with our 4-vector 
equation (6.10), we can immediately see that the continuity equation 
can be written 

D· J = O. [ Continuity equation (6.13) 

What w have gained from all tbi i ' :ome practice at id lltifyillg 
4-v cLors, and a tlseful insight into I.h ontinuity eq1lation (6.13). 
B 'cau, ' th left-haud side can b writt n as a alar product of a. 
4-Vi ctor-operator aud a 4--vector it rnus~ b Lor ntz-invariaut. the 
whol quation r lat 011 invariant to anoth r (zero) . Tb refor if the 
continuity quation i ob yed in n reference frame, then it i' 01 y d 
in all. The qllation is sai.d to b Lorentz-covariant. 

Til con inllity equaLi D is as a.Lem ot aboll conservation f parti Ie 
numb r (or electric charge et .). Th <J.-flux J i no itself conserved , buL 
its null 4-div rg nc hows th 00 ' rvation of th o quantity whose flow 
it expr •. . Th OD erved q1lantity i h r a. Lorentz s alar. This is ill 
contrast to en rgy-mom nl,1.lm wher th ollserved quan ity was the set 
of all omponents of 4-v ·t r. The latter an b tr a ed by writillg Lhe 
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divergence of a higher-order quantity called the stress-energy tensor- ! 
something we will do in chapter 16. 

Co4lt 

6.4 Wave motion 

A plane wave (whether of light or of anything else, such as sound, or 
oscillations of a string, or waves at sea) has the general form 

h = ho cos(k· r - wt) (6.14) 

where h is the oscillating quantity (electric field component; pressure; 
height of a water wave; etc.), ho is the amplitude, w the angular frequency 
and k the wave vector. As good relativists , we suspect that we may be 
dealing with a scalar product of two 4-vectors: 

K . X = (wlc, k) . (ct , r) = k· r - wt. (6.15) 

Let's see if this is right. That is , does the combination (wi c, k) transform 
as a 4-vector under a change of reference frame? 

A nice way to see that it does is simply to think about the phase of 
the wave, 

¢ = k· r -wt. (6.16) 

To this end we plot the wavefronts on a spacetime diagram. Figure 6.4 
shows a set of wavefronts of a wave propagating along the positive x axis 
of some frame S. Be careful to read the diagram correctly: the whole wave 
appears 'static' on a spacetime diagram, and the lines represent the locus 
of a mathematically defined quantity. For example, if we plot the wave 
crests then we are plotting those events where the displacement h is at a 
maximum. For plane waves in one spatial dimension, each such locus is a 
line in spacetime. Note also that because the phase velocity wlk can be 
either smaller, equal to, or greater than the speed of light, a wavecrest 
locus (= 'ray') in spacetime can be either time-like, null, or spacelike. 

One may plot the wavecrests in the first instance from the point of 
view of one particular reference frame (each line then has the equation 
wt = kx - ¢). However, a maximum excursion is a maximum excursion: 
all reference frames will agree on those events where the displacement is 
maximal, even though the amplitude (ho or h~) may be frame-dependent. 
It follows that the wavecrest locations are Lorentz invariant, and more 
generally so is the phase ¢, because the Lorentz transformation is linear, 
so all frames agree on how far through the cycle the oscillation is between 
wavecrests: see Fig. 6.5. 

We can now obtain K as the gradient of the phase: 

K = O¢ = ( - ~ :t ' V ) ¢ 

= (wlc, k), (6.17) 

Fig. 6.4 Wavefronts (surfaces of con­
stant phase) in spacetime. It is easy to 
get confused by this picture, and imag­
ine that it shows a snapshot of wave­
fronts in space. It does not. It shows 
the complete propagation history of a 
plane wave moving to the right in one 
spatial dimension. By sliding a space­
like slot up the diagram you can 'watch' 
the wavefronts march to the right as 
time goes on in your chosen reference 
frame (each wavefront will look like a 
dot in your slot). The direction of the 
wave 4-vector K may be constructed 
by drawing a vector in the direction 
up the phase gradient (shown dotted), 
and then changing the sign of the time 
component. The waves shown here have 
a phase velocity less than c. (For light­
waves in vacuum the wavefronts and 
the wave 4-vector are both null: i.e., 
sloping at 45° on such a diagram.) The 
wavelength A in any given reference 
frame F is the distance between events 
where successive wavecrest lines cross 
a line of simultaneity (=position axis) 
of F. The p eriod T is the time between 
events where successive wavecrest lines 
cross the time axis of F. 
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using eqn (6.16). Since this is a 4-gradient of a Lorentz scalar, it is a 

4-vector. 
Writing vp for the phase velocity w/k, we find the associated invariant 

in quantized 'lumps'. It was Einstein who extended the notion to the 
electromagnetic field itself, through his March 1905 paper. This paper is 
often mentioned in regard to the photoelectric effect, but this does not 
do justice to its full significance. It was a revolutionary rethinking of the 
nature of electromagnetic radiation. 

Fig. 6.5 Phase of an oscillation. If the 
bob A oscillates sinusoidally in one 
frame, then it oscillates sinusoidally in 
all frames since the Lorentz transfor­
mation is linear. B,C,D are pointers 
attached to a rigid frame, with Band 
D at the maximum excursion and C in 
the middle. The distance CD depends 
on reference fl.-arne, but all frames agree 
that A reaches D and does not pass 
it. Therefore in all frames the event 'A 
meets D ' has phase 7r /2 (plus a multiple 
of 27r). Similar arguments apply to the 
events 'A meets B', 'A meets C ' , etc. 
Therefore the phase at all events in the 
cycle is Lorentz-invariant. 

3 Beware: as noted previously, it has 
become common practice to use the 
symbol 0 (without the 2) for the 
d'Alembertian, even though \7 2 is used 
for the Laplacian. Confusing! This 
practice arose in the context of index 
notation, which we will introduce in 
chapter 12, where it makes sense as long 
as some other symbol is used for the 4-
gradient, the standard choice being aa. 
However, in vector/matrix notation , 0 
is a natural choice for the generaliza­
tion of V , and I b elieve this choice 
~ be th lellsL c nfusing for learning 
pu rposes (no ne vel' m istakes 0

2 
ror 

a y-gr"djent, ror example. and ~he 2 
I'eminds liS t ht\t i is a second derivo.­
tive) . Finally, the d'Alembertian may 
also be defined as c- 2 a2 /at2 

- \7 2 (the 
negative of our 0 2

). 

(6.18) 

Therefore when VII < c the 4-wave-vector is spacelike, and when vp > c 
the 4-wave-vector is time-like. For light-waves in vacuum the 4-wave­
vector is null. The invariant also shows that a wave of any kind whose 
phase velocity is c in some reference frame will have that same phase 

velocity in all reference frames. 

6.4.1 Wave equation 

Wave motion such as that expressed in eqn (6.14) is a solution of the 

wave equation 

When teaching students about the photoelectric effect and its impact 
on the development of quantum theory, it makes sense, and it is the usual 
practice, to emphasize that the energy of the emitted electrons has no 
dependen~e on the intensity of the incident light. Rather, the energy 
~epends lmearly on the frequency of the light , while the light-intensity 
mfluences the rate at which photoelectrons are generated. This leads one 
to propose the model E = hv relating the energy of the light-particles 
to the frequency of the waves. 

However, this information was not available in 1905. There was evi­
~ence that the electron energy did not depend on the intensity of the 
hght~ and for the existence of a threshold frequency, but the linear 
~ela~IOn ~e~ween photoelectron energy and light-frequency was predicted 

(6.19) m Emstem s paper, not extracted from experimental data. Einstein rea-
soned from thermodynamics and what we now call statistical mechanics: 
he calculated the entropy per unit volume of thermal radiation and 
showed that the thermodynamic behaviour of the radiation at a ~iven Writing this 

1 a2 h v2 

___ + -p" V2h = 0 (6.20) frequency v was the same as that of a gas of particles each carrying 
energy hv. The relationship E = hv as applied to what we now call 
photo~s was thus first proposed by Einstein. However, his 1905 paper 
was stlll far short of a full model; it was not until Compton's experiments 

c2 at2 c? 

we observe that for the special case vp = c the wave equation takes the 

Lorentz covariant form 

[ Wave equation! 
(6.21) (1923) that the photon idea began to gain wide acceptance, and a I thorough model required. the ~evelopment of quantum field theory, the 

work of many authors, WIth DIrac (1927) playing a prominent role. 
The operator is called the d 'Alembertian

3
: In this, 'e t i n w shall ill r ly p int out one f ature (which is not the 

2 1 a2 
n 2 o =O·O=---+v - c2 at2 

(6.22) on his oricalJy emphru ized in 1905): if one is going to attempt a par·tide 
modelJor e~ectroma~netic wave then Special Rela:tivit11 can guid y01lon 
how to do tt. That IS, we shall play he 1'01 of iheoretical phy iei ·t, and 
alosum mer -ly · hat w know al ut 1 ieal le'tromagneti III and we 
'would like to investigate what kind of photon model might be consistent 
with it. 

(a product of three minus signs made the minus sign here!). Hence the 
general idea of wave propagation can be very conveniently treated in 
Special Relativity when the wave:, have phase velocity c. This will be 
used to great effect in the treatment of electromagnetism in chapter 8. 

6.4.2 Particles and waves 

Consider a parallel beam of light falling on a moving bucket (Fig. 6.6). 
We s~al1 us~ this situation to learn about the way the energy and 
llltenslty of lIght transform between reference frames. In fact we have 

While ware consid· ring wave motion 1. t uS briefly 1001< at a related already made a general observation about this in the discussion of the 
ill: the wav - parti Ie d ualit . We will noL try to intI' cluc ' tha.t idea h:adlig.ht eff:ct in section 3.2, in connection with eqn (3.8). The present 
with any gr _ at depth, that would b> the job of another textbo k .but d~scuss~on WIll proceed more simply, restricting the motion to one spatial 

it is worth noticing that th in 1'0 iu tion of the photon roo 1 1 for Itght dImenSIOn. 
can be guid d by 'p cial Relativil;y and de Broglie's intI- du -tion of a Suppose that in frame S the light and the bucket move in the same 
wav m del for parti 1 w guid d by pecial Relativity. . directio~, with ~peeds c and v respectively. Let u be the energy per unit 

Mru< Planck is asso iat · c\. with th cone pt f the photon owmg to volu~e m the lIght-beam. The amount of energy flowing across a plane 
his work n blttck-body radiation. Howev r, when b introduced. tl~e ~xed III S of cross-section A during time t is then uA(ct). The 'intensity ' 
ide.\ fen rgy quan ization he did. not in fa t, have in mind that thIS (or energy flux) I is defined to be the power per unit area, so 

should rv a an w mod I for the clcctromagn tic field. I ' was sum i llt 
for hi pmpo e merely to a 561:1; that euergy wa absorbed by matter 1= uc. (6.23) 
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Fig. 6.6 A parallel beam of light falls 
into a moving bucket. 



114 Further kinematics 

using eqn (6.16). Since this is a 4-gradient of a Lorentz scalar, it is a 

4-vector. 
Writing vp for the phase velocity w/k, we find the associated invariant 

in quantized 'lumps'. It was Einstein who extended the notion to the 
electromagnetic field itself, through his March 1905 paper. This paper is 
often mentioned in regard to the photoelectric effect, but this does not 
do justice to its full significance. It was a revolutionary rethinking of the 
nature of electromagnetic radiation. 
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Therefore when VII < c the 4-wave-vector is spacelike, and when vp > c 
the 4-wave-vector is time-like. For light-waves in vacuum the 4-wave­
vector is null. The invariant also shows that a wave of any kind whose 
phase velocity is c in some reference frame will have that same phase 

velocity in all reference frames. 
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dependen~e on the intensity of the incident light. Rather, the energy 
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to propose the model E = hv relating the energy of the light-particles 
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Fig. 6.6 A parallel beam of light falls 
into a moving bucket. 
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We would like to calculate the amount of energy entering the bucket, 
and compare this between reference frames. To this end it is convenient 
to use the Lorentz invariance of the phase of the wave. We consider the 
energy and momentum that enters the bucket during a period when N 
wavefronts move into the bucket. In frame S these waves fill a total length 
L = N A where A is the wavelength, so the energy entering the bucket is 
E = AAu. Tb p rti 11 or ' lump of til light-field now ill the bu ket 
(we can supp til huck t i. d· p It Ugh bas ~lOt be n abo orb d 
y ) posse sa'S ' n rgy E aud propagate at spc " I . It, follows that i 
momen um must be p = Elc . . ot t hat w hay 11 t invok d a particle 
mod ' I in ol'd r 0 a' crt this' we 11 v m r Iy claim d tha. 1,1 1 r lation 
pi E = vi :.1, which w · koow to be valid for v < . is al 0 va.Jid in til limi 

= . (In ·bapt r 13 w · will show that. de tromagI ti fi Id theory al. 0 

on1:il'ms 7) = Elc for light-way .' .) Applying a Lorentz tl'aIl'5 rmation 
to th n rgy-Illom ntum f the lighl, w btain for the energy part: 

E' = ')'(1 - (3)E = )~ ~ ~E. (6.24) 

By Lorentz transforming the 4-wave-vector (wlc, k), or by using the 
Doppler effect equation (A.10), we obtain for the wavelength 

)..' =)1 +(3 )... 
1 -{3 

Substituting these results in E' = NA' Au' (using that the area A is 
transverse so uncontracted) we find 

, E' 1 - f3 E 
u = N AI A = -1 -+-f3 -N-)"-A 

I' = 1 - f3 I 
1+f3 

wh re he las tep lIses equ (6.23). 

(6.25) 

Two thing ar stril<ing in his argum nt. First, til en · rgy f he light. 
o Cl'ing h bu k do' not t.ransform in th sam way as it. in n ity. 
e ond tho ' lJergy d transform in the same way a the I'requen y. 

Wh · n making all approach to a particl mociel, therefore although oue 
might naiv Iy bave gucs: d tha th par i ·1 n rgy should be onnoct ·d 
to the intellsi~y of t11 lighL we s · . immediately t hat tlus will not worl<: 
it cannot be true in aJ.lr fer nee fram s for a given' t; of v nts. For jus 
as the number of wavefronts entering the bucket is a Lorentz invariant, 
so must the number of particles be: those particles could be detected 
and counted, after all, and the count displayed on the side of the bucket, 
Therefore the energies E and E' that we calculated must correspond to 
the same number of particles, so they are telling us about the energy 
per particle. 

One will soon run into other difficulties with a guess that the particle 
energy is proportional to JI or to IA . It seems most natural to try 



E eX. v, the frequency. Indeed, with the further consideration that we 
need a complete energy-momentum 4-vector for our particle, not just 
a scalar energy, and we have to hand the 4-wave-vector of the light 
with just the right direction in spacetime (i.e., the null direction), it is 
c011lpletely natmal to guess the right model, E = hv and P = 17K 

6.4.3 Group velocity and particle velocity 

Recall eqns (2.70) and (3 .3) for the angle change of the velocity of a 
particle and the wave vector of a plane wave, respectively. We reproduce 
these here for convenience: 

e 
sin eo 

tan = ~--~~~~ 
,(cos eo + v/uo)' 

(6.26) 

e sineo 
tan = , 

,(cos eo + vvp /c2 ) 
(6.27) 

where the frames are labelled S and So, vp == wo/ko is the phase velocity 
of the waves in the frame So, and Uo is the speed of the particle in the 
frame So· These are both examples of a direction-change of a 4-vector, 
so they amount to the same formula: the first can be obtained from the 
second by the replacement Uo ---+ (ko/wo)c2

. However, the result is that 
a particle travelling along at the phase velocity of the waves (i.e., having 
the same speed and direction) in frame So does not in general have the 
same speed or direction as the phase velocity in frame S (if it is riding 
the crest of the wave, it still does so in the new frame but not in the 
normal direction). 

Something interesting emerges if we look at group velocity. The group 
velocity of a set of waves is defined 

dw 
Vg == dk. (6 .28) 

Thus the group velocity depends on the way the frequency of the waves 
is related to their wavevector. There is no general formula for this, 
because it depends on the physical conditions, such as the behaviour 
of the refractive index for light-waves in a transparent medium, or the 
dispersion relation for sound waves, etc. However, an interesting case to 
consider is waves that have the property that K· K is independent of k. 
Note that this does not necessarily have to happen: K· K is guaranteed 
to be Lorentz-invariant, but its value might in general be a function of 
frequency. However, if it does not depend on frequency then we have 

_w2 /e2 + k2 = const. 

After multiplying by e2 and taking the derivative with respect to k, we 
obtain 

dw kc2 e2 

v --- - --
g - dk - w - v . 

p 

(Note that Vg < e if vp > e). 

(6.29) 
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An instance of this case i I Bl'ogli way '. Tho wav satisfy the 
condition K· K = const, the l1 'tant in qll .tion bing - (mclti)2, where 
m is the rest mass of the par tiel · . 'I'll i I a. of de BI' gli waves proceeded 
historically in two stages. The suggestion to treat light-waves in terms 
of particles- photons- came first. The suggestion that all particles had 
associated waves- de Broglie waves-was a profound further step and 
came considerably later. The equation de Broglie proposed for his waves 
was strongly motivated by Special Relativity. 

n·jd ·ra lassi alparti 1 wh . , pc ·d anddirectionuo,Bo in frame 
'0 rna ch(" Lila of the group v loci y of a set of waves, as given by 

(6.29). Th 11 we hav . u = c2lvp . ubst.it.uting this into eqn (6.26) we 
find now tho t. It eh mg in dir etion of the particle motion matches 
that of the wave motion. Also, by using eqn (2.69), the size of the speed 
continues to match the group velocity in the new frame. In short, a group 
of waves at nearby frequencies (a 'wavepacket') behaves like a particle. 
The de Broglie formula relating wavelength of a quantum mechanical 
wavefunction to momentum of the associated particle, A = hlp, comes 
essentially from the 4-vector relationship K = Pili and is fully consistent 
with Special Relativity. It is more general than Schrodinger's equation, 
for example. 

We have just seen that the group velocity of de Broglie waves behaves 
like a particle velocity. The phase velocity can also be given a physical 
interpretation by appealing to Special Relativity. Imagine a group of 
particles sharing the same velocity, and furnish each one with a little 
pointer that rotates. Let these pointers rotate in synchrony in the rest 
frame. Then, in other frames, the events 'pointer is vertical' for the 
group of particles are not simultaneous, but occur at times t = fJ'Yxol c = 
vxlc2 where Xo is the position in the rest frame and we considered 
to = 0 for convenience. Hence the sequence of events at which successive 
pointers r a h til v rti al is a sequence that sweeps down the group of 
par 'icles at th v I 'i y xlt = c2 Iv. This velocity is the phase velocity 
of d Broglie wav . Thus the de Broglie wave can be regarded as a wave 
of simultaneity in the rest frame. The little pointers we imagined in 
this argument correspond, in quantum theory, to the complex numbers 
describing the phase of the wavefunction. 

6.5 Acceleration and rigidity 

Consider a stick that accelerates as it falls. For example, suppose that in 
some reference frame S(x, y, z) a stick is extended along the x direction, 
and remains straight at all times. It accelerates in the y direction all as 
a piece (without bending) at constant acceleration a in S. The worldline 
of any particle of the stick is then given by 

x = Xo 

1 
Y = - at2 

2 

(6.30) 

(6.31) 
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during some interval for which t < cia, where Xo takes values in the 
range -Lo/2 to Lo/2. Lo is the rest length of the stick. 

Now consider this stick from the point of view of a reference frame 
moving in the x direction (relative to 8) at speed v. In the new frame 
the coordinates of a particle on the stick are given by 

(
ctl) ( "( x' _ -"((3 
y' - 0 
Zl 0 

-"({3 0 
"( 0 
o 1 
o 0 

0) ( 'i ) ("((ct - (3X
O
)) o XO "((xo - vt) 

o lat2 = lat 2 
2 2 100 

(6.32) 

Use the first line to express t in terms of t', obtaining t = (t' h + (3xo/ c), 
and substitute this into the rest, to find 

I Xo I 
X = -:y - vt , y' = ~a (~ + (3XO )2. 

2 "( c 
(6.33) 

When we allow Xo to take values between -Lo/2 and Lo/2, these 
equations tells us the location in 8' of the all the particles of the stick, 
at any given t'. It is seen that they lie along a parabola. Fig. 6.7b shows 
the stick in frame 8' at five successive values of t', and Fig. 6.8 shows 
the spacetime diagram. 

This example shows that accelerated motion while maintaining a fixed 
shape in one reference frame will result in a changing shape for the object 
in other reference frames. This is because the worldlines of the particles 
of the object are curved, and the planes of simultaneity for most reference 
frames must intersect such a set of worldlines along a curve. This means 
that, for accelerating objects, the concept of 'rigid' behaviour is not 
Lorentz-invariant. The notion of 'remaining undeformed' cannot apply 
in all reference frames when a body is accelerating (see the exercises for 
fUrther examples). 

A related issue is the concept of a 'rigid body'. In classical physics 
this is a body which does not deform when a force is applied to it; it 
accelerates all of a piece. In Special Relativity this concept has to be 
abandoned. There is no such thing as a rigid body, if by 'rigid' we mean 
a body that does not deform when struck. This is because when a force 
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Fig. 6.7 A rigid stick that l'emains 
straight and parallel to the x axis in 
frame S (left diagram), is here shown 
at five successive instants in frame S' 
(right diagram). T he stick has an ini­
tial velocity in the upwards (+ve y) 
direction and accelerates in the - ve y 
directionj frame S' moves to the right 
(+ve x direction) at speed v relative 
to frame S. (In the example shown the 
stick has proper length 1, v = 0.8, and 
a = -2, all in units where c = 1.). 

worldline 

plane of 
simultaneity 

Fig. 6.8 Spacetime diagram showing 
the world sheet of the accelerating stick 
shown in Fig. 6.7, and a plane of simul­
taneity for frame S' at t' = a (shaded). 
The stick is straight in the reference 
fTame whose axes are indicated by the 
rectangular box (x, y, t)j it is curved 
in the other reference frame because 
the plane of simultaneity intersects its 
worldsheet along a curve. 
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Fig. 6.9 There is no such thing as 
a body that does not deform when 
struck. 

Fig. 6.10 A fast train moves over a 
bridge across a chasm. The rest length 
of the train is equal to that of the 
chasm. The picture shows the situa.­
tion in the rest frame of the bridge, in 
which the train is Lorentz-contracted 
by a factor 3, and therefore the whole 
of the train has to be supported by one 
section of the bridge. 

4 The following discussion is based 
loosely on a treatment by Fayngold. 

~I 

Fig. 6.11 The cable holding up the 
bridge section cannot support the train. 
It breaks, t he section falls, and the train 
drops into the chasm, eventu ally crash­
ing into the far wall. 

is applied to one part of a body, only that part of the body is causally 
influenced by the force. Other parts, outside the future light-cone of 
the event at which the force began to be applied, cannot possibly be 
influenced, whether to change their motion or whatever. It follows that 
the application of a force to one part of body must result in deformation 
of the body. Another way of stating this is to say that a rigid body is 
one for which the group velocity of sound goes to infinity, but this is 
ruled out by the Light Speed Postulate. 

There can exist accelerated motion of a special kind, such that the 
different parts of a body move in synchrony so that proper distances are 
maintained. Such a body can be said to be 'rigid' while it accelerates. 
This is described in section 9.2.1 of chapter 9. 

6.5.1 The great train disaster 

Full fathom five thy father lies, 
Of his bones are coral made: 
Those are pearls that were his eyes, 
Nothing of him that doth fade, 
But doth suffer a sea-change 
Into something rich and strange. 
Sea-nymphs hourly ring his knell: 
Hark! now I hear them, ding-dong, bell. 

(Ariels's song from The Tempest 

by William Shakespeare) 

The relativity of the shape of accelerated objects is nicely illustrated by 
a paradox in the general family of the contra ted tick gliding thr ugh a 
hole (see, for example, The Wonderful World) . Or p rhap ', now that we 
understand Relativity moderat ly well (let us hop ) it i . not a paradox 
so much as another fascinating example of th relativity f simultan iLy 
and the transformation of force .4 

So, imagine a super-train, 300 metres long (rest length), that can 
travel at about 600 million miles per hour, or, to be precise, vlsc/3. 
The train approaches a chasm of width 300 metres (rest length) which 
is spanned by a bridge made of three suspended sections, each of rest 
length 100 metres. Owing to its Lorentz contraction by a factor 1=3, 
the whole weight of the train has to be supported by just one section of 
the bridge; see Fig. 6.10. Unfortunately, the architect has forgotten to 
take this into account: the cable snaps, the bridge section falls, and the 
train drops into the chasm: Fig. 6.11. 

At this point the architect arrives, both shocked and perplexed. 
'But I did take Lorentz contraction into account', he says. 'In fact, 

in the rest fram of til train the cha 'm is ntra t d to 100 metres, sO 
the train em iJy xt nd right over it [as in Fig. 6.12J. Each section of 
the bridge on ly vel' 11a t npport one ninth f th weight of the train. 
I cannot und r tand why it fai l ·d, an I 1 certainly cannot understand 



hOW the train could fall down, because it will not fit into such a short 
chasm.' 

Before we resolve the architect's questions, it is only fair to point 
out that the example is somewhat unrealistic in that, on all but the 
largest planets, the high speed of the train will exceed the escape velocity. 
Instead of pulling the train down any chasm, an ordinary planet's gravity 
would not even suffice to keep such a fast train on the planet surface: 
the train would continue in an almost straight line, moving off into space 
as the planet's surface curved away beneath it. A gravity strength such 
as that near the event horizon of a black hole would be needed to cause 
the crash. However, we could imagine that the train became electrically 
charged by rubbing against the planet's (thin) atmosphere and the force 
on it is electromagnetic in origin, then a more modest planet could 
suffice. 

In any case, it is easy to see that whatever vertical force f' acted on 
each particle of the train in the rest frame of the planet, the force per 
particle in the rest frame of the train is considerably larger: f = If' = 
3f' (see eqn (4.6)). The proper breaking strength of the cable would 
appear to be something less than N f', where N is the number of particles 
in the whole of the train. In the train frame, this breaking strength will be 
reduced (says eqn (4.6)) to something less than N f' h = N f' /3 . Hence, 
in the train frame, the number of particles n that the bridge section can 
support is given by 

n,t < Nth n < Nh2
. (6.34) 

It is not surprising, therefore, that the cable should break when only one 
ninth of the length of the train is on the bridge section (in the train's 
rest frame). 5 

The architect's second comment is that the train in its rest frame will 
not fit horizontally into the chasm. This is of course true. However, by 
using the Lorentz transformation it is easy to construct the trajectories 
of all the particles of the train, and they are as shown in Fig. 6.13. 
The vertical acceleration of the falling train is Lorentz-transformed into 
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Fig. 6.12 The situation in the rest 
frame of the train, when the train has 
run on to the first bridge section. In 
this reference frame the train has its 
300-metre rest length, while the bridge 
and chasm are Lorentz-contracted. The 
architect is perplexed because it is clear 
that the bridge section only needs to 
support one ninth of the train, and in 
any case the t rain cannot possibly fit 
into the chasm. 

5 We are treating a s implified model 
in which the force is evenly distributed 
a long the train, and we do not examine 
the details of the time taken for the 
extension force to propagate along the 
cables of the bridge. We wish merely 
to illustrate that the whole scenario 
can b e consistent between two different 
reference frames. 

Fig. 6.13 The architect failed to 
account for the Lorentz transformation 
of force-in the train's rest frame the 
transverse force on it is larger, and 
the tensile strength of the fast-moving 
bridge cable is smaller. The cable 
cannot support even a small part of 
the train. The architect also failed to 
realise that the vertical acceleration 
of the faIling train corresponds to a 
change of shape of the train in this 
frame, so that it does fit into the 
chasm after all, and strikes the chasm 
wall at the same point as is observed 
in the other reference frame. 
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100m 

Fig. 6.14 

a bending downwards. The train which appeared 'rigid' in the planet 
frame is revealed in the horizontally moving frame to be as floppy as a 
snake as it plunges headlong through the narrow gap in the bridge. 

6.5.2 Lorentz contraction and internal stress 

The Lorentz contraction results in distortion of an object. The con­
traction is purely that: a contraction, not a rotation, but a contraction 
can change angles as well as distances in solid objects. For example, a 
picture frame that is square in its rest frame will be a parallelogram at 
any instant of time in most other inertial reference fTames. The legs of a 
given ordinary table are not at right angles to its surface in most inertial 
reference frames. 

For accelerating bodies, the change of shape associated with a change 
of inertial reference frame is more extreme. Examples are the twisted 
cylinder (see exercise 6.4), and the falling train of the previous section. 
Things that accelerate can suffer a Lorentz-change into something rich 
and strange. 

These observations invite the question: are these objects still in inter­
nal equilibrium, or are they subject to internal stresses? What is the 
difference between Lorentz contraction and the distortion that can be 
brought about by external forces? 

John Bell proposed the following puzzle. Suppose that two short 
identical rockets are at rest relative to a space station S, one behind 
the other, separated by a gap L = 100 metres. They are programmed to 
bla.'3t off simultaneously in reference frame S, and thereafter to burn fuel 
at the same rate. It is clear that the trajectory of either rocket will be 
identical in S, apart from the 100-metre gap. If the front rocket moves as 
x(t), then the back rocket moves as x(t) - L. Therefore their separation 
remains 100 metres in reference frame S. 

Now suppose that before they blast off', a string of rest length Lo = 100 
metres is connected between the rockets, and suppose any forces exerted 
by the string are negligible compared to those provided by the rocket 
engines. Then, in frame S the string will suffer a Lorentz contraction to 
less than 100 metres, but the rockets are still separated by 100 metres. 
So what will happen? Does the string break? 

I hope it is clear to you that the string will eventually break. It under­
goes acceleration owing to the forces placed on it by the rockets. It will 
in turn exert a force on the rockets, and its Lorentz contraction means 
that that force will tend to pull the rockets together to a separation 
smaller than 100 metres in frame S. This means that it begins to act as 
a tow rope. The fact that its length remains (very nearly) constant at 100 
metres in S, whereas it 'ought to' be Lo/" shows us that the engine of 
the rear rocket is not doing enough to leave the tow rope nothing to do: 
the tow rope is being stretched by the external forces. The combination 
of this stretching and the Lorentz contraction results in the observed 
constant string length in fTame S. 



Such a string is not in internal equilibrium. It will only be in internal 
equilibrium, exerting no outside forces, if it attains the length Lol" As 
the rockets reach higher and higher speed relative to S, "'f gets larger and 
larger, so the string is stretched more and more relative to its equilibrium 
length. If you need to be further convinced of this, then jump aboard 
the rest frame of the front rocket at some instant of time, and you 
will find the back rocket is trailing behind by considerably more than 
100 metres. At some point the material of the string cannot withstand 
further stretching, and the string breaks. 

In the study of springs and Hooke's law, the length of a spring when 
it exerts zero force is called its 'natural' length. In Special Relativity 
we call the length of a body in the rest frame of the body its 'proper' 
length: you might say this is the length that it 'thinks' it has. The proper 
length is, by definition, a Lorentz invariant. The natural length depends 
on reference frame, however, and the proper length does not have to be 
equal to the natural length. 

A spring with no external forces acting on it, and for which any 
oscillations have damped away, will have its natural length. Suppose 
that length is Ln(O) in the rest frame of the spring. In inertial reference 
frames moving relative to the spring in a direction along its length, the 
natural length will be Ln(v) = Ln(O)h. 

We now have three lengths to worry about: the length L that a body 
actually has in any given reference frame, its natural length Ln (v) in 
that reference frame, and its proper length La . The Lorentz contraction 
affects the length and the natural length. A stretched or compressed 
spring has a length in any given reference frame different from its natural 
length in that reference frame. Its proper length is La = "'fL. If L /=Ln(v) 
then La =I=- Ln(O): i.e., a stretched or compressed spring has a proper 
length different from what the natural length would be in its rest frame. 

In the example of the rockets joined by a string, in reference frame S 
the natural length of the string shortens, but the string does not, owing 
to the forces on it. In the sequence of rest frames of the centre of the 
string the natural length is constant but the actual length grows, owing 
again to the forces which stretch it. 

If a moving object is abruptly stopped, so that all of its parts stop at 
the same time in a reference frame other than the rest frame, then the 
length in that frame remains constant but the proper length gets shorter 
(it was "'fL, now it is L). If the object was previously moving freely with 
no internal stresses, then now it will try to expand to its new natural 
length, but it has been prevented from doing so. Therefore, it now has 
internal stresses: it is under compression. 

Similarly, if an object having no internal stresses is set in motion so 
that all parts of the object get the same velocity increase at the same 
time in the initial rest frame S, then the length of the object in S stays 
constant while the proper length gets longer (it was L, now it is "'f L). 
Since the proper length now exceeds the proper natural length, such a 
procedure results in internal stresses such that the object is now under 
tension. 
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More gen rally to di! v r wh 'ther int rnal stres ar pres nt, i 
tlffi' to discover wh thcr the distance b wen neighbouring pal'ti les 

of a bod j different from he Dl\ ural di tanc . In the example of 'h 
great train elisa tel', the train is withou intel'nnl tl' . as it bcnds during 
t11 £re fall. The pa's ng 1'S too are wiLhout int rnal tress- x pt the 
py chologi al ki.nd of our . If the natlU'al (un tress 'cl) hap of all 

ac eleratiug 01 je \, r mains . traight in some in rtial referen frame, 
t11 u in most Lher refer n frame th · natmal (lUlStr sed) bap·' will 
be bent and/or twisted. 

6.6 General Lorentz boost 

So far we hav consider d the LOl'elltz transformation only for ('I, pair 
of [. ference [ram ill th taudard conngmation where i ha th 
simple foml presented in eqn (2.32). 10l'e g ·ncrally inert.ial re£·renc 
fram . an have relative motion in a dir ·tion no aligned wi b their 
ax , and they can be rotated or . uffer l' fl ,cLions with re 'pect to 
on an tll r. 11 di. tinguish tlles po sibiliti s th Lnmsf rmation for 
th where the a.Xe5 of two reference frames are mutually align d, 
but 1,11 y have a non-zero r lai;ive velocity, is al1ed a. L01'enLz boo, t. 
A mol' gen raJ transformation, involving a rotation of oO.1'dinat ax s 
as w II as a relative v 1 'iLy, is called a Lorentz transformation but no 
abo t. 

Th mo t general Lor · ntz boo. t, 1 · refol' , is for the case of two 
reC l' II frame f aligned axe , whos reI Llv v 10 'ity v is in orne 
a.rbitrary dire tio]) l' lative to tho e ax . In rder L btnin Lh · matrix 
repres nting . uch a general boost, it i instructive to writ th imp! l' 

case given in qn (2.32) in he vector form: 

et' = 'Y(et - (3. x ) 

x' = x + ( -'Yet + L{3. x) {3 
1+'Y 

This gives a strong hint that the general Lorentz boost is 

(6.35) 

(6.36) 

where a = 'Y2 /( 1 + 'Y) and the lower left part of the matrix can be filled 
in by using the fact that the whole matrix is symmetric. One can prove 
that this matrix is indeed the right one by a variety of dull but thorough 
methods; see the exercises. 



6.7 Lorentz boosts and rotations 125 

6.7 Lorentz boosts and rotations 

Suppose a large regular polygon (e.g., 1 km to the side) is constructed 
out of wood and laid on the ground. A pilot then flies an aircraft around 
this polygon (at some fixed distance above it); see Fig. 6.15a. 

Let N be the number of sides of the polygon. As the pilot approaches 
any given corner of the polygon, he observes that the polygon is Lorentz­
contracted along his flight direction. If, for example, he considers the 
right-angled triangle formed by a continuation of the side he is on and a 
hypotenuse given by the next side of the polygon, then he will find the 
lengths of its sides to be (Lo cos ()) hand Lo sin (), where () = 27r / N; see 
Fig. 6.15b. He deduces that the angle he will have to turn through, in 
order to fly parallel to the next side, is ()' given by 

tan ()' = "( tan O. (6.37) 

Having made the turn, he can also consider the side receding from him 
and confirm that it makes this same angle 0' with the side he is now on. 

For large N we have small angles, so 

(6.38) 

After performing the manoeuvre N times, the aircraft has completed 
one circuit and is flying parallel to its original direction, and yet the 
pilot considers that he has steered through a total angle of 

NO' = ,,(27r. (6.39) 

Since "( > 1 we have a total steer by more than two pi radians, in order 
to go once around a circuit! The extra angle is given by 

/).0 = NO' - 27r = b - 1)27r. (6.40) 

This is a striking result. What is going on? Are the pilot's deductions 
faulty in some way? Perhaps something about the acceleration needed 
to change direction renders his argument invalid? 

It will turn out that the pilot's reasoning is quite correct, but some 
care is required in the interpretation. The extra rotation angle is an 
example of a phenomenon called Thomas- Wigner rotation. 6 It is also 

(b) 

6 The effect was discovered by Thomas 
in the context of atomic physics, and 
subsequently elucidated more generally 
by Wigner. 

Fig. 6.15 (a) An aircraft flies around 
a regular polygon. The polygon has N 
sides, each of rest length Lo. The angle 
between one side and the next, in the 
polygon rest frame, is () = 27r / N. (b) 
shows the local situation in the rest 
frame of the pilot as he approaches a 
corner and is about the make a turn 
through ()'. Since ()' > (), the pilot con­
siders that the sequence of angle turns 
he makes, in order to complete one cir­
cuit of the polygon, amounts to more 
than 360°. 
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A 
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ft n ailed Thoma preces ion, because it wa, first dis 'over -cl as a 
'hanging direc ion of an angular mom uturn vector. We wi11 PI' vide 
the inG·rpr tat ioD anel som mol' d tails in s tion 6.7.2. Fir L we need 
a 1'e \.lIt 'on erning a simple family of thl' _. in r iru l'cferenc frame. 

6.7.1 Two b oosts at r ight angles 

Fig. 6.l6 show, a s ·t f three refer nc frw 1 ax $, rill a lign d with 
one another at any instanL of time in frame Sf. Frame 8" is moving 
ilorizontally with resp ct to I at 'p ed ·U. Fram is moving v ·'c ically 
witI. reo p t to S' at spe cI n. L tAb a particle aL th origin of an I, 
E b · a pal' i I at the origin of S". 

~ 

W will ·al 'ulate th al1g1b "tw , n t.h Jiue AB and th . '-axis of , 
and then Lh angl o b tween AB and th x"-axi. f " . This will l' veal 
an inter tjng phenom non. 

u:s consider Lh - situation in . Here A • tays fix d at the origin and 
B moves. \i e u · Lhe velo -ity trrulsfonnatioJ1 equation: (2.27) noting 
tha we bave th iulple as · w 11 ' 1" the pair of vel i Lies to b , added' are 
muttlally orthogonal. In I th vel0 i y components of B ar (horizontal, 
vertical) =(v, O), herefol'e in S hey ar (vh(u) -1t). Th r fore the 
angle () betw en AB and th :z;-axis f frame S is given by 

y" 

S' S" 

v 

B 
x:~ B x" 

Fig, 6 .16 Two squares (i. .. , each is (l. solid object hat is quare ill it rest frame: it helps to t hink of hero liS physical bodies, 
not jus a bstrac lines) of the same proper dimensi )15 are ill relative motion . 111 frame ," til white , quare mov upwl\J'ds at 
speed U (uld lh grey squar moves to the right a.t sp cd tI, T he Iltral diagra m shows t he. iL\latic)n at some instant of t ime ill 
Sf: each square is contracted a lon g its direotion f moti n. ~ame S is t he rest hune of the wh.!te squarej g" is 11 rest kame of 
the grey sqmu·e. A and B ar particles at the origins of Sand S" resp ctively. T he I ft and right d iagranl" show tbe situation 
at some instant of time i.n <Llld S" respectiv Iy. The reference CraJ1le axes of and SI/ have been chosen parall I ~o the sides 
of t he Axed square in each case; t hose of Sf have been chosen parallel Lo the sides of both objeots as LJ1CY IlT observed in tba~ 
frame. Note that there are three diagrams b re, not onel T he diagnuTIS have been oriented so as to bri ng out til fac that S 
and S' III' mutually a ligned and I and S" are mu~ually al igl1ed. However the fact "hat Sand "are not mutually aligned 
i not directly lndicated, i t hall to be in~ rr d. The II I'roW AS on Lha left diagram indicates the velocity of 8" relative to S. 
The ~rl'OW BA on the right. diagram indicates the velocity of relative to 8". These two velocities are colillear (they a l'e equal 
ilnd opposite). T he dashed squares in S a..tId g" sbow a. sha.pe that, if Loren'/, contracted a long t h relative vela ity AB , would 
give t he ohserved parallelogram shape of t he moving bject in that reference frame. It is clear from. this tim the rela ionship 
between and 1/ is a boos t combined with a rotation, not a boost alone. This \·otatioll is ~he kinematic eITec"t Umt give.,> rise 
to t he T homas precession. Take a long look at this figure: there is a. lot her i shows possibly the most mind-bending aspec~ 
of Special Rela.tivity! 
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N ow consider the situation in S". Here B is fixed at the origin, and A 
tD0ves. In S' the velocity components of A are (0, u) so in S" they are 
(-v, uh(v)). Therefore the angle 8" between AB and the x"-axis of 
frame S" is given by 

u 
tan8" =-. 

v"(v 
(6.42) 

Thus we find that 8 /=8". Since the three origins all coincide at time 
zero, the line AB is at all times parallel to the relative velocity of S 
and S". This velocity is constant, and it must be the same (equal and 
opposite) when calculated in the two reference frames whose relative 
tDOtion it describes. Therefore the interpretation of 8 /=8" must be that 
the coordinate axes of S are not parallel to the coordinate axes of S" 
(when examined either in reference frame S or in S"). 

This is a remarkable result, because we started by stating that the 
axes of Sand S" are mutually aligned in reference frame S'. It is as 
if we attempted to line up three soldiers, with Private Smith aligned 
with Sergeant Smithers, and Sergeant Smithers aligned with Captain 
Smitherson, though somehow Private Smith is not aligned with Captain 
Smitherson. With soldiers, or lines purely in space, this would not be 
possible. What we have found is a property of constant-velocity motion 
in spacetime, owing to the relativity of simultaneity. 

The sequence of passing from frame S to S' to S" consists of two 
Lorentz boosts, but the overall result is not merely a Lorentz boost to the 
final velocity w, but a boost combined with a rotation. Mathematically, 
this is 

A(v)A( -u) = R(6.8)A(w) (6.43) 

where 6.8 = 8 - 8" and w = (v/"(u, -u, 0) is the velocity of S" relative 
to S. We have proved the case where u and v are orthogonal. We will 
show in sections 6.8 and 6.9 that the pattern of this result holds more 
generally: a sequence of Lorentz boosts in different directions gives a 
net result that involves a rotation, even though each boost on its own 
produces no rotation. The rotation angle for orthogonal u and v can be 
obtained from eqns (6.41) and (6.42) using the standard trigonometric 
formula, tan(8 - 8") = (tan 8 - tan8")/(1 + tan8tan8"): 

tan 6.8 = uvbu"(v -1). 
u2"(u + v2"(v 

(6.44) 

Note that the rotation effect is a purely kinematic result: it results 
purely from the geometry of spacetime. That is to say, the amount 
and sense of rotation is determined purely by the velocity changes 
involved, not by some further property of the forces which cause the 
velocity changes in any particular case. It is at the heart of the Thomas 
Precession, which we will now discuss. 
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Fig. 6.17 Parallel transport on the 
surface of a sphere (see text). 

6.7.2 The Thomas precession 

Let us return to the thought experiment with which we began section 6.7: 
the aircraft flying around the polygon. This thought experiment can be 
understood in terms of the rotation effect that results from a sequence of 
changes of inertial reference frame, as discussed in the previous section. 
The pilot's reasoning is valid, and it implies that a vector carried through 
a sequence of velocity changes by parallel transport in velocity-space will 
undergo a net rotation: it will finish pointing in a direction different to 
the one in which it started. 

Parallel transport is the type of transport when an object is translated 
as a whole, in some given direction, without rotating it. For example, if 
you pass someone a book, you will normally find that your action will 
rotate the book as your arm swings. However, with care you could adjust 
the angle between your hand and your arm, as your hand moves, so as 
to maintain the orientation of the book fixed. That would be a parallel 
transport. 

Parallel transport in everyday situations (in technical language, in 
flat Euclidean geometry) never results in a change of orientation of an 
object. However, it is possible to define parallel transport in more general 
scenarios, and then a net rotation can be obtained. To get a flavour of this 
idea, consider motion in two dimensions, but allow the 'two dimensional ' 
surface to be curved in some way, such as the surface of a sphere (Fig. 
6.17). Define 'parallel transport' in this surface to mean the object has 
to lie in the surface, but it is not allowed to rotate relative to the nearby 
surface as it moves. For a specific example, think of carrying a metal bar 
over the surface of a non-rotating spherical planet. Hold the bar always 
horizontal (i.e., parallel to the ground at your location), and when you 
walk make sure the two ends of the bar move through the same distance 
relative to the ground: that is what we mean by parallel transport in this 
example. Start at the equator, facing north, so that the bar is oriented 
east- west. Walk due north to the north pole. Now, without rotating 
yourself or the bar, step to your right, and continue until you reach the 
equator again. You will find on reaching the equator that you are facing 
around the equator, and the bar is now oriented north- south. Next, 
again without turning, walk around the equator back to your starting 
point. You can take either the long route by walking forwards, or the 
short route by stepping backwards. In either case, when you reach your 
starting point, the bar, and your body, will have undergone a net rotation 
through 90°. 

In the case of the aircraft flying around a polygon, the transport of 
the rod is not a parallel transport in spacetime (spacetime is not curved 
in Special Relativity), but the rotation can be conveniently understood 
by relating it to a parallel transport in a certain abstract space. This 
is a 4 -velocity space which we define by setting up axes in the Ut , UX

, 

UY, UZ 'directions'. Then the set of allowed 4-velocities does not fill the 
space, but lies on the region defined by the constraint U . U = _c2 . This 
is the equation of a hyperboloid of revolution: 
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(6.45) 

This hyperboloid of revolution is a curved 3-surface (Fig. 6.18); let 
US call it 1£. Now use the fact that, in any frame with 4-velocity U, 
the hyperplane of simultaneity for that frame is orthogonal to U, and 
therefore it is parallel to (i.e., tangential to) the surface 1£. As a physical 
object, such as a straight rod, is accelerated from one velocity to another, 
its 4-velocity moves around 1£, and we can imagine that the object also 
casts a short straight 'shadow' onto 1£, signifying its spatial orientation. 
A Lorentz boost through a small velocity change will move the 4-velocity 
to a nearby point in 1£, in such a way that the shadow moves by a parallel 
transport: this signifies that the object was accelerated without rotating 
it relative to the instantaneous rest frame. Nonetheless, after a series 
of such boosts, finishing back at the initial velocity, the shadow has 
rotated owing to the fact that 1£ is not flat, and this implies that the 
physical object (the straight rod, or whatever) must have undergone a 
net rotation in space, relative to any unaccelerated object.7 

In the aircraft example, the aircraft did not undergo such a transport, 
but if the pilot kept next to him a rod, initially parallel to the axis of 
the aircraft, and made it undergo acceleration by a sequence of Lorentz 
boosts without rotation, then after flying around the polygon he would 
find the rod was no longer parallel to the axis of the aircraft. He could 
ensure that the rod had a parallel transport in velocity space by applying 
each required velocity change to all particles of the rod simultaneously 
in the instantaneous rest frame. His observations of his journey convince 
him that the angle between himself and such a rod increases by more 
than 3600

, and he is right. On completing the circuit in an anticlockwise 
direction, the aircraft is on a final flight path parallel to its initial one, 
but the rod has undergone a net rotation clockwise; see fig. 6.19. If 
instead of a rigid rod we consider a gyroscope, with its axis aligned with 
the rod, then this axis also will rotate, by exactly the same amount as 
the rod, and such a rotation is called 'Thomas precession'. 

More generally one may speak of Thomas- or Wigner- rotation of 
a 'vector'. This is simply to liberate the definition from the need to 
talk about any particular physical object, but note that such a vector 
ultimately has to be defined in physical terms. It is a mathematical 
quantity behaving in the same way as a spatial displacement in the 
instantaneous rest frame, where, as always, spatial displacement is dis­
placement relative to a reference body in uniform motion. 

Is there a torque? 

Students (and more experienced workers) are sometimes confused about 
the distinction between kinematic and dynamic effects. For example, 
the Lorentz contraction is a kinematic effect because it is the result of 
examining the same set of worldlines (those of the particles of a body) 
from the perspective of two different reference frames. Nonetheless, if 
a given object starts at rest and then is made to accelerate, then any 

Fig. 6.18 The 4-velocity surface 'H. 

7 For further details, see S. Ben­
Menahem, J. Math. Phys. 27, 1284 
(1986). 

Fig. 6.19 The evolution, in ordinary 
space, of an object (e.g., a wooden 
arrow) when it undergoes a parallel 
transport in velocity-space, such that 
it is carried around a circle in some 
inertial reference frame. 'Parallel trans­
port in velocity-space' means that at 
each moment, the evolution in the next 
small time interval can be described by 
a Lorentz boost- that is, an accelera­
tion without rotation. 
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Fig. 6.20 Analysis of motion around 
a circle. The 'lab' frame 8 is that of the 
fixed circle. Frames 8' and 8" are suc­
cessive rest frames of an object moving 
around the circle. The axes of S" and 
8' are arranged to be parallel in either 
of those frames . (Therefore they are not 
parallel in frame 8 which has been used 
to draw the diagram). The box shows 
the velocities of 8 and 8" relative to 8'. 

change in its shape in a given frame (such as the initial rest frame) 
is caused by the forces acting on it-a dynamic effect. The concept of 
Lorentz contraction enables us to see what kind of dynamical contraction 
is the one that preserves the proper length. To be specific, if a rod starts 
at rest in S and then is accelerated to speed v in S by giving the same 
velocity-change to all the particles in the rod, then if the proper length is 
to remain unchanged, the particles must not be pushed simultaneously 
in S. Rather, the new velocity has to be acquired by the back of the rod 
first. No wonder, then, that it contracts. 

In the case of Thomas rotation, similar considerations apply. Recall 
the example of the aircraft, and suppose that the aircraft first 
approached the polygon in straight line flight along a tangent, and then 
flew around it. From the perspective of a reference frame fixed on the 
ground, the rod initially has a constant orientation (until the aircraft 
reaches the polygon), and then it begins to rotate. It must therefore be 
subject to a torque to set it rotating. It is not hard to see how the torque 
arises. Transverse forces on the rod are needed to make it accelerate 
with the aircraft around the polygon. If the application of these forces 
is simultaneous in the rest frame of the aircraft, then in the rest frame 
of the polygon the force at the back of the rod happens first, so there is 
a momentary torque about the centre of mass. 

In the case of a gyroscope there must exist a torque in any inertial 
frame relative to which the gyroscope precesses, because its angular 
momentum vector changes. This is explored further in chapter 15. 

The two effects (Thomas rotation and Lorentz contraction) are close 
companions. They both arise from the way planes of simultaneity asso­
ciated with one inertial reference frame or another 'slice up' spacetime 
differently. 

6.7.3 Analysis of circular motion 

We shall now analyze the case of motion around a circular trajectory. We 
already know the answer because the simple argument given at the start 
of this section for the aircraft flying above the polygon is completely 
valid, but to get a more complete picture it is useful to think about the 
sequence of rest frames of an object following a curved trajectory. 

Fig. 6.20 shows the case of a particle following a circular orbit. The 
axes xy are those of the 'laboratory' frame S in which the circle is at 
rest. The particle is momentarily at rest in frame S' at proper time T and 
in frame S" at the slightly later proper time T + dT. The axes of both 
S and of S" are constructed to be parallel to those of S' for an observer 
at rest in S'. Nevertheless, as we have already shown in section 6.7, the 
axes of Sand S" are not parallel in S or S". 

Let ao be the proper acceleration of the particle at proper time T. 

This is the acceleration it has in the instantaneous rest frame S'. During 
the next small time interval, the velocity change, as observed in frame 
S', is 
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dyo = aodT. (6.46) 

Tbis gives the velocity of S" reJative to $' . The accelera!;ion ao is direct d 
towa.t·ds t he entre of the ci.r Ie, which at th ill taut ind icat d in the 
diagram is in ~he v rticaI direction so the velocity of S" relative to 8' 
b9.S components (0, dvo). 

L L v be the velocity of I relative to 8 . This· j~ horizontal at t he 
chosen instant. y and dyo are mutually perpendicular, so we have a 
situation exactly as was discussed in section 6.7, with the speeds u and 
v noW replaced by dvo and v. Angles e and e" (eqns (6.41) and (6.42)) 
are both small, so we have 

e = dVOI'(dvo) , 
v 

(6.47) 

Using /,(dvo) ':::'. 1, we find that the rotation of the rest frame axes is by 

de = e - e" = d~o (1 - ~). (6.48) 

In this equation, dvo is a velocity in the instantaneous rest frame, 
whereas v is a velocity of that frame relative to the centre of the circle. 
It is more convenient to express the result in terms of quantities all 
in the latter frame. The size of the change in velocity observed in S is 
Idyl = dvoh (by using the velocity addition equations, (2.27)). Hence 

de = Idyl (!' - 1). 
v 

(6.49) 

The motion completes one circuit of the circle when J Idyl = 21T"v, at 
which point the net rotation angle of the axes is 21T"(!' - 1), in agreement 
with eqn (6.40). 

We conclude that the axes in which the particle is momentarily at 
rest, when chosen such that each set is parallel to the previous set for 
an observer on the particle, are found to rotate in the reference frame 
of the centre of the circle (and therefore in any inertial reference frame) 
at the rate 

de a 
dt = :;; (!' -1), (6.50) 

and it is easy to check that the directions are such that this can be 
written in vector notation 

a /\ y /,2 

WT = ~1+/,' (6.51) 

where we made use of eqn (2.10). In fact, the derivation did not need to 
assume that the motion was circular, and we can always choose to align 
the axes with the local velocity, so we have proved the vector result (6.51) 
for any motion where the acceleration is perpendicular to the velocity. 
By analysing a product of two Lorentz boosts, it can be shown that the 
result is valid in general. 
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Application 

In order to apply eqn (6.51) to dynamical problems, one uses a standard 
kinematic result for rotating frames (whether classical or relativistic): 
namely, that if some vector s has a rate of change (ds/dt)rot relative to 
axes that are themselves rotating with angular velocity WT, then its rate 
of change relative to non-rotating axes is 

(dS) = (dS) + WT 1\ s. 
dt nonrot dt rot 

(6.52) 

The dynamical equations applying in the instantaneous rest frame will 
dictate the proper rate of change ds/dT of any given vector s describing 
some property of the particle. For a particle describing circular motion 
the sequence of instantaneous rest frames supplies axes rotating at wT, 
to which eqn (6.52) applies, with the substitution 

(dS) 1 (dS) 
dt rot = -;y dT rest frame ' 

(6.53) 

For motion which is curved but not circular, the equation applies to each 
short segment of the trajectory. 

For electrons in atoms there is a centripetal acceleration given by the 
Coulomb attraction to the nucleus, a = -eE/m where E is the electric 
field at the electron, calculated in the rest frame of the nucleus, and -e 
is the charge on an electron. For atoms such as hydrogen, the velocity 
v « c so we can use 'Y ~ 1 and we obtain to good approximation, 

ev 1\ E 
WT = 2mc2 . (6.54) 

The spin-orbit interaction calculated in the instantaneous rest frame of 
the electron gives a Larmor precession frequency 

-98J.LB v 1\ E 
wL=--li-~' (6.55) 

where 9s is the gyromagnetic ratio of the spin of the electron and the 
Bohr magnet on is J.LB = eli/2m. To find what is observed in an inertial 
frame, such as the rest frame of the nucleus, we must add the Thomas 
precession to the Larmor precession, 

(
-9SJ-LB e )VI\E e vl\E 

W = WL +WT = - li- + 2m ~ = - 2m (98 -1)~ (6.56) 

If we now substitute the approximate value 98 = 2, we find that the 
Thomas precession frequency for this case has the opposite sign and 
half the magnitude of the rest frame Larmor frequency. This means that 
the precession frequency observed in the rest frame of the nucleus will 
be half that in the electron rest frame. More precisely, the impact is to 
replace 98 by 9s - 1 (not 9s/2): it is an additive, not a multiplicative 
correction (see exercise 6.12). 

The above argument treated the motion as if classical rather than 
quantum mechanics was adequate. This is wrong. However, upon 



6.8 Generators of boosts and rotations 133 

re_examining the argument starting from Schrodinger's equation, one 
finds that the spin-orbit interaction gives a contribution to the potential 
energy of the system, and the precession of the spin of the electron 
may still be observed. For example, when the electron is in a non­
stationary state (a superposition of states of different orientation), the 
spin direction precesses at W L in the rest frame of the electron, and 
at WL + WT in the rest frame of the nucleus. This precession must be 
related to the gap between energy levels by the universal factor Ii, so 
it follows that eqn (6.56), after multiplying by Ii, must describe the 
observed energy level splittings. 

6.8 Generators of boosts and rotations 

For frames in the standard configuration, the Lorentz transformation 
matrix can be written, to first order in (3, as 

(

0 1 0 0) 1 0 0 0 
A'::::.I-(3 0 0 0 0 

000 0 

where I is the identity matrix. Since 'Y( v) is an even function, the lowest 
order neglected terms are 0((32) on the diagonal and 0((33) elsewhere. 

It is easy to see that boosts in the other two coordinate directions can 
be written in matrix terms in a similar way, and so can pure rotations. 
We introduce the sets of matrices 

o 0 
o 0 
o 0 
o 0 

1 0 
o 0 
o 0 
o 0 

001 
000 
000 
000 

). 

). 
} 

Then a small boost in an arbitrary direction can be written 

1- ((3xKx + (3yKy + (3zKz ) 

and a small rotation can be written 

1- (fJxSx + fJySy + fJzSz ) 

(6.57) 

(6.58) 

(6.59) 

where the direction of () = (fJx, fJy, fJz) gives the rotation axis, and the 
size fJ (which is here small) gives the amount of rotation. 
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8 The exponential of a matrix M 
is defined exp(M) == 1 + M + M2/2! + 
M3/31 + .... It can also be calculated 
from exp(M) = U exp(MD)Ut, where 
MD is a diagonalized form of M: i.e. , 
MD = ut MU where U is the (unitary) 
matrix whose columns are the normal­
ized eigenvectors of M. 

The matrices K x, K y , Kz do not commute: 

(6.60) 

whicb the reader is invited to verify. It follows that Lorentz boosts in 
different dir ctions do not commute, and the Thomas-Wigner rotation 
also follows. onsider, for example, a sequence of four boosts around a 
squar - that i , the sequence 

(6.61) 

(plus terms of 0(132
)). This corresponds to a boost by f3c in the x­

direction, then the y-direction, then the negative x-direction, then the 
negative y-direction. The term of 0(13) in this expression is 

f3 K y + f3K x - f3Ky - f3Kx = 0 

therefore the lowest order term involving 13 is the quadratic term, and 
in order to calculate it fully we should include the 0(13 2 ) terms in the 
expression for each boost , replacing eqn (6.61) by 

A = (I + f3Ky + ~2 K;) (I + f3 K x + ~2 K;) (I _ f3 K y + ~2 K~) 

(I - f3Kx + ~2 K; ) 
By expanding the brackets and neglecting terms of 0(133 ) one finds 

(6.62) 

Using eqn (6.60), this is a rotation about the z axis by an angle - 132 , in 
agreement with two applications of eqn (6.44). 

The matrices K x , K y , K z are said to generate Lorentz boosts , and the 
matrices Sx, Sy, Sz are said to generate rotations. All possible boosts 
and rotations can be formed by combining them (e.g., a large rotation 
can always be decomposed into many small rotations). 

It can be shown that a general boost and rotation can be written8 

A = e-p·K- (}.s (6.63) 

where p is a rapidity vector, () is a rotation angle (the direction of the 
vector specifying the axis of rotation). This result is easy to verify for 
simple cases. For example, a boost in the x direction would be given by 
() = 0 and p = (p, 0, 0) with tanhp = vic. 

6.9 The Lorentz group* 

A product of two rotations is a rotation, but a product of two Lorentz 
boosts is not always a Lorentz boost (cf. eqn (6.43)). This invites one 
to look into the question: to what general class of transformations does 
the Lorentz transformation belong? 

We define the Lorentz transformation as that general type of transfor­
a,tion of coordinates that preserves the interval _(ct)2 + x 2 + y2 + z2 

~!lchanged. Using eqn (2.48) this definition is conveniently written 

L == {A: AT gA = g}. (6.64) 

where L is the set of all Lorentz transformations, A is a general Lorentz 
tra,Ilsformation, and 9 is the Minkowski metric defined in eqn (2.46). 

We will now prove that the set L is in fact a group, and furthermore 
it can be divided into 4 distinct parts, one of which is a sub-group. Here 
a, rnathematical group is a set of entities that can be combined in pairs , 
such that the combination rule is associative (i.e., (ab)c = a(bc)), the set 
is closed under the combination rule, there is an identity element and 
every element has an inverse. Closure here means that for every pair of 
elements in the set, their combination is also in the set. We can prove all 
these properties for the Lorentz group by using matrices that satisfy eqn 
(6.64). The operation or 'combination rule' of the group will be matrix 
rnultiplication. The matrices are said to be a representation of the group. 

(1) Associativity. This follows from the fact that matrix multiplication 
is associative. 

(2) Closure. The net effect of two successive Lorentz transformations 
X -+ XI -+ X" can be written X" = A2AIX, The combination A2Al is a 
Lorentz transformation, since it satisfies eqn (6.64): 

(A2Al)T gA2 A1 = Ai Af gA2Al = Ai gAl = g. 

(3) Inverses. We have to show that the inverse matrix A -1 exists and is 
itself a Lorentz transformation. To prove its existence, take determinants 
of both sides of AT gA = 9 to obtain 

but Igl = -1 so 

IAI = ±1. (6.65) 

Since IAI /= 0 we deduce that the matrix A does have an inverse. To show 
that A- I satisfies eqn (6.64) we need a related formula. First consider 

(Ag) (AT gA)(gAT ) = Ag3 AT = AgAT 

Now (following Taylor) pre-multiply by (AgAT g)-I: 

AgAT = g-l (6.66) 

where we used (AB)-1 = B-1 A-I (eqn (1.13)), and we can be sure that 
(AgAT g)-1 exists because IAgAT gl = IAI21g12 = 1. Now, to show that 
A -1 is a Lorentz transformation, take the inverse of both sides of (6.66): 

(6.67) 

which shows A -1 satisfies the condition eqn (6.64). 

6.9 The Lorentz group 135 
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8 The exponential of a matrix M 
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matrix whose columns are the normal­
ized eigenvectors of M. 
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direction, then the y-direction, then the negative x-direction, then the 
negative y-direction. The term of 0(13) in this expression is 

f3 K y + f3K x - f3Ky - f3Kx = 0 

therefore the lowest order term involving 13 is the quadratic term, and 
in order to calculate it fully we should include the 0(13 2 ) terms in the 
expression for each boost , replacing eqn (6.61) by 
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Using eqn (6.60), this is a rotation about the z axis by an angle - 132 , in 
agreement with two applications of eqn (6.44). 

The matrices K x , K y , K z are said to generate Lorentz boosts , and the 
matrices Sx, Sy, Sz are said to generate rotations. All possible boosts 
and rotations can be formed by combining them (e.g., a large rotation 
can always be decomposed into many small rotations). 

It can be shown that a general boost and rotation can be written8 

A = e-p·K- (}.s (6.63) 

where p is a rapidity vector, () is a rotation angle (the direction of the 
vector specifying the axis of rotation). This result is easy to verify for 
simple cases. For example, a boost in the x direction would be given by 
() = 0 and p = (p, 0, 0) with tanhp = vic. 

6.9 The Lorentz group* 

A product of two rotations is a rotation, but a product of two Lorentz 
boosts is not always a Lorentz boost (cf. eqn (6.43)). This invites one 
to look into the question: to what general class of transformations does 
the Lorentz transformation belong? 

We define the Lorentz transformation as that general type of transfor­
a,tion of coordinates that preserves the interval _(ct)2 + x 2 + y2 + z2 

~!lchanged. Using eqn (2.48) this definition is conveniently written 

L == {A: AT gA = g}. (6.64) 

where L is the set of all Lorentz transformations, A is a general Lorentz 
tra,Ilsformation, and 9 is the Minkowski metric defined in eqn (2.46). 
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such that the combination rule is associative (i.e., (ab)c = a(bc)), the set 
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these properties for the Lorentz group by using matrices that satisfy eqn 
(6.64). The operation or 'combination rule' of the group will be matrix 
rnultiplication. The matrices are said to be a representation of the group. 

(1) Associativity. This follows from the fact that matrix multiplication 
is associative. 

(2) Closure. The net effect of two successive Lorentz transformations 
X -+ XI -+ X" can be written X" = A2AIX, The combination A2Al is a 
Lorentz transformation, since it satisfies eqn (6.64): 

(A2Al)T gA2 A1 = Ai Af gA2Al = Ai gAl = g. 

(3) Inverses. We have to show that the inverse matrix A -1 exists and is 
itself a Lorentz transformation. To prove its existence, take determinants 
of both sides of AT gA = 9 to obtain 

but Igl = -1 so 

IAI = ±1. (6.65) 

Since IAI /= 0 we deduce that the matrix A does have an inverse. To show 
that A- I satisfies eqn (6.64) we need a related formula. First consider 

(Ag) (AT gA)(gAT ) = Ag3 AT = AgAT 

Now (following Taylor) pre-multiply by (AgAT g)-I: 

AgAT = g-l (6.66) 

where we used (AB)-1 = B-1 A-I (eqn (1.13)), and we can be sure that 
(AgAT g)-1 exists because IAgAT gl = IAI21g12 = 1. Now, to show that 
A -1 is a Lorentz transformation, take the inverse of both sides of (6.66): 

(6.67) 

which shows A -1 satisfies the condition eqn (6.64). 
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Fig. 6.21 The structure of the Lore­
ntz group. The proper orthochronous 
set Lt is a subgroup. It is continuous 
and six-dimensional. The other subsets 
can be obtained from it. 

(4) Identity element. The identity matrix satisfies eqn (6.64), and So 
can serve as the identity element of the Lorentz group. 

Since the complete set of 4 x 4 real matrices can themselves be 
considered as a representation of a sixteen-dimensional real space, We 
can think of the Lorentz group as a subset of sixteen-dimensional real 
space. The defining condition (6.64) might appear to set sixteen separate 
conditions, which would reduce the space to a single point; but there is 
some repetition since 9 is symmetric, so there is a continuous 'space' of 
solutions. There are ten linearly independent conditions (a symmetric 
4 x 4 matrix has ten independent elements); it follows that L is a six­
dimensional subset of R16. That is, a general member of the set can 
be specified by six real parameters; you can think of these as three to 
specify a rotation and three to specify a velocity. 

We can move among some members of the Lorentz group by continu­
ous changes, such as by a change in relative velocity between reference 
frames or a change in rotation angle. However, we can show that not all 
parts of the group are continuously connected in this way. The condition 
(6.65) is interesting because it is not possible to change the determinant 
of a matrix discontinuously by a continuous change in its elements. This 
means that we can identify two subsets: 

Lt == {A E L: IAI = +1} 

L.j. == {A E L: IAI = -I} (6.68) 

and one cannot move between Lt and L.j. by a continuous change of 
matrix elements. The subsets are said to be disconnected. One can see 
that the subset L.j. is not a group because it is not closed (the product of 
any two of its members lies in L t ), but it is not hard to prove that L t is 
a group, and therefore a sub-group of L. An important member of L.j. is 
the spatial inversion through the origin, also called the parity operator: 

P == (t --+ t, r --+ -r). 

Its matrix representation in rectangular coordinates is 

o 
-1 

o 
o 

o 
o 

-1 
o 

!) . 
-1 

(6.69) 

What is interesting is that if A E Lt then PA E L.j.. Thus to understand 
the whole group it suffices to understand the sub-group L t and the effect 
of P. The action of P is to reverse the direction of vector quantities such 
as the position vector or momentum vector; the subscript arrow notation 
Lt , L.j. is a reminder of this. Members of Lt are said to be proper and 
members of L.j. improper. Rotations are in Lt , reflections are in L.j.. 

We can divide the Lorentz group a second time by further use of eqn 
(6.64). We adopt the notation A~ for the (p., v) component of A. Examine 
the (0,0) component of eqn (6.64). If we had the matrix product AT A 



thiS would be 2::fL (Ab)2, but the g matrix in the middle introduces a 
sign change, so we obtain 

3 

02 """' i2 -(Ao) + L)Ao) = goo = -1 
i=l 

( 

3 ) 1/2 

Ag = ± 1 + ~(A~)2 (6.70) 

The sum inside the square root is always positive since we are dealing 
with real matrices, and we deduce that 

either Ag 2:: 1 or Ag ~ -1. 

That is, the time-time component of a Lorentz transformation can either 
be greater than or equal to 1, or less than or equal to -1, but there is a 
region in the middle, from -1 to 1, that is forbidden. It follows that the 
transformations with Ag 2:: 1 form a set disconnected from those with 
Ag ~ 1. We define 

L+ == {A E L : Ag 2:: I} 

L- == {A E L: Ag ~ I}. 

An important member of L - is the time-reversal operator 

T==(t--t-t , r--tr) 

whose matrix representation is9 

( -~ ~ ~ ~) 
o 0 1 0 . 
000 1 

T= 

(6.71) 

(6.72) 

(6.73) 

It is now straightforward to define the sub-sets Lt L t L t L';:- as 
intersections of the above. It is easy to show furthermore (left as an 
exercise for the reader) that Lt is a group and the operators P, T and 

PT allow one-to-one mappings between Lt and the other distinct sets, 
as shown in Fig. 6.21. 

A member of Lt is called a 'proper orthochronous' Lorentz transfor­
mation. All transformations in this group can be written as shown in 
eqn (6.63). 

All known fundamental physics is invariant under proper ortha­
chronous Lorentz transformations, but examples of both parity violation 
and time reversal violation are known in weak radioactive processes. 
Thus one cannot always ask for Lorentz invariance under the whole 
Lorentz group, but as far as we know it is legitimate to require invariance 
under transformations in Lt. This group is also called the 'restricted' 
Lorentz group. 
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9 The time-reversal operator is not 
the same as the Minkowski metric, 
although they may look the same in 
a particular coordinate system such 
as rectangular coordinates. Their dif­
ference is obvious as soon as one 
adopts another coordinate system such 
as polar coordinates. 
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6.9.1 Further group terminology 

The Lorentz group consists of boosts, rotations, and combinations of 
those. One can therefore regard it as the group of symmetry operations 
on spacetime that leave the origin fixed. It is a subgroup of the Poincare 
group, which consists of the Lorentz group plus translations. Operations 
such as rotation, boost and translation, which can act on elements in a 
space with a metric (here, spacetime), while preserving the metric, are 
called isometries. 

The general theory of groups can be used to find connections between 
mathematical or physical entities whose close relationship might not 
otherwise be obvious. This can give some very useful insights. We have 
already exhibited one such connection: on the one hand we have 4 x 4 
real matrices obeying eqn (6.64), and on the other we have the operations 
of boost and rotation, regarded as abstract mathematical operations in 
spacetime. We have found that the former can be used to mathematically 
model the complete behaviour of the latter. To be precise, we have found 
that the Lorentz group (the group of boosts and rotations) is the same as 
the 'indefinite orthogonal group 0(1,3)'. The latter is defined as a matrix 
group whose elements are matrices of real numbers , whose operation 
is matrix multiplication, and whose members have the property that 
when acting on a 4 x 1 vector the combination x5 - xf - x~ - x§ is 
preserved. The term 'indefinite' in the group name alludes to the fact 
that this invariant is not positive definite but may have either sign or 
none. The notation 0(1, 3) arises because this can be generalised to more 
dimensions with more terms in the metric. The technically correct way 
to say the groups are 'the same' is to say they are isomorphic. This 
means there exists a one-to-one mapping between elements of the first 
group and elements of the second, such that the structure of the group 
is preserved: i.e., if MiMj = Mk for elements Ma in the first group, and 
the mapping to elements Na of the second group is Ma f-7 N a, then 
NiNj = N k· 

The groups we are discussing are also called Lie groups. A Lie group 
is a group where the members can be described in terms of smoothly 
varying parameters such as real or complex numbers. These parameters, 
as they vary in combination with one another, can be regarded as 
mapping out a smooth space. If the space is indeed smooth, according 
to a technical definition, then it is said to be a 'differentiable manifold' 
(often abbreviated to 'manifold') and we have a Lie group (as long as 
the members also obey the four defining properties of a group, of course: 
closure, inverses, identity element, associative). 

Now we can have some fun with group theory. 
The four parts of 0(1,3) are called its four connected components: 

each is a component that is smoothly connected within itself. The 
two components giving all the proper Lorentz transformations form a 
subgroup called 80(1,3) (the 'special indefinite orthogonal group of order 
1,3') . The two components giving all the orthochronous Lorentz trans­
formations form a subgroup called 0+(1,3). The single component that 
includes the identity operation is called the 'identity component'; this 



is the proper, orthochronous Lorentz group, also called the 'restricted 
Lorentz group' 80+(1,3). 

For matrix groups, it often happens that the restriction to matrices 
of determinant +1 is itself a group, a subgroup of the original group. 
It is called the 'special' subgroup: hence '80(1,3)'. (Another example, 
SV(2), is described in volume 2.) 

The discrete set 

{I,P,T,PT} 

itselfforms a group! This is called the Klein group V (for 'Vierergruppe'). 
Because all of 0(1,3) can be reconstructed precisely by a combination 
of 80+ (1,3) and V, we say that 0(1,3) contains a 'quotient group' 
0(1 , 3)/80+(1,3), and this 'quotient group' is isomorphic to the Klein 
group. 

The restricted Lorentz group is closely related to another group: the 
'special linear group' SL(2,C). This groups consists of all 2 x 2 matrices 
of complex numbers, with determinant 1: 

M = (a b) 
cd' 

ab - cd = 1. 

To make the connection, consider Hermitian matrices (those such that 
Ht = H, where Ht = (HT)*: transpose and complex conjugate). Any 
2 x 2 Hermitian matrix X can be described by four real numbers, and 
we can make the clever choice 

X=(t+~ 
x + zy 

then the determinant of X is 

x - iY) 
t - z ! 

IXI = t2 _ x2 _ y2 _ z2. 

(6.74) 

Now, if we allow members of the group 8L(2,C) to act on such X by 

(6.75) 

then the determinant of X is preserved. Looking into this a little further, 
one finds that the Lie group 8L(2,C) can provide an exact copy of the 
Lie group 80+(1,3). In fact, SL(2,C) provides not just one copy of 
SO+(l, 3), but two, because replacing M by -M will result in the same 
transformation of X. That is, for every member Ni of the restricted 
Lorentz group 80+(1,3), there are two members Mi and -Mi of the 
special linear group that map onto it. 8uch a '2 to l' mapping is called 
a double cover. If one takes just one of the two parts of SL(2,C), one 
has the 'projective special linear group' P8L(2,C) and then one has an 
isomorphism (i.e., one-to-one mapping) with 80+(1,3). 

It is also known that P8L(2,C) is isomorphic to yet another important 
group: the Mobius group. This opens up further insights into the Lorentz 
group, many of which are important in particle physics. 

The connection between the Lorentz group and the 8L(2,C) group 
leads to the concept of spinors, discussed in volume 2. 
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Exercises 

(6.1) An oscillator undergoes periodic motion. State, 
with reasons, which of the following are Lorentz­
invariant: 

(i) the amplitude of the oscillation, 

(ii) the phase of the oscillation, 

(iii) the maximum velocity. 

(6 .2) The 4-vector field F is given by F = 2X + K(X · X) 
where K is a constant 4-vector and X = (ct, x, y, z) 
is the 4-vector displacement in spacetime. 
Evaluate the following: 

(i) O· X 

(ii) O(X· X) 

(iii) 02(X·X) 

(iv) O· F 

(v) 0(0· F) 

(vi) 0 2 sin(K . X) 

[Ans. 4, 2X, 8, 8 + 2K . X, 2K, _K2 sin(K . X)] 

(6.3) Prove that if a distribution of current density j is 
confined to a finite region, then 

f xV·j dV=- fj xdV 
where dV = dxdydz and the integral is over 
all space. (Hint: write V · j = (fJjx/8x) + 
(8jy/8y) + (8jz/8z) and treat the three integrals 
separately.) Hence, show that if p and j are the 
density and flux of a conserved quantity, then 

:tf pxdV= f jdV. (6 .76) 

Note the physical interpretation: the LHS is the 
rate of change of dipole moment, and the RH8 
is the total current. A non-zero current means 
charge is being carried from one place to another, 
hence changing the dipole moment; if the dipole 
moment is constant then the currents must be 
flowing in loops. 

(6.4) A cylinder has no translational motion in some 
reference frame S, but rotates rigidly: i.e., all its 
particles move around the axis of the cylinder with 
the same angular velocity w in S. Show that in 
other reference frames moving in the direction of 
the cylinder's axis, the cylinder is twisted. Find 

the speed of a reference n'ame in which the total 
twist from one end of the cylinder to the other is 
by 27r radians. (Hint: write down the trajectory 
of a particle, or, as suggested by Rindler, refer to 
exercise 2.3 of chapter 2.) 

(6.5) Explain qualitatively what sort of motion should 
be given to a banana, relative to a given inertial 
reference frame, in order that its natural shape 
would be straight in that reference frame. 

(6.6) Rotating disk paradox. A disk of radius a sits 
on top of a piece of paper, both initially at 
rest in frame S. A line is painted on the paper 
around the edge of the disk; such a line must have 
length 27ra, equal to the circumference of the disk. 
A device now puts the disk into rigid rotation 
at angular frequency w, such that all parts of 
the disk acquire the appropriate initial velocity 
simultaneously in 8. It is observed that the edge 
of the rotating disk still lies directly above the 
circle painted on the paper- whose circumference 
remains 27ra. However, any small region of the 
disk's edge is moving at speed wa relative to 8 and 
so suffers a Lorentz contraction by a factor 'Y = 
(1 - w 2a2 /C2 )- 1/2. The circumference of the disk, 
observed in S, is therefore Lorentz-contracted by 
this amount. Yet the disk still matches with the 
painted line. How is this to be explained? (Hint: 
section 6.5.2). If a = 106 m, w = 100 S-l, what is 
the circumference of the disk as observed in frame 
S? How many sticks of rest length 1 metre can be 
attached to the disk, laid end to end around its 
circumference? 

(6.7) Here are two ways to find the general Lorentz 
boost, eqn (6.36). (i) First rotate the axes of 8 so 
that the relative velocity v lies along the rotated 
x-axis, then apply the simple boost for frames in 
the standard configuration, then rotate axes back 
again. (ii) Confirm that a particle at rest in S' has 
velocity v = (3c in 8, that the coordinate axes of S 
and S' are aligned, and that AT gA = g. Pick one 
or both of these methods, and carry it through to 
check eqn (6.36). 

(6.8) In 8' a rod parallel to the x' axis moves in 
the y' direction with velocity u. Show that in 
8 the rod is inclined to the x-axis at an angle 
- tan- 1 (.,uv/c2

). (Hint: let one end of the rod 



pass through the origin at t = 0 and locate the 
other end at t = 0.) 

(6.9) A 10 foot pole (proper length) remains parallel to 
the x axis of frame S while it glides at velocity 
(v, -w, 0) towards a hole of diameter 5 feet in 
a steel plate lying in the plane y = O. Describe 
how the pole passes through the hole, in three 
frames: the rest frame of the pole, the frame S, 
and the frame S' in standard configuration with 
S (i .e. S' moves relative to S at speed v in the 
x direction). 

(6.10) §A certain elastic band will break when it is 
stretched to twice its natural length. Such a band 
has initially its natural length and lies at rest 
on the x axis of some frame S. The ends are 
then made to move in the x direction with con­
stant proper acceleration ao, starting simultane­
ously in S. Show that the elastic breaks at time 
t = V3ao/c. 

(6.11) Prove eqn (6.43) by calculating A(v)A( -u)A. -l(W) 
explicitly. 
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(6.12) According to Quantum Electrodynamics, the 9-
factor (gyromagnetic ratio) of the electron is 
given by gs = 2 + (a/"rr) - 0.657(a/7r? + ... , and 
therefore g8 - 1 ::::' 1 + a/1f whereas 9s/2::::' 1 + 
a/21f. Calculate the fractional error introduced by 
using g./2 instead of the correct value 9s - 1 in a 
theory of the spin-orbit interaction in hydrogen. 
Compare this with the precision of the most accu­
rate measurements of the spin-orbit splittings in 
hydrogen. 

(6.13) Prove (e.g., by evaluating the power series expan­
sion) that exp( -pK",) gives the Lorentz boost 
matrix shown in eqn (2.39), where K", is given 
in eqn (6.57). 

(6.14) Confirm that eqns (6.62) and (6.44) are mutually 
consistent. (Check both the size and sense of rota­
tion.) 

(6.15) For any two future-pointing time-like vectors Vi, 
V2 , prove that Vi . V2 = - Vi V2 cosh p where p is 
the relative rapidity of frames in which Vi and V2 
are purely temporal. 
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Relativity and 
electromagnetism 

Relativity and elecLrom gnetism go hand in hand. Hi torically the basi ' 
quations of the theory of electroma.gnetism were di cover d 'first. but its 

application to complicated problems such a th tru ture of mateLia! 
was handicapp d by a lack of in ight into fundam ntal pl'incip!e uch 
a.s Lh iuvarian e of tb peed of light in vacuum. On the oLher hand, it 
opened the way to the discovery of Special Relativity, Einstein himself 
remarked that one of his guiding principles, leading him to the discovery 
of Relativity, was the hunch that magnetic effects were none other than 
a manifestation of electric effects under another guise. 

W can now recogniz that the essential idea of Relativity is a kind 
of . ymmetry principle: both the Principl of Relativity and the Light 

peed Po. tulate peak of symmetry: i. . th idea. that a ystern or a 
dynamics. honld , tay un hanged when an peration suell a chang 
of refer nee fram is p rformed . It is Hatmal to regard hi as h more 
basic insight into the Laws of Nature, so that whereas it would interest 
us but not unsettle us too much to find that Maxwell's equations were 
wrong, it would be very disturbing if their replacement did not obey the 
Main Postulates of Relativity. 

Wi hthe bindsigh or insight of Rel tivity theory, we can l10W retUl'n 
to electromagneti m and use it as an object Ie' on in how to discov r 
physi by u il'lg fundamental symmetry principles. That is, uppo iag 
we did not already kll w 1axwell s equation , could we discov 1" them 
from a f wimp! ' ob erv tiOJ by applying the powerful rna hinery 
of Lorentz transformations? Ail 0 was Einstein's hunch true: can the 
magnetic force be regarded as none other than the electric force seen 
from another point of view? What else can Relativity teach us about 
Ie Lroruagnetism? 

We have all' ady partially answered the las question: aU th exam­
ples of physical b haviow', such as contracting bodi s, 11 ad light effect, 
Doppl r shift! oJlision., tim dilation could be regarded a pr dictions 
from Maxw U's . quation many of which we would be hard pre ed to 
deriv with conud nee elir ctly from til latter. The answer to the econd 
question- are magnetic forces just electric forces in another reference 
frame?- will turn out to be 'sometimes'. The full answer is that electric 
and magnetic fields should be regarded as two parts of a single thing: the 
electromagnetic field . They are like two components of a single vector 
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(actually, two parts of a single matrix-like quantity called a tensor- but 
more of this later). 

In this chapter we shall start by considering electric and magnetic 
fields as essentially fields of force. That is, we say there is a 'something' 
which exerts forces on charged matter, and our starting point is an 
equation saying how the force depends on the charge and motion of 
the matter (the Lorentz force equation). We then get to work with 
Relativity and discover what we can about the 'something', such as how 
it changes from one inertial frame of reference to another. After that we 
shall introduce Maxwell's equations without attempting to derive them, 
and work our way towards showing their full consistency with Relativity 
('Lorentz covariance') and finding solutions, such as the fields due to a 
moving particle. 

In chapter 13 we shall adopt some more powerful mathematical meth­
ods, and this will allow us to take a different perspective on the whole 
subject. There we shall take the view that the electromagnetic field is 
itself the primary thing, whose existence can be postulated. By claiming 
that it is a tensor field we will automatically know how it behaves under 
Lorentz transformations, and one can argue that the Maxwell equations 
and the Lorentz force equation are to be expected, since they amount to 
one of the most simple and natural field theories that Special Relativity 
allows. 

Both approaches yield important insights. It is not a case of one being 
'better' than the other. The tensor methods are needed to get certain 
insights, especially into the energy and momentum of the field itself, but 
the vector methods are more straightforward for obtaining solutions to 
many types of problem. First of all, then, let us take the more 'humble ' 
approach of 3-vectors and 4-vectors. 

7.1 Definition of electric and 
magnetic fields 

Who has seen the wind? 
Neither you nor 1. 
But when the trees bow down their heads, 
The wind is passing by. 

Christina Rossetti 

The very concept of a 'field' is unsettling when one first meets it as 
a student of physics. We naturally wonder what a magnetic field or an 
electric field 'is', when it seems that we cannot smell it or touch it. 
Is it there at all? The current-carrying wire is visible enough, and the 
compass needle certainly swings, and we can believe that the electrons 
in the wire somehow pushed on the electrons in the needle, but what is 
this 'field' our teachers are telling us about? We suspect that it is just 
some sort of mathematical method, such as integration. Integration is 
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fine: we know what that is- -it is just adding up lots of little bits. So 
what is the field really? What are its bits? 

These same questions were much discussed in the nineteenth century, 
and perturbed some of the greatest minds in science. We should not 
dismiss them or imagine that scientists such as Maxwell, Lorentz, and 
Poincare were somehow less intelligent than modern physicists. It is 
just that we have learned that the fields do not have any 'bits': they are 
themselves fundamental, and we just have to get used to them. However, 
we have learned that it does make a lot of sense to regard these fields 
as real physical things. They store energy, they carry momentum, and 
they move energy and momentum around from one place to another. 
This does not rule out that new insights in the future may tell us more 
about fields, but we are pretty sure that any such insights will not make 
fields seem more everyday. 

The best way to define an electric field seems to be to define it in 
terms of the effect it has on charged particles. So our first attempt is: 

Throughout all of spacetime there is a vector field called an electric field (whose 
size tends to zero a long way from matter). Its value at any given position and 
time is equal to the force per unit charge exerted on a small fixed test charge 
at that position and time: 

E(t ) 
- 1· f(t, x, y, z) 

,x,y,z = 1m 
q --> O q 

(7.1) 

It has to be understood that the force talked of here is the one that 
cannot be accounted for in other terms. For example, it does not include 
any gravitational force there may be. We could handle that by adding 
a condition that we take a limit of zero mass for the test charge, or else 
insist that we are referring only to that part of the force which changes 
with the amount of electric charge. (The definition of electric charge 
can be handled separately: the main point is that it is something that 
particles can possess and it is conserved.) 

The trouble with the above definition is that there exist physical 
scenarios where an electric field is present in a region of spacetime when 
we apply the definition in one inertial reference frame, but it vanishes 
when we pick another inertial reference frame! (For an example, put a 
permanent magnet on board a train, and consult eqns (7.13)). So what 
does it mean to say 'there is an electric field', when a mere change of 
inertial reference frame can make it vanish? 

To do better we have to define electric and magnetic fields together, 
as follows: 

Throughout all of spacetime there is a tensor field called an electromagnetic 
field (whose iz tends to :Gel" a long way from matter). Its value at any 
given pOSition and lime can be expressed 'in terms of two vector fields E and 
B, through the force per Ullit charge exerted on a smull test charge at that 
posit.ion and time. The electric' part is defined as ab ve, and the 'magnetic' 
part is defined through 
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B ( ) -(1' f (t X,y , Z) ) ( ) v l\ t,x,y, z = 1m -E t,X,y,Z 
q--+O q 

(7.2) 

where v is the velocity of the test charge in the reference frame in which the 
fields are being evaluated. 

This definition survives a change of reference frame, because under 
such changes electric fields and magnetic fields can come and go, but the 
electromagnetic field survives (this is like the way the components of a 
vector can vary under rotations, but the vector is still there). Note that 
the force can itself change under a change of inertial reference frame- in 
fact, we already know how: eqn (4.6). It will turn out that this 3-force 
is ,-I times the spatial part of a 4-vector 4-force. 

The main point is to arrive at the 

Lorentz force equation 

f = q (E + v 1\ B) (7.3) 

and remark that this can be regarded as the defining equation of the 
electric and magnetic fields. In the Lorentz force equation, f is the force 
on a particle located at some position, E and B are the electric and 
magnetic fields at that position, produced there by everything other 
than the particle in question, and q and v are the charge and velocity 
of the particle. 

7.1.1 Transformation of the fields (first look) 

The Lorentz force equation (7.3) together with the equations (4.6) 
describing the transformation of force between one reference frame and 
another can teach us some of the properties of electric and magnetic 
fields. In fact, if you think about it, it ought to be possible to discover 
from them how electric and magnetic fields transform under a change 
of reference frame. In order to do this, we need to assume that we have 
a sensible theory: i.e. one that respects the Postulates of Relativity, 
and in particular the Principle of Relativity. This means that we shall 
assume the Lorentz force equation is valid in all reference frames. We 
shall further assume that it describes a pure force (one that does not 
change the rest mass of particles on which it acts): this is not required 
by the Principle of Relativity, but it will turn out to be right for 
electromagnetic forces. It means that we can use the simpler form (4.7) 
for the transformation of f ll . Finally, we assume the charge on a particle 
is Lorentz invariant. If it all works out, then these assumptions will 
have been shown to be consistent. After that we can march in hope to 
an experimental laboratory, to determine whether the theory matches 
experimental observations. 

The idea is to start with a reference frame 8 in which there are fields 
E and B, then pick another frame 8' moving at velocity v relative to 
the first. We can probe the field by putting a test particle of charge q 
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in it. We use the transformation of force to tell us what the force on 
this test particle is in the new frame, and we can use its dependence on 
velocity to unpick which part is electric and which part magnetic. Thus 
we deduce the fields E' and B' in the new frame. 

It is convenient to treat the fields in S one at a time, and then add 
them together at the end. So, first suppose there is an electric field E 
but no magnetic field in S. Let our test particle have velocity u in S. 
The force on it, in frame S, is 

f = qE. 

In S' the force on the test particle is given by eqn (4.6): 

.1 q(E II -v(E.u)/c2
) 

f" = , l-u · v/c2 
f' _ qEJ. 
J. - 'Y(1- u .v/c2)' 

(7.4) 

where the subscripts II and 1- refer to parallel and perpendicular to v, 
the relative velocity of the reference frames, and 'Y is 'Yv· 

For any v , we can pick u = v, then S' is the rest frame of the test 
particle, and we expect the force on it to be wholly electric in nature. 
Eqns (7.4) give for this case fO = qEII and f~ = 'YqE J., so we deduce 

EI, = Ell' E~ = 'YEJ.' (7.5) 

This is the complete behaviour of the electric field when there is no 
magnetic field in the first frame. 

Now to find the magnetic field in the second frame. 
Do not forget that we can choose any velocity u we like for our probe: 

we are using it to explore the fields. So, next let us choose u parallel to 
v but not equal to it. Then eqns (7.4) give the same result as before for 
fO' and, after using eqn (4.8), 

(7.6) 

When u is parallel to v, so is u ' , so u ' 1\ B' is perpendicular to v. 
Therefore the magnetic contribution to the Lorentz force in S' goes 
completely into f~ (not fli ), and we must have 

f~ = q(E~ + u ' 1\ B') 

Substituting this into eqn (7.6) and using eqn (7.5), we have 

u ' 1\ B' = EJ. 'YU'V/C2. (7.7) 

After thinking about the directions you should be able to see that the 
solution for B' is 

(7.8) 

We cannot learn anything about BI, from this case because we launched 
our probe in such a way that its velocity in S' is along v , so even if 
there were a non-zero B I, it would not exert a force on the test particle. 
To get further information we would need to launch the probe in other 
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directions. The general case (an arbitrary u) involves a lot of rather 
unenlightening algebra, but it is not necessary to treat it. It suffices to 
examine the case u perpendicular to v; this is not too hard and is left as 
an exercise for the reader. One finds that, when the field in S is purely 
electric, the magnetic field in S' is perpendicular to v: i.e., BII = 0 (and 
Bj. is still given by eqn (7.8), of course). This completes the calculation 
of the field transformation for this case. 

Next let us perform a similar analysis for the case where the field in 
S is purely magnetic: 

f = qu 1\ B . 

To keep things simple we shall assume from the outset that u is parallel 
to v , so we have fli = fll = 0 and 

f' = f' = qu 1\ B 
1. 1(1- uv/c2 )" 

(7.9) 

As before, first take u = v to get the electric field: 

E' = ,v 1\ B . (7.10) 

Then substitute this in to the Lorentz force equation III reference 
frame S': 

( ") qu 1\ B 
q I V 1\ B + u 1\ B = ( / 2). 'Y 1 - uv c 

(7.11) 

After some algebra similar to that we employed for eqn (7.7) you can 
confirm that the solution for B' is 

(7.12) 

As befor , we gain no knowledge of BII from a test particle launched 
along it, but by considering other directions for the test particle it is not 
hard to prove that BII = B II · 

Finally we can gather all the results together, using linearity of the 
Lorentz transformation. The effect of a combination of both an electric 
and a magnetic field in S is to produce a sum of forces , and the Lorentz 
transformation results in a sum of corresponding terms in the new frame. 
Therefore the complete set of equations for the transformation of the 
electromagnetic field between one reference frame and another is 

Transformation of electromagnetic field 

Ell = Ell 

E~ = I (E1. + v 1\ B), 

BII = BII 

B~ = I (B1. - v 1\ E/c2
). (7.13) 
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As usual, the subscripts II and .1 refer to the components parallel and 
perpendicular to the relative velocity v of the reference frames. By using 
Ell = (E . v)v /v 2 and E-L = E - Ell the results can also be written as 

E' 

B' 

"(2 (E v)v 
= "((E + v 1\ B) - 1 + "( c2 

2 ,...,? (B · v)v 
"((B - v 1\ E/c ) - -1-+-,,( ~C-;:2--'-

(and e ex r i 13.4. of hap tel' 13 for ye anoth r form). 
Til d rivation of egn (7.13) tita w bay given is p d ctly C 1'1'0 t and 

compl te and at th ame time w hav · omplet d anol;l1 r t< 'k: namely, 
to prove that tb Lorentz force equation is valiel in all r fer nee frames 
if i is valid in 11 (und r t.he assumption that w ar dealing with a 
pure force). We did not explicitly show the ase o[ a test particle moving 
in an arbitral' r direct/ion but any velocity can be written U = ull + U -L 

and the for e is linear in U so can b obtained by summing the cases we 
did treat. The main lesson is that this method of proof is quite correct 
and complete, should you wish to check it further. 

We shall present alternative derivations of eqn (7.13) using two dif­
ferent 4-vector methods at the end of this chapter, one of which is 
much more direct. We shall also exhibi tb Lor ntz for e as par of 
a 4-vector 4-force. Indeed, at this point I mu t 'come clean'. A modern 
theoretical physicist reading the above treatm nt 'qn (7.4) to (7.12), 
would feel a certain impatience. 'Why is h offel'ing this laborious 
3-vector treatment?' an x.p ' rt would surely ask 'wh n it can b done so 
much morasily and elegantly using til proper language of Relativity, 
which is 4-v COl'S and tensors?' The an wer is tbat I think you can lea,rn 
something useful from looking at the 3-v , tors and thinking it tru:ough. 
However, my hope is that by the time y u fini h thi book you will be 
that impatient expert! 

Generalizing from Coulomb's law 

The above argument invoked the traJ formation of force. Suppo. e that 
to start with we only knew Coulomb' law for the for be w en static 
loin charges. Then by invoking a change of refer nee fram we would 
imm ·diat ly deduce that ther mu. t be fw·ther contributions Lo the force 
wh n charge- al.' in motion- what we cali the magnetic contribution. It 
is inter sting thaL quite a lot o[ electrom gn tism can thus be di COy red 
by building on oulomb's law and in i ting on consi toney with p ciai 
R lativity. One cannot discover th whole ubj ct by this method, 
because it does not l' veal tbe effect of accel ration ', for example bu if 
we had to discover electromagnetism without the benefit of Ampere's law 
or Faraday's law, then Relativity would provid' some strong pointel .. 
It would show us, for example, that force of th form qv 1\ B mu t 
exist when charged particles are in motion which would direet ns to 
the magnetic field definition (7.2) . A similar discussion of the force 



due to gravity suggests that it too should have a contribution that 
depends on motion of the source, as indeed it does, according to General 
Relativity. 

7.2 Maxwell's equations 

The theory of electromagnetism discovered by Faraday, Ampere, 
Maxwell and others is encapsulated by the Lorentz force equation (7.3) 
and the 

Maxwell equations: 

V · E 
p 

V·B = 0 

V /\E = 
oB 
at 

j oE 
-+­
EO at (7.14) 

where p is the charge per unit volume in some region of space, j is the 
current density! and EO is a fundamental constant called the permittivity 
of free space. 

In relativity theory the issue immediately arises: are these equations 
satisfactory? Can we proceed and apply them in any reference frame we 
might choose, or do they include a hidden assumption that one reference 
frame is preferred above others? 

The answer turns out to be that the equations are fine as they are: 
they do not prefer one reference frame to another . To prove this, we 
can consider a change of reference frame, and work out how Maxwell's 
equations are affected. We already know how the position and time 
coordinates will change, and we know how the charge density and current 
density will change (because together they form a 4-vector, eqn (6.10)), 
so we can work out how Maxwell's equations and the Lorentz equation 
will look in the new coordinate system. After a lot of algebra, the answer 
turns out to be 

V' ·E' 
p' 

EO 

V '· B' 0 

V' /\ E' oB' 
at' 

c2v' /\ B' 
j' aE' 
EO + at' I 

(7.15) 

f' q (E' + u' /\ B') (7.16) 
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1 In 81 units the last equation is often 
written V 1\ B = I-'oj + cQJ.io(8E/8t), 
where 1-'0 is another constant called the 
permeability of free space, defined by 
1-'0 == 1/(coc2 ). In the 81 system c, co 
and 1-'0 all have exactly defined values; 
these are given in the inside cover. 
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where V'· and V'I\ are the div and curl operators in the primed 
coordinate system (i.e. V' = (a/ax', 0/ ay', 0/ az')), and E', B' are given 
by eqns (7.13). 

Eqn (7.16) confirms that the symbols E' and B' refer to vector fields 
which fit the definition of electric and magnetic fields in reference frame 
8'. Eqns (7.15) then confirm that the Maxwell equations are the same 
in the second reference frame as they were in the first one. Therefore 
every physical phenomenon they describe will show no preference for one 
reference frame above another, so the Principle of Relativity is upheld. 
The set of equations is said to be Lorentz covariant. The word 'covariant' 
rather than 'invariant' is used for technical and historical reasons. One 
can think of it as expressing the idea that whereas all the bits and pieces 
in the equations (E, B ,j , p, t, x, y, z) do change from one reference frame 
to another, they all conspire together, or co-vary, in such a way that the 
form of the equations does not change. 

The lengthy algebra we mentioned (but did not go into), to derive 
eqns (7.15) and (7.13), can be considered a 'brute force' method to show 
that Maxwell's equations are Lorentz covariant and to find out how the 
fields transform. One of the aims of this chapter is to introduce some 
powerful concepts and tools that will enable us to prove the former and 
to derive the latter in a slicker way. We will re-express the equations 
using 4-vectors and the 0 operator, so that their Lorentz covariance is 
obvious. This will make the result seem less like a 'conspiracy' and more 
like an elegant symmetry. 

7.2.1 Moving capacitor plates 

To get some insight into eqns (7.13) let us consider some simple cases. 
Consider, for example, a parallel plate capacitor, carrying charges Q,-Q 
on two parallel plates of area A and separation d, at rest in reference 
frame 8 (see Fig. 7.1). The electric field between the plates of such a 
capacitor is uniform, directed perpendicular to the plates, and of size 
E = Q/EoA. 

Now consider a reference frame 8' moving parallel to E. The charges 
on the plates are invariant, the area is unchanged since it is transverse to 
the motion, while the plate separation is Lorentz-contracted to d' = d/i· 
However, the electric field is independent of d'. One finds, therefore, 
E' = E, in agreement with eqn (7.13i). 

Next suppose that instead of moving parallel to E , • I moves relative to 
8 in a direction perpendicular to E (i.e., i moves parallel to the plates). 
Now d' = d but the Lorentz contracti n lead t A' = A/7, therefore the 
charge per unit area on the plates is larger in 8', and we have E' = iE, 
in agreement with eqn (7.13ii) . 

In fact, this simple argument from the capacitor plates is sufficient to 
prove (7.13i) and (7.13ii) in general when the relative velocity is either 
parallel to or perpendicular to E, and there is no magnetic field in the 
first (unprimed) reference frame. This is because the field at a given 



(a) 

Q '-----.-------' 

-Q .---"------, 

E = Q 
<oA 

B =0 

(b) 

A'=A 

Q '----.-----' 

_ Q .---"-----'--'--, 

E'=E 

B' =0 

( c) 
v 
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A'=Ah 

E'=,E 

B ' vE = , C2 

Fig. 7.1 The moving capacitor. (a) The situation in frame S where the capacitor is at rest. (b) The situation in a frame 
moving along the field direction, normal to the plates. (c) The situation in a frame moving perpendicular to the field direction, 
parallel to the surface of the plates. The charges are invariant; the capacitor dimensions change as shown. (These simple cases 
are easily remembered and cover mucb of what one needs to know about field transformation.) 

point must transform in the same way, independent of what charges or 
movement of charge gave rise to it. 

The capacitor example also illustrates the second term in eqn (7.13iv). 
A flat sheet of charge moving parallel to its own plane represents a sheet 
of current (Fig. 7.2). It gives rise to a magnetic field above and below 
it, in a direction parallel to the sheet and perpendicular to the current, 
of size /-La I /2w where I is the current flowing through a width w of 
the sheet (this is easily proved from Ampere's Law or by integrating 
the field due to a wire). Applying this result to the case of a capacitor, 
we have two oppositely charged sheets moving at speed v in reference 
frame 8'. For v perpendicular to E the magnetic fields of the two sheets 
add (in the region in between the capacitor plates) to give B' = /-La I' /w', 
where I' = Qv / L' and L', w' are the dimensions of the plates in 8'. Using 
w'L' = A' = A/,y owing to Lorentz contraction of L, we have 

B' _ /-LoQv _ IQV _ I vE 
- }II - C2EOA - C2 

in agreement with eqn (7.13iv) . 

Charge from nowhere? 

Similar arguments can be made concerning the transformation of mag­
netic fields, but one needs to be more careful because there are more 
movements of charge to keep track of. Consider the following, which 
seems paradoxical at first. An ordinary current-carrying wire is electri­
cally neutral, but has a current I in it. Therefore the 4-vector current 
density is J = (pc,j) = (0,1/ A), where A is the cross-sectional area 
of the wire. Now adopt some other reference frame, moving parallel 
to the wire, which we shall take to define the x axis. The Lorentz 
transformation gives the charge density in the new reference frame: it 
is p' = I(P - vj/c2

) = -,vI/(Ac2
). Tills charge density is non-zero! 80 

L 

Bj - I 

w 
f--v 

Fig. 7.2 
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G '+t tt+ ": - -] -'-++++++ 
k . ++++++ 
s' ___ _ : (ttltf 

Fig. 7.3 A neutral current-carrying 
wire consists of positive and negative 
charges of equal number d nsity in 
frame 8 (upper diagram). The nega­
tive charges nr shown as doLs; the 
arrow indical their drUt velocity. In 
frame 8' moving at the drift velocity 
the current is caused by the positive 
charges moving to the left. Compared 
with frame 8, t he lattice of positive 
charges suffers a Lorentz contraction, 
while the opposite happens to the neg­
ative charges (since in 8 they were mov­
ing and in 8' they are not). Therefore 
in 8' the wire is not neutral: it carries 
a net positive charge density. Charge 
is still conserved (count the dots and 
crosses!); the extra density has come at 
the expense of the charge distribution 
elsewhere, where the current flow must 
be in the opposite direction to complete 
the electrical circuit. 

where did the charge come from? It was not there in the first reference 
n'ame; now it has 'magically' appeared. 

Before we resolve this, consider another puzzle. A stationary electron 
in the vicinity of the wire, say 1 metre from it, experiences no force in 
the first reference frame, since its velocity is zero and a neutral wire does 
not produce an electric field. Therefore it does not accelerate. But now 
consider a reference frame moving at the drift velocity v of the electrons 
in the wire. This drift velocity is small. It is related to the current by 
1= Anqv , where n is the number density of electrons in the wire and 
q is the charge of an electron. For a typical metal such as copper, n ~ 
8 x 1028 m -3, so for a la-amp current in a wire of diameter 1 mm, we 
find v ~ 1 mm/s. In the new reference frame the electron flow is zero, but 
now all the other parts of the wire (the nuclei and bound electrons) are 
in motion. They carry a net positive charge, so their motion constitutes 
a current I' = ,I, where the, comes from the Lorentz transformation 
of J. (We could neglect, here because it is xtr mely 10 ' to 1, but 
let us keep it anyway.) In the new frame, therefore th r is a. magnetic 
field around the wire B' = /Lo, I / (27fT): this i an example f eqn (7 .13iv). 
Now, the interesting part is that in the new re£ ren e frame, th ele tron 
situated near the wire is in motion, so it experiences a magnetic force! 
The force is 

i ' = qvB' = qV/Lo,I. 
27fr 

(7.17) 

We find the B field is about 2 micro-tesla, and the force is i ' ~ 3 X 

10-28 newton, leading to an acceleration approximately 350 ms-2 away 
from the wire. So, according to this argument, the wire will very quickly 
accelerate electrons in a large volume around it ... whereas in the first 
reference frame we found no such acceleration. 

These two paradoxes are, of course, related. The non-zero charge 
density in the new reference frame is correct. It creates an electric field 
in the second frame and thus a further contribution to the force on any 
particle near the wire: this exactly balances the magnetic force we have 
just calculated. 

Fig. 7.3 explains what is going on. An object that is overall electrically 
neutral but which carries a current must have two sets of charged 
particles in it: one positive and one negative. The overall neutrality, 
in a given reference frame S, means these sets have equal densities, 
n+ = n _ = n, in S. The non-zero current means that one set of particles 
is moving and the other is not, or else they both move with different 
velocities. When we change to another reference frame, the Lorentz 
contraction is by a different amount for one set of particles than for 
the other, because of their different velocities. Indeed, in going from 
the frame where the copper nuclei are at rest to the frame where the 
conduction electrons are at rest, the nuclei get closer together while the 
conduction electrons spread out because we are transforming to their 
rest frame. So n~ = ,n+ and n'- = n-/r. The charge density in S' is 
then 



where we used j = nqv = n( -q+)v. j is the current density in S, and q+ 
is the charge on a proton. (Here j and v are in opposite directions so pi is 
positive.) This result agrees with the one we obtained by transforming J. 

To complete the analysis let us check the electric field produced by 
this non-zero charge density. We have a line of charge, with charge per 
unit length X = pi A. The electric field at distance r from such a line 
charge is 

E' = ~ = ,),nq+v
2 
A = vfJ.o,),I 

27fEor 27fEoc2r 27fr 

Compare this with eqn (7.17). You can see that the electric and magnetic 
forces in S' are everywhere balanced. 

Such a perfect balance of forces that, if they were not balanced, would 
have substantial effects, should arouse our suspicion. It looks like a 
conspiracy, but we do not like conspiracies in Nature. We think they 
are a sign that we do not have the right perspective on something. In 
this case the answer is that the two forces are not two but one: we must 
regard the electric and magnetic parts as two parts of one thing. If the 
'one force' is zero, then we have only ourselves to 'blame' for supposedly 
'marvellous' effects if we start interpreting it as two forces. Of course, 
we will find that they are balanced. 

The strength of materials 

Let us examine another issue nicely illustrated by the parallel-plate 
capacitor. In section 4.1.1 we noted that a moving body loses its strength 
in the direction transverse to its motion. Now, most ordinary bodies are 
made of atoms, and the forces inside them, when they are stretched 
or compressed away from their natural length, are almost entirely elec­
tromagnetic in origin: a complicated combination of the electrostatic 
attractions between the unlike charges (nuclei and electrons), repulsions 
between the like charges, and the magnetic forces. It requires a quantum­
mechanical treatment to treat materials correctly, but to get a simple 
insight, suppose we argue that an attempt to break an ordinary object 
by pulling on it is somewhat like pulling apart a pair of capacitor plates. 
You should not treat this simple idea as anything like a quantitative 
model of the structure of materials, but it does illustrate the kind of 
thing that happens to electromagnetic forces inside an object when it is 
set in motion. 

For a stationary capacitor, the force on any given charge q in one of 
the plates is equal to q times the electric field due to the other plate (you 
can soon convince yourself that the forces from other charges within the 
same plate will cancel to very good approximation near the middle of a 
large enough plate). Therefore the force on such a charge is 
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2 . .. but not always: it is found that 
magnetic dipoles are associated with 
the intrinsic spin angular momentum of 
charged particles; this spin cannot be 
associated with a movement of matter. 

qQ 
f = qEI = 2€OA' 

where El is th ri Id due L th charges on one plate (thi i half 
th total field betw n the plat ). ow consider a. referenc frame ill 
wh.ieh th apacitol' i moving in a clir ·tion paraliel to the plates: i. ., 
perpendicular to E. According to ·qn (7.13) the Ie tri field between 
til plat i now la7yer but according to eqn (4.6ii) th force on the 
parti I we pick d i now maller. hat i going on? 

1n tIl new refer nc fram ther is a magn ti as well a. an leetri 
contribution to the fore. The magn tic field du to either on of the 
plates on its own is 

B' _ Mal' _ ,,/vEI 
I - 2w' - c2 

and the charged particle now has speed v, in a direction perpendicular 
to B~ . The magnetic force in this example has a direction opposite to 
the electric force. It follows that the total force on the particle in the 
new reference frame is 

l' 

= 

q(E~ - vBD = qE~ (1- v2 
/ c2

) 

,,/EI qEI 
q-=-

,,/2 ,,/' 

(7.18) 

(7.19) 

Thus the argument from Maxw II ' quations does agree with the predic­
tion from the Lorentz tr n formation of fore : physical objects become 
weaker in the transverse direction \Vb D they are in motion (see the box 
above, how v 1' , for a comm'n on all this). 

At. peds. mall am pared to c the magnetic ontribution to the force 
is v ry mu h smaller than the electric contribution. Some peopl on 
ob erving th factor V 2 /C2 in qn (7.1) Iik to ay that it i a if 
magnetic efte ts are a (1' lativi ti' correction' to lectric effect. V/h n we 
put a current in a wir , and ob.· I've th magn tic field through it effect 
on a nearby compass n) dIe, ~ r xample one might say tha: ware 
ob I'ving at first hand the inftuen e of a tiny l' lativistic carre tion! In 
practice, magnetic effects can v ry often b traced to a moving electric 
charge. 2 inc n magn tic monopol . hav Vel' be n di vered and 
'inc motion i r lativ whil charge is not one may w U C I that the 
el ctric field is the • eDior partner'. I would PI' fer to say that magnetic 
and electl'i fi lds ar two par ' fa iogle thing, as I already mentioned, 
but it is good to b > awar of t.h l' lativ . izes of th effects. In th case 
of a current-carrying wir th 1 (;1'0 tatic ff c s have been anc ned 
extremely well by the pr • enc of qual amOlln s of p itivc and negative 
charge in th wire, to a proci ion of ord l' v2 / c2 ~ 10- 23 , which allow 
us to see the tiny magnetic contribution. 

At speeds approaching c, on the other hand, the electric and magnetic 
contributions have similar sizes. 
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Ask a silly question ... 'Who cares about the 3-force? It is just 
part of a 4-vector, and it is not really fundamental: it is a way of 
keeping track of momentum changes. If the spatial part of a 4-vector 
changes in some way, it is simply a hang-over from pre-spacetime 
thinking to agonise about this. We need to think in terms of the 
whole 4-vector, including the temporal part. The 4-vector F is what 
it is, independent of reference frame.' 

Answer. I agree with this position, up to a point. It is true that 
spacetime physics should be discussed with the right language: i.e., 
4-vectors. However, in the application to physical examples we have 
to pick a reference frame . The fact that at high speeds the electric 
and magnetic contributions tend to cancel for transverse forces is 
memorable, and worth noticing. Also, we find that to treat the motion 
of particles subject to forces, the 3-force can sometimes provide the 
most direct route to the result. 

7.3 The fields due to a moving 
point charge 

A poin charge a r sl. produ . ' an ·J tri field in the ra.dial elir tion 
and no magll tic field. By u ing the field transformati.on quations it i 
straightforward to find the field produc d by a point charge in uniform 
motion. 

PIa a point charge Q i a the origin of fram · 8', in tandard 
configuration wi(;h . T he fl. . ids in 'are then 

E' = Q y' 
(

X ' ) 

471"1:01"'3 z' ' 
B' = 0 

wher w wrote the ompon nts of the vector r' = (x', Vi Zl) explici Jy. 
Consider the vent at {et' x' y' Z/} . Th fields at this am event , but 
evaluated in fram 8 ar , by using eqn (7.13), 

Ea; = E' , = -.!L~ 
x 471"60 1,'3 

Ey = ",/E', = -.!L IY' 
y 471"<:0 r'3 

Ez = IE', = -.!L Iz' 
" 4.71"1:0 r'3 . 

Thi is th omplet and eorr ct expr ion for the electric fi Id in 8 but 
we would pr ~ r to hav it in t rms of t il posi ion and time c ordinates 
of . To thi end w use the Lorentz tran. formation for the coordinates 
which gives 

x' = 1(" - vt), y' =y z' = z. 
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Fig. 7.4 Electric field lines due to a 
stationary charge (left) and a moving 
charge (right). The lines are along the 
field direction; their density (per unit 
area in three dimensions) represents 
the field strength. A remarkable prop­
erty is that the right diagram (moving 
charge) could be obtained by applying 
a Lorentz contraction to the left dia­
gram (stationary charge). 

The field at any given place in S is time-dependent. The most useful 
way to understand the result is to pick the moment t = 0, because at 
this moment the moving charge is at the origin of S. At any time, 
the coordinates (x, y, z) give the vector from the origin, but at t = 0 
this is also a vector from the point charge to the place where we are 
calculating the field. At this moment we have x' = ,x and we obtain the 
result: 

Electric field of point charge moving with constant 
velocity 

(7.20) 

where the charge is at the origin and moving in the x-direction, and r is 
the vector (x, y, z). 

Using eqns (7.13) we obtain for the magnetic field, 

=0 } 
= ,v~~' B 

v/\E 
=:} =-­

c2 (7.21) 

(the final expression for B correctly matches both B II and B ,l because 
the cross product only involves E~ ). In the limit of low velocities, eqns 
(7.20) and (7.21) lead to the Biot-Savart law. 

Transverse and longitudinal directions 

Eqn (7.20) tates thaI, ompa.r d to a charg at r ·st the field i reduced 
in the longitudinal dir tion and nhancecl in the transv rse directionj 

, Fig. 7.4. In vi w of the fact that Gauss s law holds jJl any frame and 
th charg Q is a L rentz invariant he flux f E ut th.rough a. 'losed 
mfac arouodhe source particle must be th arne in th two frames. 

Therefore we must expect that an enhancement in one direction must 
come at the expense of a reduction in another. 

It is useful to ask whether we can understand the result for these cases 
by simple arguments. 

For points on the line of motion of the charge- i.e., directly in front or 
behind- the field is parallel to the motion, so naively one might expect, 
from the equation Ell = Ell , that the field at such points is the same for 
the moving charge as for a stationary one. However, the distance of the 
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point from the charge is contracted by the Lorentz factor ,. Therefore 
we have the same field at a closer distance, hence at any given distance 
the field is smaller, and from the inverse-square law in the rest frame 
it must be smaller by a factor ,2, in agreement with eqn (7.20). To be 
clear that we have accounted correctly for Lorentz contraction in this 
argument, imagine that the charge is situated at one end of a rigid rod, 
and let the rod lie along the x axis. Owing to Lorentz contraction of this 
rod, any given event at the far end of the rod is further from the charge 
in the rest frame 8' than in the lab frame 8; cf. Fig. 7.6. 

Now consider a point in the transverse direction, as in Fig. 7.5(b). The 
relative motion of the frames is perpendicular to the field, so we expect 
an enhanced field, E = , E'. The distance being a transverse distance, 
it is uncontracted. However, this is not completely obvious, because 
the source is moving, and we need to keep in mind the relativity of 
simultaneity. To see it, imagine again a rigid rod attached to the particle. 
For example, suppose the arrow used to indicate the vector r in Fig. 7.5b 
were a solid material object attached to the source particle Q. This arrow 
will be found to have the same length in either frame, because there is 
no contraction in a transverse direction, and the event when q reaches 
the end of the arrow is one and the same event no matter what frame is 
adopted. The conclusion is, then, that at any given distance the field at 
points in the transverse direction is enhanced. 

Both these results follow equally from a consideration of force per 
unit charge. For a given situation, the force in the transverse direction is 
higher in the frame where the particle on which the force acts is at rest, 
says eqn (4.6). A test particle at rest in 8 experiences only the electric, 
not magnetic, contribution to the force in either frame (in 8 because it 
is not moving, in 8' because there is no magnetic field). 

Discussion of the result 

Eqn (7.20) has some remarkable properties. For one thing, it says that 
the electric field due to a moving source particle is in a direction radially 
outward from the particle; see Fig. 7.4. This seems sensible at first, but 
on reflection one realizes that the field has no business pointing outwards 
from the present location of the particle! The field at x, y, z at time t = 0 
can only 'know about' or be caused by what the source particle was doing 
earlier on, in the past light-cone. If one had to guess, one might guess 
that the field at any event t, x, y, z would point in the direction away 
from the source's earlier position, not from where it is now. But instead 
the field seems to 'know' where the moving source is now. Of course, we 
are discussing a uniformly moving source, so the information on where 
the Source is going to be is contained in its past history, assuming the 
uniform motion continues. That the result should turn out so simple is, 
however, important. If the field were not radial from the present position, 
then a system of two particles moving uniformly abreast would exert a 
non-zero net total force on itself, leading to a self-acceleration in the 
absence of external forces. This would violate momentum conservation. 

(a) 

Q v q 
Fr .. 

(b) 

Fig. 7.5 Two simple cases of forces 
between point charges. (a) Source par­
ticle moves directly towards the test 
particle, r and v are parallel. (b) Source 
particle moves past a test particle, we 
consider the force on the latter at the 
event when r and v are perpendicular. 

I 
I 

q Q 
I 

I 
I 

Fig. 7.6 Spacetime diagram for the 
situation (a) in Fig. 7.5. The full lines 
show the world lines of the source Q and 
test particle q. The dashed lines show a 
set of events at given distance r' from Q 
in its rest frame S'. The dotted lines are 
lines of simultaneity; the one through 
A is a line of simultaneity for q's rest 
frame S. The distance from Q to q at 
event A is smaller in frame S than in 
frame S'. 
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Fig. 7.7 'B of the Bang': a sculpture 
designed by Thomas Heatherwick, and 
erected in Manchester, England. The 
sculpture draws its inspiration from 
the explosive start of a sprint race 
at the 'bang' of the starting pistol; 
but to a physicist it is also remi­
niscent of the electric field due to a 
fast-moving charged particle- perhaps 
a muon arriving in Manchester from a 
cosmic-ray event. (Photograph by Nick 
Smale.) 

Fig. 7.8 Magnetic field due to a uni­
formly moving point charge. The field 
lines loop around the line of motion 
of the charge. There is no magnetic 
field directly in front of or behind the 
charge. 

The equations succeed in avoiding that situation. It is as if the source 
gives its 'marching orders' to the field in the form 'line yourself up on 
my future position, assuming that I will continue at constant velocity'. 
We shall re-examine this point in section 8.2.3. 

Eqn (7.21) says that the magnetic field has a similar forward-back 
symmetry. It loops around the direction of motion of the charge, with a 
maximum strength at positions to the side, falling to zero in front and 
behind (Fig. 7.8). 

We have already noticed that the electric field is diminished in front 
and behind the moving particle, and enhanced at the sides. The next 
remarkable feature is that the size of these changes is just as if the 
field lines of a stationary particle had been 'squeezed' by a Lorentz 
contraction. This is not self-evident, but is suggested by Fig. 7.4. The 
field lines from a point source transform like rigid spikes attached to the 
source. You should not deduce that this is a universal feature of electric 
field lines: just add a magnetic field in the first reference frame and this 
behaviour is lost. However, the picture does give a good insight into the 
way the Lorentz contraction of moving objects is brought about and 
embodied by the fields inside them. 

In the 'relativistic limit'-i.e. , as the speed approaches c--a charged 
particle such as an electron appears like a stealthy pancake with a mighty 
force field around it. There is little sign of its approach, but as it whizzes 
by it exerts, for a moment, a powerful lateral force, like a shock wave. 
However, because this force appears in a short burst, the net impulse 
delivered is not enhanced, but varies in proportion to l/v (exercise 7.4). 
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1.4 Covariance of Maxwell's equations 

We have already stated that Maxwell's equations are Lorentz covariant: 
they take the same form in one reference frame as they do in another. 
Bowever, when written down in the standard way, eqns (7.14), this 
covariance is far from obvious. Now we shall develop some concepts that 
a,llow the covariance to be easily seen. 

Any textbook on electromagnetism will tell you that the electric and 
magnetic fields can be obtained from two potentials ¢ and A, called the 
scalar and vector potential, through 

E 

B 

aA 
-V¢-­at 
V /\ A. (7.22) 

It is not hard to see where this idea comes from. If you look at M2 
(the second Maxwell equation, (7.14ii)) you will see that B has zero 
divergence. This implies that B can be written as the curl of something, 
so we write it that way and call the 'something' a 'vector potential' A. 
You should also see that another vector A = A + VX- for any scalar 
field X- would be just as good, because it has the same curl: more on 
that in a moment. Next turn to Faraday's law M3. Now it looks like 

The order of differentiation with respect to time and space can be 
reversed, so this can be written 

The combination in the bracket has zero curl, therefore it can be written 
as the gradient of something. We write the something -¢ with ¢ called 
the 'scalar potential' (the minus sign comes in for convenience: it means 
that this potential behaves like a potential energy per unit charge in 
electrostatics) . 

By using the potentials A and ¢, and eqns (7.22) we guarantee that 
no matter what functional form we put into A and ¢, two of the Maxwell 
equations will be automatically satisfied! Our work is reduced because 
now we only have to find four potential functions (¢ and the three 
components of A) instead of six field components. 

When looking for solutions for A and ¢ it proves to be very useful to 
keep in mind that we have some flexibility, as we already noted. We can 
add to A any field with zero curl, without in the least affecting the B 
field that is obtained from it, eqn (7.22ii). However, since A influences E 
as well we need to check what goes on there. You can easily confirm that 
We can keep the flexibility if both potentials are changed together, as 

.A=A+VX, ¢ = ¢ _ ax 
at (7.23) 
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where X is an arbitrary function. If the potentials are changed in this 
way, the derived fields are not changed at all. This is no more mysterious 
than the well-known fact that the gradient of a function does not change 
if you add a on tant. to the function' it i ju t that in tllree dimen ion 
th po ibiliti '$ ar more rich. The chang from A,4J to A if> given ill 
eql1 (7.23) go by th fancy nam of a gauge transformation. W 
say hat the 1 ctri and magn ti fieJds ar invariant under gaug 
transformatj~ms'. A simp! xample i ' to hirt tit s ajar potential by 
a n tant: ¢ = 4J+ Va · This is a gang · trM. formation with , = - Vot. 

w anyon tuclying Relativity who com a ro a v tor paired 
witll a calar, and who ee qn (7.23) , begin su p t hat we ha.v · a 
4-v or in play. Let us if it works. We form th '4.-v ·tor potential' 

A == (¢/c, A) (7.24) 

and note that the gauge transformation equation (7.23) can be written 

A = A+OX. (7.25) 

We have not yet proved that A is a four-vector, but the fact that we can 
write the gauge transformation in four-vector notation is promising. 

Next we shall plug the forms (7.22) into Maxwell's equations Ml and 
M4 (eqns 7.14i and iv). One obtains 

2 8 P (7.26) - 'V¢--V·A = 
8t EO 

2 8 82 A 2 2 j 
(7.27) c V(V·A)+-V¢+- -c 'V A = 

8t 8t2 EO 

As things stand this do s n look v ry 'imple! However, tile second 
equation is suggestive. The la t two term 1 ok like _ C20 2 acting 011 

A (recall that the d'ALemb rtian 0 2 was defin d in qn (6.22)). The 
trouble is that we also have the fir t two terms, which tog th r form 
th 3-gracli nt of ( 2 V • A + 8Nat). Now w take a cl v r t p. W 801' 

going L take advantage of the idea of gauge trall formation. We r ·call 
that w hav orne fI xibility in picking the pot ntial functioJ and we 
propos tha.t by ta.king advan age of th is Bexibility it is alway. p ssibl 
to arrange that 

1 8¢ 
V · A+ --=O. 

c2 8t 
[ Lorenz gauge (7.28) 

When we impose this condition, the first two terms in eqn (7.27) cancel 
and the equation reduces to the simple form 

02A = -j . 
c2EO 

You can also confirm that eqn (7.26) becomes 

02¢ = -Po 
EO 

(7.29) 

(7.30) 
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£qn (7.28) is called the Lorenz gauge condition,3 and imposing it is 
called 'choosing the Lorenz gauge'. One needs to be aware that once such 
a gauge choice has been made, results based on it no longer have the full 
flexibility offered by eqns (7.23). However, that is merely a statement 
about the potentials. The fields that are obtained through any given 
choice of gauge are completely valid and 'care nothing' about how they 
were calculated. 

Before commenting on the beautifully simple eqns (7.29) and (7.30) 
we need to check that it is always possible to impose the Lorenz gauge 
condition. To this end, first suppose we have some arbitrary A and ¢ 
not necessarily in the Lorenz gauge. They have 

1 8¢ 
V . A + c2 8t = f(r, t) 

for some function f. Let us try a gauge transformation and see what 
happens: 

- 1 8¢ 2 1 82 X 
V . A + c2 8t = f ( r, t) + \l X - c2 8t2 • 

If follows that we can achieve the Lorenz condition as long as X can be 
chosen such that it satisfies the equation 

1 82 X 2 
c2 8t2 - \l X = f. 

This is a wave equation with f as source. The important point is that it is 
known that there always exist solutions to this equation, no matter what 
form the source function f takes. The method of solution is explained in 
section 8.2.2. If follows that we can always adjust the potentials so that 
they satisfy the Lorenz gauge condition. 

Eqns (7.29) and (7.30) are important because they are uncoupled 
(you can solve them for ¢ on its own, and then for A on its own) and 
because they are both wave equations with a source term, for which 
powerful methods of solution exist. Furthermore, they open the way to 
writing down Maxwell's equations in a 4-vector notation that makes 
their Lorentz covariance explicit and obvious. 

We have already learned in chapter 6 that for the flow of a quantity 
such as electric charge, the combination (pc, j) is a 4-vector. We can 
write all the formulae leading up to eqns (7.29) and (7.30) in 4-vector 
notation. We have 

J = (pc, j ), A = (¢fe, A). 

The Lorenz gauge condition is 0 . A = 0, and the final result is 

Maxwell's equations 

02A - -1 J 
- C2€o ' 

with O· A = o. (7.31) 

3 The gauge condition (7.28) was 
derived and exploited by Ludvig Lorenz 
in 1867. However, it is commonly 
named the Lorentz gauge, after Hen­
drik Lorentz (1853- 1928). It seems 
somehow unfair to Lorenz to perpet­
uate that terminology; see Jackson's 
book for further comments. 
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This equation does two jobs at once. First it shows that A is indeed a 
4-vector as we suspected (because we already know that J is a 4-vector, 
c2 and EO are constants, and 0 2 is a Lorentz scalar operator). Secondly, 
it expresses all of Maxwell's equations in one go, in explicitly Lorentz 
covariant form! I say 'all' because we have already noted that two of 
the equations were already taken care of when adopting the potentials, 
so there are only two left to worry about. The point is that we can 
see immediately that a change of reference frame will give the equation 
0,2A' = -J' j(C2EO): i.e., the same equation with primed symbols, and 
therefore, by reversing the argument, we would obtain Maxwell equations 
in their 3-vector form just as we claimed in eqns (7.15). 

Coulomb gauge 

We chose the Lorenz gauge above because it leads to a simple statement 
of Maxwell's equations. For some calculations, another choice of gauge 
(i.e., choice of constraint to impose on A) can be more convenient. There 
is an infinite variety of constraints one could choose. One that has proved 
sufficiently useful to earn a name is the Coulomb gauge, also called 
radiation gauge, where the constraint is 

V'. A = 0, [ Coulomb gauge (7.32) 

i.e., the divergence of the 3-vector potential is zero. Note that this is a 
three-vector equation. Therefore, if the potentials are in Coulomb gauge 
in one inertial frame, they are not guaranteed to be in Coulomb gauge 
in all inertial frames. This does not make the calculations invalid: the 
fields are obtained correctly, no matter what gauge is adopted. 

If the scalar potential is independent of time then the potentials can 
satisfy both Lorenz and Coulomb gauge conditions. 

The proof that it is always possible to find a gauge transformation so 
as to satisfy the Coulomb gauge condition is left as an exercise for the 
reader. In the Coulomb gauge, the first Maxwell equation (7.26) becomes 
Poisson's equation 

This is the same equation as one would obtain in electrostatics, but 
now we are treating general situations! If p changes with time, the 
influence on ¢ happens instantaneously in the Coulomb gauge. However, 
the influence on the fields is not instantaneous: once the contribution of 
both the scalar and the vector potential is taken into account, one gets 
the same result as one would in any other gauge: i.e., light-speed-limited 
cause and effect. 

7.4.1 Transformation of the fields: 4-vector method* 

Now that we have established that A is a four-vector, we know how 
it transforms for a change of reference frame: A' = AA. Hence for two 
reference frames in standard configuration, 
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ep' /c = ,,((ep/c - (3Ax) 

A~ "(( -(3ep/c + Ax) 

A~ Ay 

A' z (7.33) 

One can now plug these into eqn (7.22) and thus find the fields in the 
primed frame in terms of the potentials in the unprimed frame. With a 
little care one can then derive eqn (7.13). It is not particularly quick, 
but at least it is thorough and automatic. The only way to get a full 
appreciation of the virtues and pitfalls of this method is to try it oneself, 
but to help you I shall show how it works for E'. 

To reduce clutter we will drop c from all the equations, and then put 
it back in at the end using dimensional analysis. 

First we would like to find Ell = E~, given by 

E' = - aep' _ aA~ (7.34) 
x ax' at" 

We have ep' and A~ in terms of ep and Ax, eqn (7.33), but the problem 
is that the derivatives in eqn (7.34) are with respect to x' and t', not x 
and t as we would like (since we are trying to relate the field to Ex). We 
shall have to make use of the standard result for partial derivatives, 

aep' aep' aep' aep' 
-dt + -dx + -dy + -dz at ax ay az 

dep' 

aep' 
ax' 

aep' at aep' ax aep' ay aep' az --+ -- + -- + --. 
at ax' ax ax' ay ax' az ax' 

Note that this is nothing especially to do with 4-vectors or the D opera­
tor; it is just what happens when you express a change in a function in 
terms of its changes with respect to different sets of coordinate variables. 
We can find out what at/ax' etc. are by using the inverse Lorentz trans­
formation of coordinates, t = "((t' + vx') and x = "((vt' + x'), y = y', 
z = z', so 

( ::' ) x' ,y' ,z' 
= "(, 

(::' ) t' ,y' ,z' 
= "(v, 

( ~:, ) x' ,y' ,z' 
= "(v, 

(::' ) t' ,y' ,z' 
="(, 

( ::' ) t' ,x' ,z' 
= 1, 

(::' ) t' ,x' ,y' 
= 1, 

and all the others are zero (all these partial derivatives are simply the 
elements of the matrix A-I). Using these results along with the potential 
transformation equation (7.33), we find 
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4 Do not forget that we have dropped 
c, so "(2(1 - v 2 ) = 1 here. 

a¢' 
aX' 

aA~ 
at' 

When these are added to make E~, four terms cancel, leaving4 

(7.35) 

(7.36) 

E' = 'l ( - (1 - v2 ) a¢ _ (1 _ v2 ) aAx) = _ a¢ _ aAx = Ex. 
x ax at ax at 

It seems like a lot of trouble just to get the simplest of the results, 
but the other terms now go smoothly, because a¢' / ay' = a¢' / ay and 
a¢' /az' = a¢' /az, and A~ = Ay leads to 

aA~ aAy aAy 
at' = 75t:'Y + ax 'YV. 

Hence 

E' =, (_a¢ _ aAy -v (aAy _ aAx)) =,(E, +(v I\ B) ) y ay ay ax ay y y 

and the calculation of E~ is similar. We have now derived the full 
transformation equation for E, without restriction. The calculation for 
B is left as an exercise for the reader. If the reader would rather avoid 
it, then read on! 

7.5 Introducing the Faraday tensor 

We would now like to introduce a new mathematical tool that, among 
other things, can greatly simplify the calculation presented in the previ­
ous section. The idea is to extend the 'apparatus' of 4-vector analysis by 
introducing a matrix-like quantity called a tensor. In fact, this is part of 
a more extensive apparatus called tensor analysis that is introduced in 
chapter 12, but here we shall not need the whole apparatus, so to keep 
things simple we will concentrate on the minimum we need in order to 
gain some useful insights into electromagnetism. 

7.5.1 Tensors 

Take two arbitrary 4-vectors A and B and form the product 

ABT 

where, as usual, we have in mind that the 4-vectors are considered to 
be column vectors. By the rules of matrix multiplication, this is a valid 
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combination because it is the product of a 4 x 1 'matrix' with a 1 x 4 
'matrix'. The outcome is a 4 x 4 matrix, and the operation is called 
'taking the outer product'. You can confirm that the resulting matrix is 

( 

AOBo AOBl AOB2 AOB3 ) 
A1Bo A1B l A1B2 A1B3 
A2Bo A2Bl A2B2 A2B3 , 
A3Bo A3B1 A3B2 A3B3 

In other words, we just write out every possible combination of elements 
of A and B and arrange them in a matrix. For example: 

20 0 
30 0 
10 0 
50 0 

-4 ) -6 
-2 

- 10 

The result can also be expressed conveniently by writing down the 
expression for an arbitrary element of the matrix. If M = ABT, then 

(7.37) 

where the indices m, n run over the values (0,1,2,3). 
Note the contrast with the inner product AT gB which leads to a scalar. 

Both inner and outer product are much used in quantum theory, where in 
Dirac notation they are expressed (4)1 7/') and 14» (7/'1. They are different 
again from the 'tensor product' (written 14» 0 17/')), which we shall not 
need5 . 

Clearly, since A and Bare 4-vectors, their outer product M = ABT 
cannot be Lorentz invariant, but must transform as 

A -> 
B -> 

In other words, under a change of reference frame the matrix M trans­
forms into M' given by 

M' =AMAT. (7.38) 

We now have two different types of matrix in play. A is a matrix 
describing the transformation from one frame to another, whereas M 
is a matrix that can be written down in anyone frame, and which 
transforms as shown in eqn (7.38) under a change of reference frame . To 
distinguish them, M is called a tensor whereas A is not. 

More generally, we define a tensor (or, to give the full name, a 'con­
travariant second-rank tensor') to be any 4 x 4 matrix that transforms, 
under a change ofreference frame, as given in eqn (7.38), whether or not 
the matrix can be written as an outer product of 4-vectors. This makes 
perfect sense, because one can show that any such tensor can be written 
as a sum of outer products. 

Having introduced the tensor, it is natural to ask whether or not it 
can multiply a 4-vector, as in the product M U. Why should it not? 
It is a perfectly well-defined mathematical operation, obeying the rules 

5 Alternative notations. Sometimes the 
outer product is written A ® Band 
sometimes you see simply AB. In the 
latter form it is to be understood that 
the outer product is intended. The 
outer product is also called 'dyadic 
product'. The symbol ® is also used, 
in other contexts, for a tensor product, 
and sometimes you will find the dyadic 
product called a 'tensor product' , but 
strictly that is an abuse of terminology. 
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of matrix multiplication. However, beware! The outcome is a column 
vector, but it is not a 4-vector, because it does not transform the right 
way: 

MU = ABTU = A(BTU) 

Till i the produ t of a 4-ve tor A wi h a 'calal: qllani~)' (BTU) t;hat 
is math · matically w ll-d fined bu is no a Lor ntz-invari Ilt scaJar, 
b aus i i missing t,h · cru laJ m tri 9 in he middle. Ther for the 
combination MU is not a 4-ve tor. It is well-defined but not ttseful. To 
g t a mol' useful qnantity, it is obvioll what w need to d : put the 
me tI· i into Lhe a1culation. That is we onsider the produc 

MgU = ABT gU = A(B . U). (7.39) 

Tllis i a 4-v c Or be au e it is the product of an invariant and a 4-ve tor. 
NIol" generally, W' n now show that any tensor (that is, any 'uti 'Y 

trail forming a qn (7.3 )), when multiplyiug th ' combination gU fo!' 
an arbitrary 4-ve tor U, yield ' fl. 4-vectol', whether or not the tensor can 
b written as an out l' product. Th proof is easy: 

MgU -+ (AMAT)gAU = AM(AT gA)U = A(MgU) (7.40) 

by using the definition of A, eqn (2.48). In view of this, we extend the 
dot notation already employed for inner products, such that, for any 
tensor M and 4-vector U, 

M·U :=MgU and U . M == UT gM. (7.41 ) 

Thus the use of a dot takes care of the presence of g, and also makes 
sense, because these types of matrix multiplication are closely related to 
inner I roducts. 

\~l will sh w in hapt r 12 that g is its 1£ a L ' Dsor, though of a different 
type, that transforms as 9 -+ (A- l)T gA - 1, buL since this quals g, we 
do not need La WOrt)' about it. We han take it for granted, just as we 
have done all a1 ng In ~he discussion of 4-v ctors. It is only ill General 
Relativity that thl pr perLy is no longer guarante d. 

The tensors that a.r relevan t p11y ic end to be either ymmetric 
(M1 = l\-e) or antisymm tri (M = _Ml7') . The ant.isymrnetric type are 
th impl t, because th Y have 01)ly ix indep ndent element.: th 
diagonal lemon ·s mus be zer and lements in th · lower left triangle 
mu t he th n ga iv of those in th upper right triangle. It is useful to 
write a generic antisymmetric tensor in the form 

a1 a2 

o b3 

_b3 0 
b2 _b1 

where (aI, a\ a3) and (bl, b2, b3) are the six independent numbers, and 
the second version implies (correctly, as we shall see) that these numbers 
in fact form the elements of two 3-vectors. Note carefully the placement 
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of the signs in the b part. The logic is that bx goes into the (y, z) slot 
of the tensor (third row, fourth column) , and the other components 
go as given by cyclic permutation: i.e., by goes into the (z,x) slot and 
bz into the (x, y) slot. This assignment is like the rules for a vector 
product of two 3-vectors; we shall display that connection in full in 
chapter 12. 

1.5.2 Application to electromagnetism 

We shall now make a claim: the Lorentz force equation (7.3) can be 
written 

F = qIF· U (7.43) 

where F is the 4-force on a particle of charge q, U is the 4-velocity of 
the particle, and IF is a tensor. To be precise, the Lorentz force equation 
emerges as the spatial part of this 4-vector equation. 

We shall prove the claim by finding the tensor IF. As a first step, 
consider 

F· U = q(IF· U) . U = q(IFgUf gU = qUT g(IFT gU) = qU . (IFT. U). (7.44) 

On the right-hand side we have the scalar product of U with the 
4-vector q(IFT . U) , which is almost the same as F. If IF were symmetric 
then this combination would be exactly equal to F and we would have 
F . U = U . F, which is true, but it is not the only possible solution. If 
IF were anti symmetric then we would have q(IFT . U) = -q(IF . U) = - F, 
and then eqn (7.44) reads 

F· U = -U . F = - F· U. 

This is more interesting, because it implies F . U = O. This means that the 
force is a pure force (cf. eqn (4.3)). Therefore, if our claim (7.43) is valid, 
then the use of an anti symmetric tensor will guarantee that the resulting 
force is pure. This is the very property we require for electromagnetism, 
so we propose that IF is antisymmetric. 

Any antisymmetric tensor can be written as in eqn (7.42). We have, 
therefore, 

( -a~ 
ax ay 

a, ) C~') ( a v ) F 0 bz -by IVX = I axc + bzvy - byvz = -bz q -ay 0 bx IVy ayc + bxvz - bzvx 
-az by -bx o IVZ azc + byvx - bxvy 

( a·v ) 
I ac+ v A b 

where we first multiplied U by g and then completed the calculation. 
If this is to give the Lorentz force equation, then the spatial part must 
be equal to I(E + v A B) (do not forget the factor I in eqn (2.75)) . 
Therefore we have the correct force as long as 

a = E /c, b = B. (7.45) 
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6 The symbol OTn is often written 8Tn 
, 

in view of the fact that 

where xTn = (ct,x,y,z); note that 9 is 
needed here in order to get the signs 
right. 

The conclusion is that the electric and magnetic field vectors can now 
be regarded as two parts of a single entity: the electromagnetic field 
tensor, often called the Faraday tensor. Here it is written out in full: 

(7.46) 

For example, a uniform electric field pointing in the x-direction would 
be expressed by the field tensor: 

IE" = E ( -~ ~ ~ ~ ) 
cOO 0 0 . 

o 000 

Using this in eqn (7.43) gives the explanation for eqns (4.35) and (4.36). 
All the equations of electromagnetism can now be written in terms 

of the field tensor IE" instead of the 4-vector potential A. For example, 
consider the combination6 

( 

1 BAt 
c i'it 

BAt 

OAT = oaAb = fl t 

By 
BAt 
7fZ" 

(7.4 7) 

This is a kind of 'gradient of a vector', saying how every component of 
the vector changes in every direction. You may recognize it as a Jacobian 
matrix. You can now use this to show that the field tensor is related to 
the 4-vector potential by 

(7.48) 

where the equation gives the matrix element-by-element, with indices m 
and n running over (0,1,2,3). For example, (m = 0, n = 1) gives 

1E"01 = -~~Ax - ~f 
c at ax c 

which is equal to Ex / c, in agreement with eqn (7.46). 
Recalling the version of Maxwell's equations that we obtained before, 

eqn (7.31), it should now not surprise us too much to learn that those 
equations can also be expressed in terms of a first derivative of IE". We 
have 

DI'~(-liJV)( 0 
- E/c 

) 0 Bz -By 
cat' -E/c -Bz 0 Bx 

By -Bx 0 

= (-~'E, -- -v AB 1 aE ) 
c2 at 
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(where the matrix is glF). Therefore Maxwell's equations Ml, M4 can be 

written 

O.lF=-p,oF. (7.49) 

We will explore this approach further in chapter 13. The main point to 
register at this stage is that we now have in clear view the idea that 
has been a repeated theme of this chapter: namely, that the electric 
and magnetic fields are two parts of one thing. That 'thing' is a tensor 
field. It is a set of values (six of them altogether) that is associated with 
every event in spacetime, and that captures something of the physical 
nature of, or situation at, every event in spacetime. It results in a 
four-force on any charged particle that happens to be at the event in 
question. This tensor is of a type (the antisymmetric type) that can also 
be interpreted as a pair of vectors. It is not that the magnetic field is 
derived from the electric field, nor vice versa, but that they each furnish 
part of the larger thing (the tensor field). The relative contributions 
they make at any given event can vary from one reference frame to 
another. 

The fields due to a uniformly moving point charge are given by 

(7.50) 

where U is the 4-velocity of the charge and R is a null vector from an 
event on the worldline of the charge to the event at which the fields 
are being calculated. These events are called the SOUrce event and the 
field event. They will be studied in detail in the next chapter, which will 
elucidate the expression in full. 

Finally, we are now in a position to do the calculation promised at the 
end of section 7.1.1: namely, to obtain the field transformation equations 
by an algebraically easier method. All we need to do is some matrix 
multiplication: 

IF' = AlFAT = 

( 0 lFtx 

l 0 

where we wrote down the result for two frames in standard configuration, 
and the dots indicate that the lower elements are to be assigned in an 
antisymmetric fashion. By extracting the two vectors, and recalling that 
the direction of relative motion is along x, one finds our old friend eqn 
(7.13). This is undoubtedly the most direct route to that result (and we 
shall present in section 12.2.3 a method to obtain IF' that even avoids 
the need to perform the matrix product). 
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Exercises 

(7.1) Examine the effects of Lorentz contraction and 
time dilation on a long straight solenoid in 
motion along the direction of its axis, and hence 
prove that the magnetic field inside the solenoid 
is unaffected by such motion (an example of 

B I! = BII') 

(7.2) Find the magnetic field due to a long straight 
current by Lorentz transform from the electric 
field due to a line charge. 

(7.3) A pair of parallel particle beams separated by 
distance d have the same uniform charge per unit 
length A. They propagate in a region where a 
magnetic field is applied with a direction and 
strength just sufficient to overcome the repulsion 
between the beams, so that they both propagate 
in a straight line at constant speed v . Find the size 
B of this applied magnetic field, and comment on 
the limit v -+ c. 

(7.4) Suppose a particle of charge q moves at constant 
velocity v at distance d above a surface. Let the 
xy plane be parallel to the surface, and let the x 
axis be along the path of the particle. Show that 
the fields at a point on the surface are 

E = "{q (-vt d 0) 
(d2 + (-yvt)2)3 /2 " 

B "{q (0 0 dv/c). 
(d2 + (-yvt)2)3 /2 ' , 

Show that the time integral of the field is propor_ 
tional to l/v. 

(7.5) A circular ring of proper radius a carries current I 
and lies in the x' y' plane at the origin of frame S' 
in standard configuration with S. Find the electri~ 
field in S at points on the z axis when t = O. 

(7.6) Electrostatic problems are usually treated using 
¢ = ¢(r), A = O. Show that the same physical 
results can be obtained using potentials ¢ = 0, 
A = tV¢. 

(7.7) Show_that the vector potentials A = (-y, x, 0) 
and A = (- 2y, 0, 0) both give rise to the same 
uniform B field, and find a scalar function X such 
that A = A + V X. 

(7.8) Confirm that eqn (7.48) gives eqn (7.46). 

(7.9) A rectangular loop carries current I and lies in the 
xy plane with sides a, b parallel to x, y axes respec­
tively. Its magnetic dipole moment is m = I abz 
in its rest frame. Show that, in a frame where 
the loop moves in the x direction at speed v, 
there is a charge ±aI v / c2 on the two sides sep­
arated by b, and thus an electric dipole moment 
p = v /\ m/c2

• 



Electromagnetic radiation 

In this chapter we examine the solution of Maxwell's equations in 
general, and in particular the phenomenon of electromagnetic radiation. 
We start with the fact that even in the absence of any charge or 
current, Maxwell's equations have a rich variety of solutions (in addition 
to the solution E = 0, B = 0): namely, the plane wave solutions and 
their superpositions. This fact comes first because it is needed in the 
analysis of what happens when there is an accelerating charge or a 
changing current. We then consider the general problem of calculating 
the fields for any arbitrary situation, when the distribution of charge, 
and how it is moving, have been given and it is desired to find the 
fields. This seems to be an ambitious calculation, but by using the 
scalar and vector potential it becomes tractable. We then go on to 
consider electromagnetic radiation in more general terms, and especially 
the power radiated by simple sources such as moving point charges and 
oscillating dipoles. The chapter contains much that might be found in a 
moderately advanced textbook on electromagnetism, but we will focus 
our interest on areas where Lorentz covariance has something to teach 
us, or where charges are moving fast. 

8.1 Plane waves in vacuum 

First we shall derive the possibility of electromagnetic plane waves 
in vacuum, assuming the Maxwell equations as a starting point. The 
quickest way is simply to present them as trial functions and prove that 
they are solutions. 

It is convenient to write a general electromagnetic plane wave using 
the complex number notation: 

E = Eo ei(k.r-wt), B = Bo ei(k .r - wt) , (8.1) 

where Eo and Bo are constant vectors, independent of both time and 
Space, as is k, the wave vector. It is understood that the physical fields 
are given by the real part of this solution, E observed = ~[EJ, B observed = 
~[BJ. If the constant vectors Eo and Bo are real then the plane waves 
are linearly polarized; if one allows Eo and Bo to be complex then one 
can treat any type of polarization. The waves are plane because we are 
assuming k is constant, so the wavefronts are flat and the direction of 
propagation is everywhere the same. 
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Fig. 8.1 Field directions in a linearly 
polarized plane wave. 

It is very easy to 'plug' this trial solution into Maxwell's equations if 
one once learns (e.g., by exhaustive coordinate analysis) that for vectors 
a, k that are independent of time and position, and constant w: 

:t (a ei(k-r-wt)) -iwa ei(k.r - wt) , (8.2) 

V . (a ei(k.r-wt)) ik. a ei(k-r-wt) , (8.3) 

V /\ (aei(k.r- wt)) ik /\ a ei(k.r-wt). (8.4) 

It is useful to learn these, and they are easy to remember. They are 
saying that in the case of the function 'position-independent vector times 
exp(ik· r)' the V operator performing a div or curl acts just like the 
vector k producing a scalar or vector product. This makes the process 
of putting our trial solution in to Maxwell's equations in free space 
extremely easy. In the case of waves in free space (zero charge and current 
density), we find by using the above and dividing out the exp function: 

Ml: ik . Eo = O. 
M2: ik· Bo = O. 
M3: ik /\ Eo = iwBo 
M4: ic2 k /\ Bo = -iwEo 

E is orthogonal to the wave vector. 
B is orthogonal to the wave vector. 
E is ..1 to B; Eo = (w/k)Bo 
w = kc, Eo = cBo 

The last equation (M4) on its own gives a statement about the mutual 
directions, and it says the sizes are related by c2kB = wE. The directions 
are consistent with M3, and the sizes agree with M3 as long as c2 k = wc, 
leading to the conclusion w = kc and Eo = cBo that has been given on 
the last line of the table. 

Since the above are all mutually consistent, they confirm that the trial 
solution is indeed a solution, and we find the constraints on the plane 
waves: they must be transverse (with E, B, k formipg a right-handed 
set), the sizes of the fields must be 'equal'-i.e., related by IEol = clBol­
and the phase velocity w/k must be equal to c. 

In terms of the 4-vector potential, the Maxwell equations in Lorenz 
gauge (7.31) in free space (J = 0) give the wave equation, so there are 
plane wave solutions 

where Ao is a constant 4-vector amplitude. The choice of Lorenz gauge 
o . A = 0 (eqn (7.28)) is required in order to get the wave equation, so 
we have the constraint 

D· A = iK· A = 0 =? K· Ao = O. (8.5) 

Therefore the waves of A are 'transverse' in spacetime. Often, a polar­
ization 4-vector c: is introduced, such that 

A = Ac:, (8.6) 



where A = (A; + A~ + A;)1/2 and then the Lorenz condition is 

c' K = 0 
o c ' 

=} c = e . k- = e . k. 
w 

(8.7) 

Note that e can have a component along k. This possibility is called lon­
gitudinal polarization. It does not mean that the fields have longitudinal 
polarization: they remain transverse. 

In free space we can always choose that the scalar potential is zero, 
¢ = 0 (in addition to the Lorenz gauge condition), since there exists a 
gauge transformation within the Lorenz gauge that accomplishes this 
(see below). Then O· A = V . A so the Coulomb gauge condition is 
satisfied as well. In this case the polarization vector has cO = 0, and 
then eqn (8.7) implies that e is transverse (i.e. A· k = 0). 

Example A plane wave in free space is described by a 4-vector 
potential A = Ao exp(iK· X) satisfying the_Lorenz gauge condition, with 
AD = ¢/c '" O. Find a gauge change A -+ A that results in a 4-potential 
still in Lorenz gauge, but with ¢ = o. 

Solution 
Since we want to get rid of ¢, we suggest the gauge function X = J ¢dt, 
so that 8X/ at = ¢. In order to stay in the Lorenz gauge we need this X 
to satisfy the wave equation. It does, because 02X = 0 2 J ¢dt = J 02¢dt 
which is zero because here ¢ satisfies the wave equation. 

More generally, a change of 4-polarization by 

c -+ c + aK, (8.8) 

where a is an arbitrary constant, amounts to a gauge change and 
therefore does not affect the fields. Since K is null, eqn (8.7) is still 
satisfied so the 4-potential remains within the Lorenz gauge. In this way 
one can always arrange that one of the components of c is zero. The 
Lorenz condition gives a further constraint, and therefore there remain 
just two independent components of the polarization 4-vector. 

We have already discovered some of the kinematics of these plane 
wave solutions, through our study of the headlight effect and the 
Doppler effect, and the energy falling into a bucket. A Lorentz trans­
formation applied to the 4-wave-vector, and eqns (7.13) to transform 
the fields, must reproduce all those effects. For example, suppose a 
linearly polarized plane wave has its electric field along the y direction, 
its magnetic field along the z direction, and propagates along the x 
direction. In another reference frame S' in standard configuration with 
the first, one finds 

E~ = E~ = 0, 

B~ = B~ = 0, B~ ,(Bo - VEo/c2) eitp = .,(1 - (3)Bo eitp 

where the phase 'P = kx - wt = k'x' - wit' is an invariant. Notice the 
similarity with the longitudinal Doppler effect: the field amplitudes 
transform in the same way as frequency. 

8.1 Plane waves in vacuum 173 
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We shall show in section 16.4 that the intensity (power per unit area) 
is proportional to E 1\ B , so we have I' = ,2(1 - (3)21, in agreement with 
eqn (6.25). 

8.2 Solution of Maxwell's equations 
for a given charge distribution 

We shall now use the potentials to acquire some more information about 
electromagnetic fields. A common type of problem would be of the form, 
'given that there are charges here and here, moving thus, what can yOU 
tell me about the fields?' That is, we would like to solve the equations in 
such a way that we can obtain the fields from given information about 
the charges and currents. 

An important example is the case of no charge and no current. One 
possible solution for this case is zero field everywhere, but that is not the 
only solution: in vacuum the fields also can have forms that propagate 
as waves at the speed of light, as we saw in the previous section. 

Another simple case is that of a single point charge in uniform motion. 
We studied this in section 7.3. It will serve as a useful introduction to 
methods based on potentials. 

8.2.1 The 4-vector potential of a uniformly 
moving point charge 

As in section 7.3 we suppose a point charge is at rest in one reference 
frame and therefore moving in another. As before we will choose the 
primed frame 8' to be the one in which the source particle is at rest, 
and 8 to be the frame for which we want to write down the result. We 
are preparing now for a more general treatment in which we want to 
learn the potentials in a given reference frame in terms of the charge 
and current distribution in that frame. It will save a lot of clutter if 
we adopt unprimed symbols for the reference frame that is the 'final 
destination' of our calculation. 

80, suppose a charge q is at rest in frame 8', and this frame is in 
standard configuration with 8. Then the charge is moving along the x­
axis of 8 with speed v. The potentials for the case of a point charge at 
rest are 

¢' = -q- A' = O. (8.9) 
4wEor' ' 

By applying an inverse Lorentz transformation to the 4-vector A' we 
obtain 

¢ ,(¢' +vA~) = '-4 q , 
WEar 

Ax ,(v¢' /e2 + A~) = v¢/e2
, 

Az = O. (8 .10) 
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r' = ((X')2 + (y')2 + (z')2)1/2 = ('i(x _ vt)2 + y2 + z2)1/2 

(bY Lorentz transformation of the coordinates) so 

¢--q- ' 
- 471"Eo (r2(X - vt)2 + y2 + z2)l/2' 

A = v¢/c2
. (8.11) 

The source particle is located at r p = (vt, 0, 0) at any given time t 
in S. 

Now we apply eqns (7.22) to find the fields. One obtains 

E = _q_ ,(r - rp) (8.12) 
471"EO (r2(X - vt)2 + y2 + z2)3/2 

in agreement with eqn (7.4), and1 

B _ _ q_ ,v 1\ (r - rp) 
- 47rEoC2 (r2(X - vt)2 + y2 + z2)3/2' (8.13) 

One can notice that B = v 1\ E/ c2 , as previously remarked. 
So what have we learned from this? We knew the fields already 

(section 7.3), though perhaps the new method of calculation is simpler 
because it does not need to assume the field transformation equations. 
The more important point is that we have the potentials, eqns (8.11). 
They will prove to be very useful in what follows. 

8.2.2 The general solution 

So far we have mentioned two types of solution to the Maxwell equations: 
the waves in free space, and the field due to a uniformly moving point 
charge. Next we shall consider the general solution for the type of 
problem where the distribution of charge and current is known. 

Our aim is to solve eqns (7.29) and (7.30), which we shall rewrite here 
for convenience: 

(8.14) 

There are four equations (three for the components of A , and 1 for ¢) 
but they are all of the same form, 

1 [Pf 2_ 
c2 Bt2 - \l f - s(r, t). (8.15) 

This equation is called the inhomogeneous wave equation or wave equa­
tion with a source term. We want to solve such equations for the unknown 
fUnction f(r, t) when the source function s has been given. 

The Poisson equation 

To get the general idea, first consider the situation of electrostatics: i.e., 
there are just fixed charges and no currents, with no time-dependence. 

1 The vector in the numerator of B is 
found to be (0, -z, y) multiplied by v; 
here, owing to the fact that the source 
travels through the origin, rp and v are 
parallel so one can write this either as 
v 1\ r or as v 1\ (r - rp). A shift of ori­
gin must not affect the result, however, 
so the latter form is more general. 
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C?J a 

Fig. 8.2 

The Dirac 8-function. The Dirac 8-function is a mathematical 
tool that can be employed to simplify some calculations involving 
integration. It is a function of x that is defined by taking the limit of 
a narrow tall function of fixed area, as the width tends to zero and 
the height tends to infinity. The result is 8(x) = 0 everywhere except 
at one point, the point x = 0, and its value there is infinite in such a 
way that J~€ 8(x)dx = 1. A 8-function in three dimensions takes the 

form 8(x)8(y)8(z), which may be abbreviated to 8(3)(r). 

In this case the vector potential is zero, and eqn (8.14i) for the scalar 
potential becomes the Poisson equation 

(8.16) 

since aNat = O. We know that the potential due to a fixed point charge 
is ¢ = q/41rcor where r is the distance from the charge to the point 
where the potential is to be evaluated. We say r is the distance from 
the source point to the field point. The potential due to a set of charges 
can be obtained simply by adding the contributions from each charge. 
This follows from the fact that the Poisson equation is linear. We can 
consider any charge distribution p to be made of many tiny elements, 
each containing an amount of charge dq = pdV';; where dV';; is a volume 
element at the source point. Therefore the solution for the potential can 
be written 

(8.17) 

This method of solution, by dividing up the source function p into many 
tiny pieces, is called Green's method, and one can see that it will work 
whenever the differential equation is linear. The function 

~1 

41rlr~rsl 

is called the Green function (or Green's function) for Poisson's equation. 
It is the solution of eqn (8.16) when the right-hand side takes the form 
of a sharp spike having unit integral over volume: i.e. a 6-function (see 
box above). 

Cautionary note. The solution we have just presented is perfectly 
valid, but by quoting the known answer for a point charge we avoided 
a mathematical issue that needs to be examined for a thorough under­
standing of the method. For the case of a point charge at the origin we are 
considering \72 ¢ with ¢ ex l/r. But \72(1/r) is a strange function. We will 
show that \72(1/r) = 0 for r =f. 0, but \72(1/r) = ~OO for r = O. It is not 
that the function tends gradually to infinity as r becomes smaller, but 
rather, \72(1/r) is zero, and zero, and still zero, as r becomes smaller, and 
then it suddenly shoots off to infinity when r reaches zero! To understand 
this, consider 
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(8.18) 

'This gradient tends to infinity smoothly as r --+ O. When we take its 
divergence, for r i= 0 there is a cancellation of terms that may be very 
ja,rge but of opposite sign. It is only at r = 0 that the cancellation fails, 
a,nd then the terms are infinite and they add up. Here is the proof: 

(8.19) 

It is extremely tempting to evaluate the bracket as equal to zero, and 
hence obtain \72(1/r) = O. This is correct almost everywhere. However, 
a,t r = 0 it is not legitimate and our expression is there ill-defined. 

To understand the behaviour at r = 0 we can use a nice trick. Rather 
than working with the troublesome \72(1/r) directly, we integrate it over 
a volume of space and then apply Gauss's divergence theorem: 

J \72 (~) dV = J v· ( -:2) dV = f ~;r. dS. 

Now choose the region integrated over to be a sphere centred at the 
origin. The surface integral then evaluates to the surface area of the 
sphere, and we find 

(8.20) 

The volume integral thus 'tames' the function, and we conclude that 
V'2(1/r) is not zero at the origin, but takes such a value there that its 
volume integral is finite and equal to -41T. Using <l-function notation, 
the result is expressed as 

(8.21) 

The wave equation 

Now we are ready to tackle the inhomogeneous wave equation. The 
equation is linear, so it can be treated by Green's method. To use the 
full method we would start by finding the solution of the wave equation 
when the source term is concentrated in a tiny region of both space and 
time. However, it saves a little working if we use some general knowledge 
of waves to jump straight to a solution where the source is unrestricted in 
time. That is, we suppose the function s on the right-hand side of (8.15) 
can have any time-dependence, but it is zero everywhere except near one 
spatial point, which we may as well take to be the origin. This means 
that elsewhere, away from the origin, the differential equation is just the 
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Fig. 8.3 A spherical wave. In general, 
the time-dependence need not be sinu­
soidal, but the amplitude always fa lls 
as liT as the waveform propagates out. 

Spherical waves 

We seek a spherically symmetric solution to the wave equation 0 2 f ::::: 
O. For spherical symmetry, the function f does not depend on angles 
so the Laplacian reduces to ' 

2 1 8 ( 2 8 f) 2 8 f 82 
f 1 82 

V f -+ 2' -8 r -8 = - -8 + 8 2 = - -8 2 (r f)· rr r rr r rr 
(8.22) 

Now let u = r f and substitute into 0 2 f = O. For r =1= 0 we can mul­
tiply both sides of the resulting equation by r, and we obtain 

1 82u 82u 
----=0. 
c2 8t2 8r2 

This is the one-dimensional wave equation. Its general solution is 
u(r, t) = g(t - ric) + h(t + ric) where g, h are arbitrary functions. 
The general spherically-symmetric solution of the three-dimensional 
problem is therefore 

f= g(t-rl c) + h(t+rlc). 
r r 

This solves the homogeneous wave equation everywhere except at 
the origin (r = 0), which requires special consideration: see main 
text. The t - ric dependence means that 9 gives waves propagating 
towards positive r: i.e., outwards from the origin; h gives waves 
propagating inwards towards the origin. These are also called the 
retarded and advanced parts of the solution, respectively, see Fig. 8.4. 
For a situation in which the waves are caused by a source in the past, 
the h function is zero: the solution is purely retarded. 

wave equation in free space. We already know that this has plane wave 
solutions, but they are not the solutions we need here because they will 
not have the right behaviour near our source at r = O. However, another 
type of wave is the spherical wave, which has the general form 

f=g(t-rlc) 
r 

(8.23) 

and this does have a non-trivial behaviour near r = O. You can check 
that this is a solution of 0 2 f = 0 for any function g, except at the origin 
(see box above). 

Physically this corresponds to waves excited by a point source that 
oscillates with some time-dependence described by the function g. The 
waves travel outwards from the source, with speed c and spherical 
wavefronts. The 1/r factor means they diminish in amplitude as they 
go, thus ensuring energy conservation. Another solution is h(t + rlc)/r 
for any function h: this corresponds to waves collapsing in towards the 
origin. 
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o 
retarded advanced 

VU 
By comparing the situation with the one we have already treated 

(poisson's equation), we can now guess the answer. The general solution 
to the inhomogeneous wave equation (8.15), using retarded contributions 
only, is (see Fig. 8.5) 

f( ) = J 8(1'5 t -11' - 1'slJ ) Iv.; 
r, t I I (s· 471" r - rs 

(8.24) 

That is, we add up all the spherical waves produced by the sources, where 
each source has a strength sdll,;. We have shown most of the proof of 
this. In order to complete the proof, we need to show that eqn (8.24) 
accounts correctly for the time-dependence of the source for points near 
to and right at a given source. To do this we return to the case of a 
single point source and consider again the function f = g(t - r/c)/r. 
We already know that this function has 0 2 f = 0 except at r = 0 (see 
box above, or exercise 8.2). To find the behaviour at r = 0, first consider 
the situation at small but non-zero values of r. The first derivatives with 
respect to rand tare 

a (g(t~r/c)) g(t-r/c) 1 g'(t - ric) 
(8.25) = r2 ar c r 

a (g(t~r/c)) g'(t - ric) 
(8.26) 

at r 

where g' refers to the first derivative of the function g. In the limit r --+ 0, 
the g/r2 term dominates all the others, unless g' tends to infinity. We will 
assume 9 varies smoothly, never having an abrupt change, and therefore 
g' is finite and hence we only need to keep the g/r2 term. Applying this 
argument again to the second derivative, we have 

lim 0 2 (g(t - r / c)) = lim 0 2 (g(t)) = g(t) lim \72 (~) 
r--+O r r--+O r r--+O r 

(8.27) 

Where we can replace g(t - ric) by g(t) because the spatial dependence 
of g( t - r / c) only introduces terms like the second term on the right of 

Fig. 8.4 Retarded and advanced solu­
tions of the wave equation. A retarded 
solution propagates outwards from the 
source, forming a light-cone in the 
future of the source. An advanced 
solution propagates inwards towards 
the central point; it is possible for 
such waves to occur, but the point 
towards which they propagate is not 
their source. When calculating the field 
due to sources, we only need retarded 
solutions because the sources influenc­
ing any given field event lie in its past. 

Fig. 8.5 Calculating the potentials 
due an arbitrary distribution of an arbi­
trarily moving charge. For a given field 
event Cr, t) we sum over source events. 
The source events occur at the posi­
tions rs and times t - rsf/c. 
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eqn (8.25), which we have just shown are negligible, and then we can 
ignore the time-derivatives because we have just shown that they too 
are negligible. Therefore, for the solution under consideration, the wave 
equation reduces to the Poisson equation for locations near to or at the 
point-like source. 

We deduce that we have a solution to eqn (8.15) as long as 

g(t) lim \72 (~) = -s(t). 
r-tO r (8.28) 

Therefore, using eqn (8.21), we have 

47rg(t) = J s(t)dV. (8.29) 

This relates the function 9 appearing in our solution (f = g(t - rjc)jr) 
to the source term s(t) in the equation that we are trying to solve. 

It is convenient to absorb the 47r factor by defining q == 47rg, then we 
have f = q(t - rjc)j47rr. The overall conclusion is as follows. 

If the source in the inhomogeneous wave equation is concentrated at 
a point in space but has an arbitrary time-dependence s(t) of total 
strength 

q(t) = J s(t)dV, 

then a solution of eqn (8.15) is 

f( )
=q(t-rjc) r,t . 

47rr 
(8.30) 

This solution looks just like the Coulomb potential, except instead of 
evaluating the 'charge' q at the time t, it is evaluated at the 'retarded' 
time t - r j c. The interpretation is that the potential at a given position 
receives waves from the source, and they take time to get there. This 
makes sense: it is the mathematical expression of the cause- effect rela­
tionship between the source and the potential, with a finite speed for 
signals. 

Another solution exists, with 'advanced' time t + rjc, but this corre­
sponds to waves moving in towards the source, so it does not correspond 
to the physical situation we are treating. 

We can now complete the Green method and deduce that for any 
source function (now spread out in space and time), the solution to the 
wave equation (8.15), with retarded potentials, is eqn (8.24). 
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APplication to Maxwell's equations 

using eqn (8.24), we are now in a position to write down the solutions 
we wanted, for given charge and current distributions in Maxwell's 
equations. The complete story is given in the box below. 

Maxwell's equations: 

P V·E=-
EO' 

V·B=O, 

aB 
Vt\E=-­

at' 
2 j aE 
cVt\B=-+-. 

Their solution: 
aA 

E= -V¢- Bt' 

B = V t\A, 

EO at 

-1..( ) __ 1_ J p(rs, t - rsr/c) d3 
'f' r, t - rs 

47fEo rsf 

A( ) - _1_ J j(rs, t - rsr/c) d3 r, t - rs 
47fEoC2 rsf 

where rsf = Ir - rsl and d3rs == dxsdYsdzs. 

(8.31) 

One can verify that the potentials written here do satisfy the Lorenz 
gauge condition (7.28). 

It might seem to be unwarranted to call eqn (8.31) 'the solution' of 
Maxwell's equations, because it still leaves some work to do: we have to 
carry out the integrals, and having done that we have to differentiate 
to get the fields. However, in principle an integral is nothing more nor 
less than adding up lots of tiny bits, and the equation tells us precisely 
what has to be added up: the amount of charge (for ¢), or current (for 
A) at the event (rs, t - rsr/c), divided by rs£ , and we have to sum over 
all source points rs. Differentiation is even more straightforward. This 
is an explicit set of instructions, as opposed to the very different sort of 
demand 'solve this partial differential equation'. 

To write down the integral, we had to pick a reference frame in order 
to allow us to talk about things like distance, volume, and charge density. 
Obviously the integral is designed to tell you what the potentials are in 
that reference frame, but it does not matter what reference frame you 
choose. This fact can be made self-evident by writing the whole problem, 
and its solution, in 4-vector notation. The box below, eqns (8.32), shows 
this. The relation between the field tensor and the potential takes care 
of the second and the third Maxwell equations; the other two are given 
by the 02A equation (recall section 7.4). The integral used to calculate 
the 4-vector potential is now written in a form designed to bring out its 
Lorentz covariance. 
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2 In index notation, the first equation 
is lFab = aaAb - abAa. 

Maxwell's equations:2 

IF = 01\ A, 

02A = -fLoJ (for O· A = 0). 

Their solution: 

A = flo r J dO' 
41f J(p1c) 

where dO' = d3rs, 
Tsf 

(8.32) 

in which Tsf = Ir - rsl and (pIc) is the past light-cone of the field 
event. 
¢:> For an arbitrarily moving point charge: 

A= _q_ U 
41ffoc (-R . U) 

(8.33) 

where U is its 4-velocity at the source event, and R is the (null) 
4-vector from the source event to the field event. 

The idea behind version (8.32) is that since the numerators in the 
integrands giving ¢ and A can be gathered into a 4-vector J, and 
the result of the integration is also a 4-vector, it must be that the 
combination d3r s /Ts f is a Lorentz invariant. This is a subtle pOint, 
because this would not be true for any arbitrary region of integration. 
It is owing to the fact that while we allow x s , Ys and Zs to explore all 
values, for any given field event, the integrand in eqn (8.31) forces ts to 
vary as well, in such a way that the events contributing to the integral 
all lie on the past light-cone of the field event. The proof that the 'light­
cone volume element' d3r s /Ts f is an invariant is given in appendix D (we 
shall not need it again in this book). 

The last equation (8.33) illustrates the method by supplying the result 
of the integral when the source is a single point charge. This will be 
derived in the next section. 

8.2.3 The LiE~nard-Wiechert potentials 

We are now in a position to find the potential and field of an aTbitrarily 
moving point charge: i.e., one that may accelerate, and change its 
acceleration, and so on, and not just maintain a constant velocity. This 
is a wonderful possibility, because all fields come from point charges 
moving somehow or other (or at least we can model them that way), 
so we can encapsulate a great deal of insight into electromagnetism into 
one small but powerful result. We can get it because we have in eqn 
(8.32) all the information we need. 

First consider a fixed point charge. For this case the integrals in eqn 
(8.32) are easy, and we already know the answer: 
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Ao=-q- 0 
(
l /C) 

47rEOTsf ~ . 
(8.34) 

'The new information is that this solution is still valid even if the charge 
was accelerating at the source event! For, according to eqn (8.32), 
the acceleration of the source at the source event does not affect the 
result- only the position and velocity matter. Nonetheless, the influence 
of acceleration is there in the answer, because the distance Tsf is the 
distance between source event and field event. As we explore different 
field events , the source events also change. It is important to keep in mind 
that T sf is here not the distance from any fixed point in the reference 
frame under consideration, such as the origin. 

For an accelerating source, the solution (8.34) as it stands is of very 
limited usefulness, because it only applies at those field events where 
the charge happens to be at rest at the corresponding source event. 
However, we can use it to find the answer in other frames, by Lorentz 
transformation. In some other frame S we shall find 

A= AAo (8.35) 

To calculate this transformation for an arbitrary direction of motion, 
by far the best way is to express eqn (8.34) in terms of 4-vectors, and 
then the transformation is obvious. This approach is like the method 
of invariants, except that rather than combining suitable 4-vectors to 
form an invariant, we are trying to combine them to form a 4-vector. 
Eqn (8.34) is suggestive, because the column vector on the right has 
the form of a 4-velocity U evaluated in the rest frame (up to a factor 
c2 ), and we already know what 4-velocity this must be: it is that of 
the point charge at the SOUTce event (see Fig. 8.6). In view of all that 
we discovered in the previous section, the factor T sf in the denominator 
must be something to do with the 4-vector R from the source event to 
the field event. In fact, the 4-vectors U and R are the only ones that can 
possibly be relevant. Let us take a look at their scalar product: 

(8.36) 

This is promising, because it evaluates to -TsfC in the rest frame, so it 
will give the correct llTsf Coulomb potential if it is in the denominator. 
Therefore, we propose the solution 

A = _q_ U/c 
47rEo (-R· U) 

(8.37) 

We can assert that this is what an evaluation of the right-hand side of 
eqn (8.35) must give, because (1) it is a 4-vector, (2) it reproduces the 
known result (8.34) in the rest frame, and (3) it does not introduce any 
extraneous quantities. We shall comment a little further on this method 
of derivation below. Before we do that, let us complete the derivation of 

R 

Fig. 8.6 Definition of 4-vectors R and 
U for the calculation of the 4-potential 
of an arbitrarily moving charge. 
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(X,y,z) 
r 

(vt,O,O)J1 ~ -v -----.---­
x-vt 

Fig. 8.7 Vectors and angle used to 
express the potential due to a uniformly 
moving charge. 

eq1) ( .33). AJI w ne d do .i ' to claim tha ' eqn ( .37) is the comp1et 
solution for an a7'uitm1'ily moving charge, not ju t a constant-VelOCit; 
one, becau we know from qn ( .32) that the an. wet ill the gen ['al 
ca was going to d pend only on the po ition and velo ity of the charge 
at th our e ev nt not its ac eleration 01' rate of change of acceleration 
etc. In other words, we have found the completei general solution 

4-vector potential of a charge in arbitrary motion 

A= _q_ U/c 
41l'Eo (-R· U) 

(8.38) 

The pair of potentials (scalar potential, vector potential) given by 
eqn (8.38) are called the Lienard- Wiechert potentials. Writing them out 
separately, we have 

cp= q 
41l'fo [rsf - V . r sr/ c]' (8.39) 

and 

A = -q [ v ] 
41l'foC2 rsf - V· r sr/c . 

(8.40) 

The square brackets serve as a reminder that whereas we are evaluating 
the potential at the field point at some time t, the r sf and v appearing 
in the formula are understood to mean rsf(ts) and v(ts): i.e. , their values 
at the source event which occurred at time ts = t - rsr/ c. 

We shall now gain further confidence by commenting on the method 
of derivation, and illustrating it for a uniformly moving point charge. 

Method of 4-vectors 

It is common when beginning the study of Relativity to write down 
what one knows to be the case in one frame, and then apply a Lorentz 
transformation. However, where possible one should use another type 
of reasoning that can save a lot of trouble. Rather than laboriously 
transforming from one frame to another, we simply express the result in 
terms of 4-vectors that correctly produce it in the starting frame, and 
then we use physical reasoning to show that no further terms could 
appear in other frames: i.e., terms that just happened to cancel or 
vanish in the starting frame. This is the generalization of the 'method 
of invariants' (section 2.6). It is now a 'method of 4-vectors'. 

We are familiar with this type of reasoning in the case of 3-vectors. 
To take an example, consider the expressions (8.11) for the potentials of 
a uniformly moving point charge. In the denominator we have a term 

This expression clearly depends on the choice of coordinate system. 
However, by inspection of Fig. 8.7 you can see that the same result can 
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written down by substitnting ( . - vt) = r'O cos 0 and (V2 + z2)1/2 = 
~e Sill 0 wher l'O is th ve tor from the charge at tim i to ella 5,eld point 
" ~ tim t and (J i the angle be w ell thi v ctor and the velocity v of 
~le cluu:ge. Thus the expr(>,ssioll is 

with ro . v 

T6C"z cos2e + sin2e), 
TOV cose. (8.41 ) 

('1'1l s cond equation serves to define e in terms of the vectors.) We know 
for SU1' that the vector form of the expression is valid in the coordinate 
System from wbi h we b gan, and we can see that there is no reason for 
tllillgs 'to tray from this form in other coordinate sy tems. Therefore, 
\'Ie n. w have the g neral formula, and eqn ( .11i) an b written as 

[ constant velocity (8.42) 

The use of vectors saves us the trouble of applying rotation matrices to 
the original formula. If you are happy with the 3-vector example leading 
to eqn (S.42), then you should be similarly convinced of eqn (8.37). 

We are now in a position to understand how the wonderful 'magic' 
of the electric field pointing away from the uniformly moving charge 
(Fig. 7.4) comes about. For a charge in an arbitrary state of motion, we 
focused attention on two positions: that of the source event and that 
of the field event . We can also take an interest in another position: the 
'projected position', This is the position the particle would have 'now' 
(Le., at the time of the field event, in our chosen reference frame) if it 
were to continue on from the source event at the velocity it then had. 
The 'projected position' is not usually on the particle's trajectory: the 
particle does not go there (unless of course its velocity happens to be 
constant), but it is a well-defined place that we can take an interest in 
if we like. So, define the vector ro to be the vector from the projected 
position to the field event. It is the vector that appeared in our formula 
(8.42) for the uniformly moving case, but now we are considering the 
general case. Using r = v(r/c) + ro (Fig. 8.S) we obtain 

ro = r-vr/c (8.43) 

where we are dropping the subscript on rsf because we hope that it is 
now obvious that this is the crucially important vector in terms of which 
the field is calculated. 

We shall now write the general potential again, but expressing r in 
terms of ro and v. We have r . v = rv cos a and using Fig. S.S you can 
see that r sin a = ro sin e. So after using cos2 a = 1 - sin 2 a we have 

Using this result you can easily confirm that 

f 

s 

Fig. 8.8 Defining the projected posi­
tion P. At the moment when the field 
is to be calculated at the field point 
f, the particle (large blob) has moved 
to some position of no interest. The 
field at f is caused by what occurred 
at the source point s, We can express 
it in a useful way in terms of the vector 
TO between the projected position and 
the field point. The time t = T / c is the 
time taken for the influence from s to 
reach f. 
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( 
r . V) 2 2 ( V

2
. 2 ) r - -c- = ro 1 - c2 sm 8 . 

Next replace 1 by cos2 8 + sin2 8 on the right hand side and multiply by 
"(2 to obtain 

(8.44) 

Substituting this into the Lienard- Wiechert potentials (8.39) and (8.40) , 
we have 

(¢Jic, A) = _q_ "( (c, v) . 
471'EoC2 ro("(2 cos2 8 + sin2 8)1/2 (8.45) 

What is this? It is the same expression we obtained for the uniformly 
moving charge, of course (cf. eqn (8.42)). We have confirmed that all OUr 

derivations are mutually consistent, and although the field for the case of 
uniform motion has the interesting form we noticed, we have confirmed 
that it is caused to assume that pattern by means of light-speed-limited 
communication. 

With hindsight, one could now reason backwards from the potential of 
a particle at constant velocity (which is very easily derived by using the 
knowledge that A is a 4-vector) to the Lienard- Wiechert potentials, by 
introducing a change of 'position of interest' from the projected position 
back to the source event. Since the fields can then be derived from the 
potentials, even for an arbitrarily moving charge, people sometimes claim 
that all of electromagnetism can be derived from Coulomb's law and 
Lorentz transformations. Such a claim is wrong, however, because much 
more is needed. For example, we need to know that the potentials form a 
4-vector, and how the fields relate to the potentials, and we need to know 
the non-trivial fact that the potentials depend only on the position and 
velocity of the charge at the source event, not on its acceleration. This is 
far from obvious: after all, the fields do depend on the acceleration. We 
also need to know that only properties at the source event are important, 
not some kind of integral over the history of the particle up to the source 
event. 

The attempt to derive electromagnetism from Coulomb's law and 
Lorentz covariance therefore fails. However, the goal of developing 
fundamental theories from a minimal set of assumptions is valid and 
important. In chapter 13 we shall shall exhibit a construction of electro­
magnetic theory- i.e., Maxwell's equations and the Lorentz equation­
based on a set of assumptions that we state explicitly, and that we try 
to make as small and simple as possible. This theme will also re-emerge 
when we consider field theory more generally in volume 2. 

Integrating for a point-like source 

We derived the Lienard- Wiechert potentials above by starting in the rest 
frame of the source event, and using it to help construct the 4-vector 
answer given in eqn (8.38). It should be possible to obtain this same 
answer by direct evaluation of the integrals given in eqn (8.31). 
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Consider first the zeroth element of A, i.e. ¢/c, and look at its formula 
'11 'qn (8.31). Faced with the integral in eqn (8.31) and the desire to 
1 valuate it in th ca e of a point harge, most of us would note that since 
; is then a harply p aked fun -tiOD, the 1/rsf can be brought outside 
til integraJ. and then we would tal< the volume integral of p to be the 
Charg' q, thus obtaining 

(wrong) 

It is what one might think, but it is wrong (compare with eqn (8.39)). 
The reason is because this does not correctly treat the time-dependent 
nature of the integrand when the charge is moving. Fig. 8.9 explains the 
problem and its solution. The correct answer is 

q = ----~--------~ 
4m:o[rsf - v· rsr/c] 

(8.46) 

which agrees with eqn (8.39). The tricky integration here is a lesson in 
the care that is needed when dealing with a-functions. 

8.2.4 The field of an arbitrarily moving charge 

The electric and magnetic fields of an arbitrarily moving charge can 
be obtained directly from the Lienard-Wiechert potentials, by applying 
the relations E = - V¢ - aAlat, B = V 1\ A (eqn (7.22)). Carrying out 
the differentiations with respect to time and space is a lot of work, 
however. The effort is reduced (though not to nothing) by some modest 
use of tensor methods, starting from eqn (7.48). The steps are shown in 
appendix D , which you should consult after reading chapter 12. 

For a uniformly moving point charge one has that U is constant and 
the calculation via eqn (7.48) is consequently somewhat easier, though 
not as easy as the methods we employed in section 7.3. Its main use is to 
provide some practice and to provide the manifestly covariant expression 
(7.50). The overall form of this result should now be reasonably intuitive. 
To extract the electric field, consider the elements (m = 0, n = 1,2,3) 
in the expression umRn - Rmun. They yield the vector 

(8.4 7) 

where t is the time between source event and field event, so (r - ut) = ro, 
which leads to an electric field radially outwards from the projected posi­
tion, as already noted. The denominator (R . U)3 can then be expressed 
using eqn (8.44), and we find the same expression we found before, 
eqn (7.20). 

Fig. 8.9 Spacetime diagram to help 
calculate the potential at the field event 
f due to the charged particle q. We must 
allow the particle a finite spatial extent 
and take the limit as this becomes small 
compared to all other distances. The 
diagonal lines show the past light-cone 
of f. The events contributing to the 
integral are those shown bold. Suppose 
we want to calculate ¢ in the reference 
frame whose lines of simultaneity are 
horizontal in the diagram. Then the 
(spatial) length of the contributing line 
of events is s = c6.t, where 6.t is the 
time taken for a light-pulse to travel 
s = L + v6.t while the lump of charge 
travels v6.t, where L is equal to the 
length of the lump. Eliminating 6.t we 
find s = L/(1 - vic). Thus the mov­
ing chal'ge contributes as much to the 
integral as a non-moving charge of the 
same density but longer length would 
contribute. This leads to the 'enhance­
ment' factor 1/(1 - vic), where v is the 
component of velocity towards the field 
point. 
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Erad 
Eo 

s 

Fig. 8.10 The electric field due to an 
arbitrarily moving charge, illustrating 
the directions of the non-radiative and 
radiative parts of the field. 

x 

Fig. 8.11 The scalar potential ¢(t, x, 
y, z) plotted as a function of distance 
at some instant of time in an iner­
tial frame, for a case where the source 
charge has been undergoing oscillatory 
motion about the origin. The dashed 
lines show the characteristic 1/r decay 
of the potential of a stationary charge. 
At large r the gradient of the poten­
tial at the zero crossings is approxi­
mately proportional to this envelope, 
hence "i7 ¢ varies as 1/r not 1/r2 . 

3 R. P. Feynman, R. B. Leighton, 
M. Sands, The Feynman Lectures on 
Physics, Vol. 1, eqn (28.3). A related 
expression for the magnetic field was 
found by Heavisidej see O. Heaviside 
Electromagnetic Theory, Vol. 3, eqn 
(214). 

For an arbitrarily moving point charge, one finds 

Field of a moving charge: 

E = q ((r - vrlc) + t'l\ [(I' - vr'lc) 1\ aJ) 
47rEo(7' - r . v I )3 "(2 c2 

= _ q_ (n - v I c + n 1\ [(n - v I .) 1\ aJ ) 
47rE01\:3 "(2r2 C2T 

where n = rlr, I\: = 1 - vrlc = 1- n · vic 

B=nl\E/c 

vl\E 
= -- when a=O 

c2 

(8.48) 

(8.49) 

(8.50) 

where r=rf-rs; the source event is at (ts =t-rlc,rs); v, a are 
velocity and acceleration of the charge at the source event. 

In terms of the displacement ro = r - vr I c from the projected 
position, 

E = q ("(ro + "(3 r 1\ [ro 1\ a1) 47rEorg("(2 cos2 0 + sin2 0)3/2 c2 (8.51) 

where 0 is the angle between ro and v. 
Alternative form (Feynman): 

(8.52) 

Examining eqn ( .4 ), w two term . The first term is independent 
of the ace leration, and an be r oguiz d as the field due to a uniformly 
moving charge. It form is I rought out by version ( .51). The. eeond 
t rm i prop rtionaI t th acc leration. It varies ' 1/7' not 1/1.2, 0 i t 
dominates at large 7'. This i the radiation fi Id. Its I ctric fi ld v tor is 
at right angles to l' and in thplan containing the vector ro and a (by 
using th triple v ctor produ t rule, r 1\ (1'0 1\ a) = (1' . a)ro - (1' . ro)a). 

We started with a 1/7' po ntiai, eqn (.39) 0 how can it come a.bout 
tha.t the radiation fi ld vari ' a: 1/r, when differentiation of 1/7" ough 
to giv l/1·2? The aJ.~ wer to till is illustrated by Fig. .11. OWlllg 
to Llle propagation of h waves, a time-d p ndenc at th our e is 
convert I into a spatial dependence in the pot ntial ar un I it. For a 
inu ' id l1y illating source for example, ov r any given wavel ngth 

in sp the potential varies up or d wn I y an amount of order llr. 
The wavelength is ind pendent of 7', 0 the slop of the p tential, at th 
po itiolls of maximum slop · must be falling off pproximately as llr 
no 1/7.2. 

Tit altemativ· form ( .52) due to Feynman,3 brings out some further 
feat tr s. It ha I;h1' term. The .first i the fanilliar Coulomb field but 
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evaluated-note- at the retarded position and time. The second term 
says we need to correct the retarded Coulomb field. We multiply the 
rate of change of that field by ric, which is just the retardation time; 
this is like a linear extrapolation from the retarded time to the present 
time. For a slowly changing field this extrapolation turns out to be a 
very good approximation, but it is clear that it cannot be exactly right. 
The last term corrects it. This term varies as 1/r; it contains all the 
radiation effects. 

A simple but useful and correct insight into the connection between 
radiation and acceleration is contained in the following argument (see 
Fig. 8.12). Suppose a particle moves at constant velocity for a while, 
then at event A it starts to accelerate and shortly after, at event B, it 
assumes a constant velocity again. Then the electromagnetic field for 
field points whose source event is either before A or after B is easy to 
write down: it is just the one associated with constant-velocity motion 
(eqn (7.20)). This provides the information about the field throughout 
most of spacetime. The part between light-cones through events A 
and B can be obtained exactly from eqn (8.48), or approximately by 
simply joining up the field lines already obtained, since the total field 
is divergenceless (in vacuum).4 Figure (8.12) shows the result for an 
example case in which the charge begins and ends at the same velocity, 
so the accelerated motion includes both a speeding-up and a slowing­
down part. 

One can immediately see from this simple (and correct) argument that 
there is a 'kink' in the field lines, that this kink propagates outwards at 
the speed of light, that the propagating part of the field is transverse 
(so as to introduce the observed change in direction of the field lines), 
and that it falls to zero along the line of the acceleration. This propa­
gating pulse is the part of the total field that we call electromagnetic 
radiation. 

Fig. 8.12 A point charge is 'nudged' 
to the right. That is , the charge moves 
uniformly, undergoes a brief period 
of acceleration and deceleration, then 
moves uniformly again at the original 
velocity. The inset shows the world­
line; the main figure shows the lines 
of electric field in a plane containing 
the acceleration vector, in the initial 
(and final) rest frame, at some moment 
shortly after the acceleration ceased. 
The dotted circles show the current 
position of two light-spheres that prop­
agate outwards from source events at 
the beginning and end of the nudge 
(radii c(t - tA) and c(t - tB) respec­
tively). Near the charge the field is 
that of a uniformly moving charge, 
which points radially outwards from 
the current position of t he charge (eqn 
(7.20». Beyond the second light-sphere 
the field is again that of a uniformly 
moving charge, but now pointing out­
wards from the projected position (the 
position the charge would now have, 
had it not accelerated), shown by a 
cross. Between the light-spheres the 
field has a bound part and a radiative 
part. The radiative part at any point is 
transverse to the light-sphere passing 
through that point. 

4 'Field lines' are continuous for a field 
of zero divergence. 
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Identifying the radiation 

The claim that the term proportional to a signifies 'radiation', while 
the term without a does not merits some attention. By 'radiation' or a 
'radiative field' we mean a field that, once it is produced, can be regarded 
as a separate entity independent of the source. It propagates outwards 
at the speed of light, carrying a well-defined amount of energy and 
momentum with it, and it can be assigned its own energy-momentum 
4-vector. The latter point is not self-evident because we are talking about 
an extended entity. 

According to eqn (8.48) we can always separate an electromagnetic 
field at any given event into two parts: 

EII = _q_ n 1\ ((n - vic) 1\ a), 
471"EOII;3 c2r 

(8.53) 

Br = n 1\ Eric, Bn = n 1\ Enl c. (8.54) 

In order to make this separation we would have to identify the source 
event and thus v, a and all the other parts of these formulae. This may 
not always be easy (perhaps we have a field in our lab but do not know 
what produced it in the past), but in principle it could be done by an all­
knowing investigator. We should like to propose that E r, Br (hereafter 
called EMr) should be identified as a 'bound', non-radiative field, which 
may be regarded as a field owned by or in permanent interaction with the 
source, while En , Bn (hereafter called EMlI) is a radiative field having 
an independent existence, possessing a well-defined energy-momentum. 
Can we prove such a statement? 

First note that Bn is perpendicular to En, and since En is perpendic­
ular to n, their sizes are related by B = E I c. A field with these properties 
is called light-like. 

The formula for Er looks just like the formula for the field of a non­
accelerating charge. In fact, it does not just look like it; it is precisely 
the formula for the field of a non-accelerating charge (eqn (8.51) makes 
this clear). However, the 'position vector' r is not here the position in 
space at some given time in a reference frame; it is a position vector 
on a light-cone from the source event. In some reference frame at a 
given time, for fixed values of the rest of the parts of the formula, r 
picks out positions on the surface of a light-sphere centred on the source 
event. The bound field at other positions is given by a different source 
event, where the charge may have had a different velocity. Therefore 
the whole bound field at any given reference frame time is not simply 
the field of a charge in uniform motion. In fact, one may show that it 
is not even a solution of Maxwell's equations! For example, for a i- 0 
one finds V . En i- 0 and therefore V . Er i- 0 in empty space (but then 
we have V . EJ = - V . En of course, since the total field is a solution 
of Maxwell's equations). For this reason the separation of the field into 
type I and type II has to be interpreted with care. It turns out to be a 
useful way to consider energy movements in the field. 
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As we follow En, Bn out along the light-cone of a given source event, 
we see their sizes diminishing as 1/r, whereas EJ,B J diminish as 1/r2. 
These statements are not about the dependence on position at any given 
time; they describe the dependence on the radii of a succession of light­
spheres all centred at the same source event. Clearly, except in the 
direction along a (where EMn vanishes but EMr does not), the EMn field 
dominates at large r, and furthermore if the energy content of the field 
goes as the square of the field amplitudes (as we shall show in chapter 
13), the total amount of energy in the EMn field is undiminished as it 
propagates out, while the energy in the EMJ field, in a spherical shell 
of fixed thickness, falls to zero. This enables one to identify the energy 
content of the EMn field purely from the behaviour of the total field on 
a huge light-sphere in the distant future. Therefore a large enough light­
sphere offers information about the division of the field into two parts 
without requiring knowledge of the sources. The far field is sometimes 
called the 'radiation zone' or 'wave zone'. 

Note that the total energy movement in the field is caused by both 
contributions. For example, if the net energy flow is zero it does not 
necessarily imply there is no radiative part; rather it implies that the 
various contributions to the total energy flow are balanced. (This point 
was widely misunderstood in the first half of the twentieth century, 
and is still a possible area of confusion for students.) There are three 
contributions to Ell B: 

E II B = Er II BI + En II Bn + (EI II Bn + En II BI) . 

An example where the En II Bn term is equal and opposite to the rest 
occurs in the case of a charge in hyperbolic motion. 

Another important property of the EMu field of a given charge is 
that it can be zero. It is zero for all field events for which there is no 
acceleration at the source event. Therefore, if we assume the particle has 
not been undergoing permanent acceleration from the distant past until 
now, then at any given instant in a given frame, the non-zero part of 
EMn is completely contained in a finite region of space. 

Thus EMIl has the following properties: 

• At any moment it is completely contained in a finite region of space, 
not necessarily including the point where the particle is located. 

• Its total energy content is constant when the particle is not accele­
rating. 

We shall discuss the energy flow in more detail in section 16.4, and show 
that the total energy and momentum of EMn transform in the right way 
to form a 4-vector. This allows us to conclude that it is legitimate to 
call EMIl the radiative field. 5 It also follows that, when observed in an 
inertial reference frame, accelerated charges always radiate, and radia­
tion fields always have their source in accelerated (not constant velocity) 
motion. 

5 In the far field- i.e., far from the 
source event- one may say the field 
is 'only' the EMIl part since it domi­
nates, and this is sufficient for exam­
ining the interaction of the field with 
other things such as detectors. How­
ever, even though EMJ is small its 
divergence is not small compared to 
that of EMIl (they are equal and oppo­
site) j this is because the divergence of 
EMIl involves a cancellation of terms 
of opposite sign: they almost balance 
but not quite. The weaker EMJ field 
has a larger divergence relative to its 
size, and ca.n supply a matching contri­
bution. 
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Fig. 8.13 Oscillating dipole. 

8 .2.5 T wo example fields 

The far field of a slowly oscillating dipole 

The most important type of light-source, or source of electromagnetic 
radiation in general, is the oscillating dipole . Most of the light We 

see around us is sourced by oscillating electric dipoles in atoms and 
molecules. Radio waves are produced by antennae that may be treated 
as dipoles to first approximation. 

We shall obtain the form of the electromagnetic field of an oscillating 
dipole as simply as possible, by assuming that the speed of motion of 
the charge is small compared to c, and that the dipole is itself small 
compared to the distance to the field p in~. This ov r8 most cases of 
practical importance, and is the first t p to tr ating mOl' general cas s. 

Consider a dipole made of two charges ±q eparated by a dj p lacem · nt, 
X q , so the dipole moment is 

d = qxq . (8.55) 

We suppose the -q charge is fixed and the q charge moves with velocity 
v = xq • We shall obtain the fields from the 4-vector potential. We could 
start with the electric field, but it turns out that the calculation is easier 
if we first obtain the magnetic field, which only depends on the 3-vector 
potential A. 

To calculate the magnetic field we only need to consider the contri­
bution to A due to the moving charge. Starting from eqn (8.38), using 
U = ,(c, v) and R = (c(t - ts), rsf) we obtain for the moving charge 

A = _q_ (c, v) 
41fEo c(rsfc - rsf . v) 

(8.56) 

This is true in general. 
Now we make an approximation: we treat a 'slowly' oscillating dipole, 

meaning the speed of movement ofthe charge is small compared to c: i.e., 
v « c. For sinusoidal oscillation, this implies that the wavelength of the 
emitted radiation is large compared to size of the dipole. For example, 
for a dipole of atomic dimensions we are restricted to treating radiation 
in the electromagnetic spectrum from radio waves to soft X-rays. With 
this approximation we have 

1 (qC, d [t-rsr/cJ) 
A ~ --- -'--- - ---'-

- 47f1:oc2 rsf 
(8 .57) 

where we used qv = d and we have explicitly indicated the fact that this 
has to be evaluated at the source time ts = t - rsr/c. For example, for a 
sinusoidally oscillating source, 

d = qxo sin wt, (8.58) 

=} d[t - rsr/cJ = wqxo cos(wt - krsr) 

where k is the wave vector. 
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We calculate the B field from 

B = V 1\ A ~ _I_V 1\ (<i[t - rsr!cl). 
47rEoC2 rsf 

(8.59) 

At this stage it is helpful to introduce a further approximation: namely, 
to set rsf ~ r where r is the distance from the origin to the field point 
(for a dipole oscillating at the origin). This is allowable as long as two 
conditions hold. The field point must be far from the dipole, r » x q , and 
also the speed of movement of the charge must be small, v « C (as we 
already assumed). The second condition arises because the derivative of 
rsf with respect to (for example) x involves ars /ax: i.e., the change in 
the source point position when we ask about a change in field point by 
dx. If you think about the light-cones you should see that this amounts 
to asking how far the source moves during a time dx/c. Clearly, the 
movement of the source is small compared to dx when v « c, so under 
this condition we may take drsf ~ dr. 

Having made both the low speed and the far field approximations, we 
now have 

B ~ _I_V 1\ (<i[t - r/cl) 
47rEoC2 r 

(8.60) 

which is reasonably straightforward to evaluate. Assume the oscillation 
of the dipole is along the z axis. Then A is along z, so for Bx we only 
need to evaluate 

B ----- - d--d aAz 1 ((-y). y .. ) 
x - ay - 47rEoC2 r3 cr2 (8.61 ) 

using ar/ay = y/r twice (and dropping the ~). The expression for By 
can be calculated similarly (it is given by the same formula with the 
substitution -y ---+ x). Bringing together all three components (see also 
exercise 8.6), we have 

(8.62) 

The first term is the same as the result of the Biot-Savart law, except 
d = qv is to be evaluated at the source time (=retarded time) not the 
field time t. It falls off as 1/r2 , whereas the second term varies as l /r. 
Since we are here interested in the far field, we drop the first term, and 
the result is 

(8.63) 

where the first version treats a general time-dependence of the source, 
and the second version gives the result for a sinusoidally oscillating dipole 
on the z axis (using Z 1\ r = sin( e) ;p) . Note that the field is directed in 
the ;p direction: Le., in loops around the z axis. 
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6 In a calculation of the electric field 
from the potentials, one finds that the 
approximation rsf ~ r is inadequate for 
the scalar potential: higher-order terms 
are needed. However, one can avoid this 
difficulty by adopting the Lorenz gauge 
and obtaining </> from 8</>/8t = -c2 V . 
A. 

Fig. 8.14 Directions in the far field 
(or 'wave zone'). 

To obtain the electric field one can go via the potentials again,6 but 
for the far field we do not need to. We have found previously that the 
far field is purely a radiation field (it falls as l/r and is proportional 
to cl, hence to the acceleration of the source). Therefore we know it is 
light-like: i.e., E = cB and E, Band r form a right-handed set. Hence 

_ / _ 1 (cl[t - r/c]l\r)l\r 
E - cBl\rr--

4 
2 3 . 

7l'EOC r 
(8.64) 

The vector product implies that the sizes of Band E vary with direction 
as 

E = cB ex sine , 
r 

(8.65) 

where e is the angle between d and r. This pattern of the strength of the 
radiation field is called a 'dipole pattern'. For example, the sinusoidally 
oscillating dipole (8.58) gives 

w2 do sine . 
E = cB = --2 -- sm(kr - wt) 

47l'Eoc r 
(8.66) 

with E and B directed around the surface of the light-sphere, E in the 
() direction, B in the ¢ direction. 

Antenna 

The combination wdo = wql can be recognized as Il where 1 is the size of 
the current oscillations in a short segment of wire of length 1. Therefore 
we can write eqn (8.66) as 

E = cB = -i1 i sine ei(kr-wt) 

2Eoc>- r 

where the complex notation is convenient in order to signal that the 
fields are a quarter cycle out of phase with the current. 

An antenna is a short length of wire carrying an oscillating current 
and intended for use in either broadcasting or receiving electromagnetic 
waves. In that application we are interested in maximizing the trans­
mitted or received power. Consider, for example, an antenna that is 
fed in the middle. Then the current oscillations are maximal at the 
centre of the antenna and zero at the ends. For a short antenna of 
length L we can approximate the current distribution as roughly linear: 
1 = 10(1- 2Izl/L). Integrating this along the antenna gives 10 L/2, so 
the emitted power varies as L2. This suggests that there is interest in 
using longer antennae. However, to calculate the field correctly we should 
allow for the phase lag: i.e., the fact that the distance from a current 
element on the antenna to the field point is also a function of z. This 
is very much like a diffraction calculation in optics. The essential point 
is that once the antenna is longer than about >-/2, further increases in 
length alter the directional distribution of the radiated field significantly, 
rather than the total emitted power. 
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Far field of an antenna. The approximation 1 = 10 cos kz is quite 
good for a half-wave antenna, but not exact, because the radiation 
itself extracts power from the antenna. Within this approximation an 
accurate expression for the far field can be obtained by integrating 
along the antenna, allowing for the phase (just as in a Fraunhofer 
diffraction calculation). Each element on the antenna contributes dE 
to the field. First we make the approximation that the field point P 
is sufficiently far away that the directions of all these contributions 
agree, so 

E - il0 sin () J 1 (k) i(kr' - wt)d ()~ = - cos -z e z 
2Eoc'x r' 

where r'(z) is the distance from each current element to P (we wish to 
reserve the symbol r for the distance from the centre of the antenna 
to P). The assumption of far field allows us to use the Fraunhofer 
approximation 

r' = r - z cos () 

so the integral in the expression above is 

1 . J>./4 . _et(kr-wt) cos(kz)e-tkZCosOdz 
r ->./4 

where we brought l/r' outside the integral, since the variation of r' is 
negligible except through its effect on the phase. The integration can 
now be carried out easily by writing coskz = (eikz + e-ikz )/2. One 
finds 

sinG (cos () + 1)) sinG (cos () - 1)) 2 cos( ~ cos ()) 
-:-'-:'--=-----:------:-'-'- + = ----'.~--=-

k(cosB+1) k(cos()-l) ksin2 () 

where in the last step we used sin (A + B) = sin A cos B + cos A sin B 
and added the two terms. Upon multiplying the various factors 
together, one power of sin () cancels and we have k,X = 21f, so the 
field is 

E = - i10 cos(~. cos ()) ei(kr-wt). (8.67) 
21fEoc rsmB 

This expression is the more accurate (but still not exact) replacement 
for eqn (8.68). 

A centre-fed antenna of length L = 'x/2 is called a half-wave dipole 
antenna. We can model the current distribution roughly as 1 = 10 cos kz 
(this falls to zero at z = ±'x/ 4: i.e., the ends of the antenna). Then 
J Idz = 10 A!1f, and therefore (ignoring the diffraction effects) the fields 
are given approximately by 

(8.68) 

'JJ2 
I 

Fig. 8.15 The half-wave dipole ant­
enna. 
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Fig. 8.16 Electric field far from a half­
wave dipole antenna, as a function 
of angle. The full curve is cos( (1T /2) 
cos e) / sin e (eqn 8.67); the dashed 
curve is sin e. 

7 Following E. Eriksen and 0. Gr(lln, 
Annals of Physics 286, 320-42 (2000). 

(For a more accurate result, see the box above.) The dependence on 
wavelength has now dropped out. The constant (27fEoc)-1 has the value 
59.96 ohms; it is equal to Zo/27f, where Zo == !Loc is the characteristic 
impedance of free space. 

A charge in hyperbolic motion * 
The field due to a charge in hyperbolic motion is also most easily 
obtained from the 4-vector potential, eqn (8.38). We shall calculate it 
without approximation. 7 

For convenience, adopt units such that c = 1, and let 

- q 
Q = 47fEo ' 

Then A = QU / (- R . U). Let the position 4-vector of the charge be Rs '=: 

(ts, X s , Ys, zz). We suppose the charge moves along the x direction, with 
the origin placed so that the equation of motion is Ys = 0, z = 0 and 

Xs = .jV +t~. 
L is the distance of the charge from the origin at ts = 0, it is related to 
the proper acceleration by L = c2 /ao (see table 4.1). Let Rf = (t, x, y, z) 
be the field event. For a given field event the source event is identified 
by solving R· R = 0 for t s , where R = Rf - Rs: 

(t-t s )2 - ((x- JV+t~)2+y2+z2) =0. 

This yields a quadratic equation for ts, whose solution is 

xiS - t( 
=} Xs = 2(x2 _ t2) . 

(8.69) 

(8.70) 

where we picked a sign corresponding to the retarded (not advanced) 
solution, and 

(8.71) 

with p = (y2 + z2)1/2. The 4-velocity at the source point is 

U = ')'(1, v) = (x s / L, t s / L, 0, 0) (8.72) 

where we used Xs = ')'L and Vs = c2t s /x s from table 4.1. It follows that 
R· U = -(/2L, and one obtains 

tiS - x( 
Ax = Q (( x 2 _ t2 ) , Ay = A z = O. (8.73) 

The electric and magnetic fields are found by differentiation. Adopting 
now cylindrical coordinates to express the result, one finds 

Ep = 8QL2px/(3, E¢ = 0 

B¢ = Ept/x. (8.74) 

In applying these results one must keep in mind that these equations 
are valid only in regions of spacetime for which the charge can source the 



x=-ct 

field: i.e., for field events in the future light-cone of some event on the 
worldline of the charge. For the (somewhat artificial) case of a charge in 
permanent hyperbolic motion, this is the region x + t > o. The lines of 
electric field are plotted in Fig. 8.17. This field has a number of interest­
ing properties, explored in the exercises and in chapter 13. It contains 
both bound (type EMI ) and radiation (type EMIl) contributions. 

8.3 Radiated power 

It is very useful to have a formula for the power in the radiation part of 
the field. Such a formula can be obtained for a charge in an arbitrary 
state of motion. 

To calculate the power in the emitted radiation, for convenience choose 
the frame that is the instantaneous rest frame of the particle at the 
source event, so v = O. Then the radiation field in eqn (8.48) reduces to 

E
rad 

= _q_ [n 1\ (n 1\ a)]. 
47rEoC2 r 

The energy flux is given by the Poynting vector N 0= Eoc
2E 1\ B (see 

chapter 13). It is allowable to calculate the Poynting vector of the 
radiative field alone (rather than the total field), since, in any case, 
for large enough r this part of the field contains all the energy crossing 
the light-sphere of radius r. We obtain: 

(8.75) 

A solid angle dD on a sphere around the source event receives this flux 
onto an area r 2 dD at normal incidence, so the power radiated per unit 
solid angle is8 
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Fig. 8.17 Electric field of a charge 
undergoing hyperbolic motion. The 
field lines are shown at the moment 
when the charge is at rest in the chosen 
frame. Each field line is an arc of a 
circle, until it hits the plane x = - ct , 
where it is directed outwards. 

8 We continue to use 81 units through­
out this section. The corresponding 
expressions in Gaussian units can be 
obtained by replacing (q2 / 47rEQ) by q2. 
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(8.76) 

where () is the angle between nand a. This exhibits the sin2
() dependence 

characteristic of dipole radiation. The radiation is emitted primarily to 
the sides: i.e., in directions orthogonal to the acceleration. 

The total power emitted is obtained by integrating eqn (8.76) over all 
solid angle, giving 

2 q2 a2 
PL = ----. 

3 47fEo c3 (8.77) 

This is Larmor's formula for the power emitted by a non-relativistic 
accelerating charge. 

We should like to generalize this to all velocities. It is not necessary 
to re-do the calculation, because we can argue that PL is a Lorentz­
invariant quantity. The argument hinges on the idea that we can regard 
the radiated part of the field as an 'isolated system' whose total energy 
and momentum form the components of a 4-vector. This is not obvious 
(it is not true of the non-radiative part of the field, for example), but 
it is valid because after the charge stops accelerating the radiation field 
continues to propagate outwards, so that it can be completely contained 
in a region of space where there are no charged particles in interaction 
with it. A more thorough discussion involving a consideration of the 
momentum flow in the field is provided in chapter 13. 

Let dEo be the total energy emitted into the radiation field in the 
instantaneous rest frame during some small time dr (this is a proper 
time), then PL = dEo/dr. Since the radiation is emitted equally in 
opposite directions in the rest frame, the total momentum of the radi­
ation field is zero in that frame, and since this energy and momentum 
form a 4-vector, we know how they transform. Clearly, the energy will 
be dE = ')'dEo in some other n'ame, and the time interval dts = ,),dr, 
therefore dE/dts = dEo/dr, so the power (i.e., energy per unit time taken 
to emit it) is Lorentz-invariant. Note that to obtain an invariant quantity 
we choose to define 'power radiated ' to mean energy per unit time taken 
to emit it, not receive it. dts is not a proper time; it is a reference frame 
time between events at the source (called a retarded time). 

We can now find the general formula for the power by writing down 
a Lorentz scalar quantity that depends only on velocity, acceleration, 
and proper time, and that reduces to eqn (8.77) in the rest frame. The 
unique answer (Heaviside 1902) is 

Power emitted by an accelerating charge 

2 q2a~ 
=----

347fEOC3 
(8.78) 

where the dot signifies d U / d r (we have not used A for the 4-acceleratioll 
here in order to avoid confusion with the 4-vector potential; the mention 



of proper time in U does not change the fact that P L is an energy per 
unit reference frame time). In order to use the formula in practice it can 
be helpful to have it expressed in terms of 3-velocity and 3-acceleration 
at the source event, using eqn (2.61): 

PL = ~--.L.,./ (a2 _ (v 1\ a)2). (8.79) 
341l'EoC3 c2 

This version is associated with Lienard (1898) . 
To prepare for discussions of momentum in chapter 13 we shall quote 

also the 4-vector giving the rate at which 4-momentum is carried away 
by the radiation (Abraham 1903): 

dP = PLU = ~--.L.(U . U)U. (8.80) 
dT c2 3 41l'EoC5 

This is obtained by arguing that the energy and momentum of the 
radiation field form a 4-vector (see above), and the radiation pattern is 
symmetric in the rest frame of the particle at the source event, so that 
it has no 3-momentum in that frame. Hence we seek a 4-vector whose 
zeroth component gives the power that we have already calculated, and 
which is parallel to U in the rest frame. Eqn (8.80) gives the only such 
4-vector. 

8.3.1 Linear and circular motion 

For linear acceleration-i.e. , a parallel to v-we have from eqn (8.79): 

2 q2 3 2 2 q2 (dP) 2 
PL = 3 41l'EoC3 (r a) = 3 41l'Eom2c3 dt 

For fixed rest mass, the rate of change of momentum is equal to the 
change of energy per unit distance (exercise), dp/dt = dE/dx, so for lin­
ear motion the power radiated depends only on the externally provided 
force (potential energy gradient), not on the actual energy or momentum 
of the particle. 

Consider the cases of a linear accelerator and a dipole oscillator. 
Writing dE/dx = (dE/dt)(dt/dx) we find the ratio of radiated power 
to supplied power is 

PL 2 q2 1 dE 
dE/dt = 341l'Eom2c3; dx' 

(8.81 ) 

The infinity for v --+ 0 here is quite interesting: it says that if a particle 
accelerates through v = 0 then there is a moment at which it continues 
to emit radiation even though the externally applied forces are not 
providing any energy! We shall investigate this in volume 2, and argue 
that the bound field provides the energy. For high-velocity particles 
(v --+ c), the result shows that energy losses by radiation are negligible 
unless an energy equal to the rest energy of the particle is provided in 
a distance q2/ (41l'Eomc2). For an electron this distance is 2.8 x 10- 15 m; 
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the accelcrat.i , n would have to reach 1014 MeV /m before losses become 
significant. Radiation loss in linear particle accelerators (on Earth) is 
utterly insignificant. 

For an electric dipole oscillator of dipole moment d(t) = qz = do COS0.Jt 

we have a = d2z/dt2 = ~w2(do/q) coswt, so the instantaneous emitted 
power is 

2/3 3 2 )2 PL = --3 (r w do coswt . 
47rEoc 

Taking the non-relativistic limit, ':::' 1, and taking the average over a 
cycle (the average value of the cos2 function is 1/2), we find that the 
average power emitted is 

- 1 w4d6 27r2 wd6 
PL = 3" 47rEoC3 = 3 Eo),3 . (8.82) 

This provides an important general insight into power radiation by 
small oscillators: the w 4 dependence shows that for an oscillator of 
given size, energy is much more rapidly emitted via high-frequency than 
low-frequency oscillation. This explains why mobile phones have to USe 
microwave not radio-wave technology. It also explains why the ultraviolet 
transitions in atoms and molecules are typically much stronger than 
the visible or infrared ones. This general insight lies behind the much­
beloved problem of explaining why the sky is blue. Molecules and dust 
particles in the atmosphere scatter light from the Sun; owing mainly 
to eqn (8.82) they do so more efficiently for blue than for red light; we 
receive the scattered light-except during a sunrise or sunset, when we 
see primarily the remaining non-scattered part. 

The d6 term in eqn (8.82) is also significant. It shows why radio masts 
are tall. Its cousin in gravitational-wave physics is the reason why no 
gravitational waves have ever been detected by detectors of modest (a 
few metres) size. 

For circular motion the acceleration is perpendicular to the velocity, 
and in synchrotrons it is typically much larger than in linear accelerators, 
since a given force can cause a much larger transverse than longitudinal 
acceleration (by a factor ,2; see eqn (4.13)). Using Iv A al = va and 
a = v2 /r for motion around a circle of radius r, eqn (8.79) gives 

2 q2 ,4v4 
PL = -----. (8.83) 

347rEOC3 r2 

The radiative loss per revolution is therefore 

2 
6.E = _q_,4(V/c)3. 

3Eor 

For electrons the quantity e2/(3Eor) is 6 x 10-9 eV when r = 1 metre. 
When one wants a bright source of X-rays, the synchrotron radiation is 
welcome. When one wants to accelerate particles to high velocities, on 
the other hand, the radiation is a problem. It represents a continuous 
energy loss that must be compensated by the accelerator. This limits 



the velocity that can be achieved in circular particle accelerators, and is 
IJ, rnajor reason why these accelerators have had to be made larger and 
ll:lxger: by increasing the radius of curvature, the acceleration and thus 
Synchrotron radiation is reduced for any given particle energy. A 10 Ge V 
electron synchrotron has r = EI(mc2 ) ~ 2 x 104 , so flE ~ 880 MeV if 
the radius is 1 metre; such a high loss would be prohibitive. At Cornell 
Stich a synchrotron was built with r = 100 m, producing a loss per turn 
of 8.8 MeV. 

8.3.2 Angular distribution 

from eqns (8.48) and (8.75) the Poynting vector of the radiative part of 
the field is given by 

N. n = _1 ___ q_2 _In!\ ((n - v/c)!\ a)12 
47rc3 4m:or2 (1 - v· n/c)6 

(8.84) 

This is the rate per unit area at which energy is detected at some time 
t, having been emitted at the prior time ts = t - ric. The total energy 
per unit area radiated in direction n during some period of acceleration 
is given by 

This shows that if one is interested in the emission (as opposed to the 
detection) then the more useful quantity to consider is (N· n)(dt/dts). 
We have (exercise 8.7) 

dt 
- = 1-v·n/c. 
dts 

(8.85) 

We choose to define the 'power radiated' to mean energy per unit source 
time (= 'retarded time'), so the 'flux radiated' is 

dt 
N·n- =N·n(l-v·n/c) 

dts 

and therefore the power radiated per unit solid angle is 

dPI 1 q2 In!\((n-v/c)!\a)12 
dO ts = 47rC347rEO (1 - v· n/c)5 

(8.86) 

This formula is an example of the headlight effect; cf. eqn (3.14). 
Previously we treated a pattern isotropic in the source frame; now we 
are treating a dipole pattern. Where previously we had the 4th power 
of (1 - (v I c) cos 8) in the denominator, now we have the 5th power, and 
a more complicated numerator. Going to energy per unit observer time 
instead of source time introduces a further factor of (1- (v/c)cos8), 
making a 6th power, but after taking the numerator into account, the 
overall result is roughly a 4th power, as before. 
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Fig. 8.18 Angular distribution of rad­
iation from an accelerating point 
charge. Each polar plot shows a curve 
whose distance from the origin is pro­
portional to dP/dn. The lower left 
curve is for a charge at rest, giving 
the dipole patt ern. The upper and right 
curves show the pattern at 'Y = 2 for a 
charge moving vertically and horizon­
tally, respectively, both with vertical 
acceleration- eqns (8.87) and (8.89). 
The curves are not to scale; if the 
charge at rest has a maximum power 
per unit solid angle equal to 1, then the 
maximum values for the other two cases 
are 576 and 416, respectively. The radi­
ation emitted in the backward direc­
tion in the last case is so comparatively 
weak that it does not register on the 
plot. See also Fig. 8.19. 

Fig. 8.19 Like Fig. 8.18, but giving a 
sense of the distribution in three dimen­
sions. 

a,v 

r 
For linear motion eqn (8.86) can be expressed 

dP I q2 a2 sin
2 

B 
dD t s = 47fEo47fc3 (1- (v /c)cosB)5' 

(8.87) 

where B is the angle between the direction of emission and the acceler­
ation (or velocity) vector . At low speed this is the dipole pattern. As 
v --+ c the power grows and the distribution is tipped more and more 
towards the forwards direction. In the limit it becomes a function of ,e 
alone (exercise 8.8), with a maximum at the angle Bmax = 1/2,. The 
spread of angles can be expressed by the r.m.s. value 

J(ff2) --+ ~ . , 
Figs 8.18 and 8.19 show the angular distribution. 

a 

(8.88) 

v 



For a charge undergoing circular motion, one finds 

dP I q2 a2 /(47rc3
) [ sin

2
0cos2 ¢ ] 

dD t s = 47rEo (1- (v/c)cosBP 1 - /,2(1 - ( jc)eo' O)2 
(8.89) 

where B, ¢ are the usual polar angles if we align the z axis with v and 
the x axis with a. 

Approximate width of the frequency distribution 

A charge moving around a circle emits in the angular distribution given 
above. For high speeds this is a narrow 'searchlight' beam in the direction 
of the velocity, which sweeps around as the particle moves around the 
circle. Consequently, a user situated at a fixed position receives short 
pulses of electromagnetic waves, as the beam sweeps across him. The 
frequency spectrum of the received radiation is a (complicated) universal 
function of w/we, where the 'critical frequency' We is conventionally 
defined as 

3 c 3 
We == --"( 

2r 

for a synchrotron of radius r . This is We = (3/2h3wo, where Wo = c/r is 
the angular frequency of the particle orbit for a fast particle (one with 
v C::' c). The spectrum is plotted in Fig. 8.20. The main properties of this 
spectrum can be estimated from Fourier analysis of the received pulse. 
A pulse of duration !J.t must have a frequency width ./J.w satisfying 

!J.w./J.t ~ 1. 

In the case of synchrotron radiation in the limit of high particle velocity 
(short pulses) there is no reason for the spectral width to greatly exceed 
the minimum possible, so we may estimate 

1 
!J.w C::' !J.t' 

Now consider the forward lobe in the emitted radiation pattern. 
It has an angular half-width B given by the headlight effect, hence 
approximately satisfying cos B = v / c, from which 

sin B = J 1 - cos2 B = ~. 
"( 

Therefore, for "( » 1, 

by using the small angle approximation. The beam sweeps across the user 
when the particle moves around its circular orbit by this same angle B, 
hence a distance rO which takes a time 8t = rB/v = r/,,(v . However, the 
pulse of energy received by the user is not of duration Ot. It is of shorter 
duration because the leading edge of the pulse was emitted before the 
trailing edge, and has further to travel. During the time Ot the leading 
edge travels a distance cOt while the particle travels vOt in the same 
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Fig. 8.20 Spectrum of synchrotron 
radiation, on linear (top) and loga­
rithmic (bottom) scales. The spectrum 

is f = fo,x f1°O KS/3(X)dx, where x = 

w/wc; fo = VSe2 /47r£Qc and K is a 
modified Bessel function. 

e 

Fig. 8.21 
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Fig. 8.22 
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Exercises 

direction. Consequently, the trailing edge of the pulse lags behind the 
leading edge by 

tlt = cot - vot = ~(1 - vic). 
c "(v 

To convert this into an expression in terms of"( alone, multiply top and 
bottom by (1 + vic) and argue that for high speed, v ~ c. Therefore 

(8.90) 

This explains how the critical frequency arises. 
One may expect that the spectrum extends to low frequency (includ_ 

ing, for example, the comparatively low frequency wo), therefore the 
width tlw also indicates the typical frequency near the peak of the 
spectrum. For example, a modern synchrotron might operate at Wo :::: 
3 X 106 s-l, "( = 104 , yielding a typical wavelength A = 6 X 10- 10 m: 
i.e., 'hard' X-rays. 

Radiation having the characteristic spectrum and polarization of syn­
chrotron radiation is observed in many astrophysical sources, such as 
the Crab Nebula. It is believed to result from electrons spiralling in the 
interstellar magnetic field. Artificial sources using synchrotron radiation 
for experimental facilities on Earth normally use further techniques such 
as undulators that result in much higher X-ray brightness for a given 
electron energy. 

(8.1) Prove that if the 4-polarization of a plane wave in 
Lorenz gauge is changed as in eqn (8.8) then the 
fields are unaffected. 

in units where c = 1. Find the electric field at 
t = 0 at points in the plane x = a, as follows. 

(i) Consider the field event (t,x,y,z) = (O,a, 
y, 0). Show that the source event is at (8.2) Evaluate D2g(t - T/c)/1'. (Hint: you may find it 

helpful to introduce a new variable u = t - 1'/ c, 
and use 8g/81' = (dg/du)(8u/81').) 

(8.3) Find the vector potential due to a long straight 
current-carrying wire, in Lorenz gauge. Hence find 
the magnetic field around such a wire. 

(8.4) In a frame S a point charge first moves uniformly 
along the negative x-axis in the positive x direc­
tion, reaching the point (-d, 0, 0) at t = -~t, and 
then is brought to rest at the origin at t = O. 
Sketch the lines of electric field in S at t = O. 

(8.5) A charged particle moves along the x axis 
with constant proper acceleration (,hyperbolic 
motion'), its worldline being given by 

y2 
Xs = a+-

2a 

(ii) Show that the velocity and acceleration at the 
source event are 

Jx~ - a 2 

Vs == - , 
Xs 

(iii) Consider the case a = 1, and the field point 
y = 2. Write down the values of X s , V s , as· 
Draw on a diagram the field point, the source 
point, and the location of the charge at t = 
O. Mark at the field point on the diagram 
the directions of the vectors n, v, a, nil 



(n A a). Hence, by applying the formula 
above, establish the direction of the electric 
field at (t, x, y, z) = (0,1,2,0). 

(iv) If two such particles travel abreast, under­
going the same motion, but fixed to a rod 
perpendicular to the x axis so that their sepa­
ration is constant, comment on the forces they 
exert on one another. This is an example of a 
self force, also called radiation reaction. 

(8.6) Obtain eqn (8.62) from (8.60) using vector meth­
ods, making use of the general result 

V A (uf) = (Vu) A f + uV A f 

where u and f are scalar and vector fields . (Hint: 
first you need to substitute u = (l/r) and f = d, 
and then to evaluate V A d use the fact that the 
dipole d has a fixed direction, so d = de where e 
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is a constant unit vector along the direction of the 
dipole.) 

(8.7) Derive eqn (8.85). 

(8.8) Show that in the limit v -+ c, eqn (8.87) takes the 
form 

dPI 
dS1 ts 

l 8a
2 'lhO? 

47rEO 7rC3 (1 + 'Y2(2)5 

and that this has a maximum at 'YO = 1/2. 

(8.9) According to a classical model, an electron orbit­
ing a proton should emit synchrotron radiation. 
Consider a classical model of a hydrogen atom in 
which an electron initially follows a circular orbit 
at the Bohr radius, at a speed c/137. Estimate 
how long it would take the electron to radiate 
enough energy to move to an orbit of substantially 
smaller radius, according to classical physics. 





Part II 

An Introduction to General 
Relativity 





The Principle 
of Equivalence 

9.1 Free fall 

Since the dawn of human history, children and others with a playful or 
enquiring turn of mind have been dropping pairs of objects off branches 
and boulders with the aim of seeing which would hit the ground first. 
Aristotle thought that objects have a 'natural motion' that is faster 
for heavier objects, thus implying that the heavier object will win the 
child's game. This is true in a viscous medium such as air, but misses 
the essential point: the difference tends to vanish in the limit where the 
objects are heavy and have little air resistance. It was others such as 
John Philiponus (sixth century), Simon Stevin ('"'-' 1586) and especially 
Galileo Galilei ('"'-' 1610) who observed more carefully and realized that 
there is something universal about the motion of objects falling under 
gravity. 

Galileo said later that he had first thought about this problem during a 
hailstorm, when he noticed that large and small hailstones hit the ground 
at the same time. If Aristotle had been right then these hailstones would 
have had to set out at substantially different times or from substantially 
different heights, which seems unlikely. Galileo studied the problem 
under controlled conditions by rolling balls down inclined planes and 
timing the rate at which their speed increased. In his writings he also 
described a thought experiment in which objects of different mass are 
dropped from a high tower such as the leaning tower of Pisa. Here is a 
lovely example of his reasoning: 

Imagine that two objects, one light and one heavier than the other one, are 
connected to each other by a string. Drop this system of objects from the top 
of a tower. If we assume heavier objects do indeed fall faster than lighter ones 
(and conversely, lighter objects fall slower), the string will soon pull taut as the 
lighter object retards the fall of the heavier object. But the system considered 
as a whole is heavier than the heavy object alone, and therefore should fall 
faster. This contradiction leads one to conclude that the assumption is false. 

Such reasoning makes the conclusion appear very convincing, but 
nevertheless to actually perform a controlled experiment is crucial. Let 
us examine another thought experiment- this time involving particles 
of differing charge-to-mass ratio moving in a uniform electric field. For 
this case we have the advantage of already knowing the answer: the 
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1 However, General Relativity does 
lead to a close correspondence between 
electromagnetism and gravitation in 
the weak field limit. 

particle with larger q/m will have the larger acceleration. What if We 
apply Galileo's argument here? We imagine a string attached between 
an object having q/m = 1 unit (say), and another having q/m = 2 units. 
The string will soon pull taut, and the composite object has an inter_ 
mediate acceleration. There is no contradiction because the composite 
object has a net charge to mass ratio not equal to 1 + 2 = 3 units, but 
to a value intermediate between 1 and 2 units. This makes it clear that 
Galileo's argument for masses falling under gravity turns on the fact 
that he already knew that masses add in a simple way when two objects 
come together to form a composite object. 

In order to clear away all doubt on the matter, a mere thought_ 
experiment is insufficient. The crucial experiment is the real experiment, 
and the outcome is now well known. 

In Newtonian physics the fact that different objects have the same 
acceleration under gravity comes about by bringing together two ideas. 
The first is Newton's Second Law of Motion, which in modern notation 
reads 

(9.1) 

where mj is inertial mass. The second is Newton's Law of Universal Grav­
itation, which reads, for the force on an object of passive gravitational 
mass m g , 

(9.2) 

where the direction is such that the force is attractive. By combining 
these two equations, one finds that the acceleration under gravita­
tional attraction to another body of active gravitational mass M is 
(mg/mj)GM/r2

. Newton himself drew attention to the interesting fact 
that, in his theory, mj = m g , with the result that the acceleration is 
independent of mj, so all bodies have the same acceleration in a given 
gravitational environment. Newton did not take this for granted, but 
tested it by experiment with a pendulum. 

When we come to Special Relativity we encounter a problem: New­
ton's Law of Universal Gravitation is inconsistent with the Postulates 
of Relativity (it is not Lorentz-covariant), and there is no simple way to 
modify it to make it consistent. For example one cannot simply construct 
a gravitational version of Maxwell's equations because there is no suit­
able source quantity that is both conserved and Lorentz-invariant. 1 This 
means that either Newton's Law is wrong, or the Postulates of Relativity 
are wrong, or both, or the natural world is inconsistent. Following 
the hunch of every good scientist, we shall put the last possibility 'on 
the shelf' (guessing or hoping that it will not be needed) and explore the 
other possibilities. We shall find that Newton's Law has to be replaced by 
a much more complicated yet profoundly elegant and satisfying theory, 
and that the Main Postulates of Relativity can be retained, as long as we 
apply them to small regions of space and reinterpret what is meant by an 



inertial frame of reference. The Zeroth Postulate (concerning Euclidean 
geometry) will have to be abandoned, except as a limiting case. These 
conclusions are the subject of this chapter. 

Since we shall be abandoning Newton's gravitational law, the ques­
tion arises concerning whether we have any knowledge of gravity, at 
the outset, that we can still trust in conditions that have not been 
experimentally tested. Einstein recognised that the coming together of 
tWO ideas in Newton's theory to produce an outcome independent of m is 
a form of 'conspiracy' in the equations which we ought to question. If the 
fundamental principles of physics are mathematically elegant, then such 
conspiracies are a sign that we have been thinking about something the 
wrong way. In search of a new approach, he therefore thought through 
the physical implications of gravitational acceleration being the same for 
different bodies. We shall next do the same. 

9.1.1 Free fall or free float? 

A group of passengers in a lift suddenly feel the cabin judder as a loud 
sound of something snapping is heard. They feel in their stomachs a 
lurch and a change of motion, then notice that their feet are no longer 
pressed firmly against the floor. One passenger even begins to float up 
into the air. 

'Oh no!' cry the passengers, 'we are falling!' 
'Look Mummy!' excitedly cries a child, 'I am floating!' 
Who is right? Are the passengers in trouble? Actually, they suffer no 

ill-effects whatsoever as long as the lift cabin falls freely. Their fear is 
justified only because they know that in ordinary buildings lift cabins 
are situated above hard ground, and when they hit the ground they 
will then experience large and damaging forces. 2 Is the child floating or 
falling? From the perspective of the cabin, the child's motion is smooth 
and simple, moving across the interior space of the cabin at uniform 
velocity, until she gently bumps into another passenger or a wall or 
ceiling or floor (the cabin all the while continuing its free descent) . If 
she lets go of her notebook or bag of treasures then it will float across 
with her. In the freely-falling cabin, things move relative to other things 
just as they would move if there were no gravity and the cabin were at 
rest (apart from a detail we shall examine in a moment). But if all the 
motions are just as if there were no gravity, then what is the physical 
meaning of this thing called 'gravity'? If there are no effects of gravity, 
then physically speaking we might as well say there is no gravity in the 
freely- falling cabin. 

For another example of the same idea, see Fig. 9.1. A house is built 
on a platform extended out from a cliff. An artist holding a cannister 
of spray-paint jumps across the room, spraying paint against the wall, 
and thus leaving a lovely parabolic arc on the wall. Now suppose the 
platform breaks just as the artist jumps. From the perspective of the cliff, 
the trajectory of the artist is unchanged: she follows exactly the same 
parabola as she did before. But now look at the line of paint on the 
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2 Lifts in modern buildings have a large 
number of safety features that make 
their descent perfectly safe even under 
catastrophic failure such as a cable 
breaking. The story is for illustration 
only. 
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Fig. 9.1 Free fall or free float? An 
artist makes a big jump across the room 
of her house, spraying paint onto the 
wall from a paint cannister as she goes. 
In one case (a) the house is supported 
by a platform, and in the other (b) 
the platform has broken and the house 
falls. The artist describes exactly the 
same trajectory in the two cases. The 
line of paint on the wall reveals the 
trajectory relative to the house: it is 
a parabola in the first case, and a 
straight line in the second. We typi­
cally say that the artist is 'falling'- her 
downwards acceleration results in the 
parabolic curve. However, exactly the 
same motion could equally be regarded 
as 'floating' - her trajectory is perfectly 
straight when examined from another 
point of view. Einstein invites us to 
regard the second point of view-that 
of the freely-falling reference frame- as 
tbe best one in which to formulate the 
laws of physics. (Image concept copied 
from Taylor and Wheeler.) 

Fig. 9.2 Tidal effects of gravity. A 
group of rocks falls freely in the grav­
itational field of a spherical planet. 
The arrows show the acceleration due 
to gravity of each rock. This can be 
decomposed as shown, into the aver­
age acceleration of the group plus the 
departures from the average. The for­
mer causes the rocks to accelerate 
downwards without changing their rel­
ative locations, and the latter is called 
the 'tidal' contribution and causes rel­
ative acceleration within the group. In 
the example shown here the tidal effect 
is such as to squeeze the ring of rocks 
horizontally and stretch it vertically. 

(b) 

wall: it is a straight line! Relative to the falling house, the motion of the 
artist's body is just as it would be if no forces acted on her. 

These examples suggest a strange but wonderful idea: namely, that the 
effects of gravity are of a special kind, that can be made to disappear 
by a mere change of reference frame, as long as accelerating reference 
frames are allowed. This idea is one of the foundation stones of General 
Relativity. We shall find that it is true in sufficiently small regions of 
spacetime. 

Tidal effects 

The detail omitted from the above discussion was the fact that the 
acceleration due to gravity varies from one place to another, so the 
child's motion is not quite a straight line relative to the lift cabin. A 
useful way to consider this variation is to write the acceleration due to 
gravity in some region of space as a sum of two terms: 

a(x, y, z) = aO + a~(x, y, z) (9.3) 

where for simplicity we considered a static case. The first term ao is 
independent of position and is the average of a over the region, and the 
second term accounts for the spatial dependence. Figure 9.2 shows a 
typical case: the field above a spherical object such as the Earth. If an 

" .I i I 



initially circular ring of non-interacting rocks is dropped in vacuum in 
such a field, then the ao term causes all the rocks to accelerate together 
and therefore preserves the circular shape, while the af', term causes the 
top and bottom rocks to accelerate away from each other, and the side 
rocks to accelerate in, thus 'squashing' the circle into an egg-shape. 

When as a child I first learned that the gravitational pull of the Moon 
is the cause of tides on the Earth, I struggled to understand why it 
was that high tide occurs twice and not once per day. It seemed natural 
to me that the pull of the Moon would make the water of the oceans 
pile up into a lump on the side facing the Moon, but I could never see 
why there would be a second lump on the side opposite from the Moon. 
Figure 9.2 shows the reason: the weaker gravitational force at positions 
further from the Moon is equally significant as the stronger gravitational 
force at positions closer to the Moon. The net effect is to provide the 
oceans with their average orbital motion and also to squeeze them into 
a shape with a lump of deeper water on both the nearer and the further 
side of the Earth, relative to the Moon. In general, the term af', (x, y, z) 
is called the tidal term, and the effects of the variation of gravity with 
respect to position are called tidal effects. For example, if a solid body 
such as a human being, rather than a circle of non-interacting rocks, 
were to fall in a gravitational field such as the one shown in Fig. 9.2, 
then the differing acceleration due to gravity at different parts of the 
body would tend to stretch it vertically and squeeze it horizontally. In 
Earth's field these effects are small, but near a very dense body such as 
a neutron star they can be large and painful! 

We can estimate tidal effects in all but the most extreme cases by 
using Newtonian physics. If the gravitational acceleration is g(x) then 
the equation of motion of a freely-falling object is 

d2x 
dt2 = g(x) 

and that of a nearby object at x + ~x is 
d2 

dt2 (x + ~x) = g(x + ~x). 

Therefore the gap between the objects has the equation of motion 

d2~x --;w- = g(x + ~x) - g(x) 

8g 8g 8g 
~ -~x + -~y + -~z = (~x· V)g, (9.4) 

8x 8y 8z 

which can also be written 

d2~xi 3 82 <I> 
~ = - L 8x8x~Xj 

j=1 1 J 

(9.5) 

where <I> is the gravitational potential, defined such that g = - V<I>. Eqn 
(9.5) is called the equation of geodesic deviation in Newtonian 
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X i 

Fig. 9.3 
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Fig. 9.4 

physics. This terminology will be clarified in the next chapter. The 
essential idea is that the equation expresses how two initially close_ 
together objects draw apart (or together) if both are in free fall. 

As an example, consider a spherical body giving <P = -GM/r. Then 
for particles situated close to the z axis at {O, 0, r} the result is ' 

Thus there is attraction in the horizontal direction, tending to bring 
a set of test particles together, and expulsion in the vertical direction, 
tending to push the particles apart, as we have already seen in Fig. 9.2. 

Now consider a single extended object such as a chain of massive rocks 
joined by light strings (Fig. 9.3). We suppose that the chain is oriented 
vertically and that the strings are to good approximation inextensible. 
In this case all the rocks in the chain have the same acceleration a, and 
if the chain is falling in the gravitational field of a large spherical object 
then the tidal gravitational forces are such as to put the strings into 
tension. The equation of motion of the ith rock is 

mg(xi) + Ti+l - Ti = mao 

Writing g(Xi) ~ go + xidg/dx, where go is the gravitational acceleration 
at the centre of the chain, so a = go, we find 

Ti+l = Ti - mXi dg . 
dx 

This shows that as one moves down the chain from the top to the 
middle, each string has a tension exceeding that of the one before (since 
dg/dx < 0). If we now replace the chain by a single continuous rod, then 
one finds 

dg dg 
dT = - xdm- = -xpAdx-

dx dx 
dT dg - = -pA- x 
dx dx 

where p is the density of the rod and A is its cross-sectional area. The 
tension falls to zero at each end of the rod. Integrating from one end to 
the centre of a rod of length L, one finds that the tension in the centre 
of the rod is 

'T' _ 1 AL2 dg 
.LO - -p -

8 dx 
(9.6) 

where we have assumed that the gravitational gradient was uniform 
along the rod. The tidal forces will break the rod if this tension exceeds 
the tensile breaking strength of the rod. 

9.1.2 Weak Principle of Equivalence 

So far we have seen that the fact that all bodies have the same accel­
eration in a given gravitational field lends a special character to motion 
under gravity. Einstein felt that it was so remarkable that it could not be 
a mere coincidence but must instead be somehow built in to the essential 



structure of a correct understanding of gravity. It is a valid insight into 
gravity that will survive the transition to a general theory. We state this 
formally as 

The Weak Principle of Equivalence. 
Version A: (Universality of free fall'. All bodies experience the same acceler­
ation when falling freely in the same gravitational field . 
Version B: Gravitational mass and inertial mass are equal. 

I prefer version A, but the alternative statement (version B) is included 
since the principle is often stated that way. The reason to prefer the 
'universality of free fall' version is that it helps to avoid confusion 
between two possible meanings of the term 'gravitational mass' . One 
meaning is the source of gravity (sometimes called active mass)- that 
which gives rise to a gravitational field. This meaning makes sense in 
Newtonian physics but not in General Relativity, because in the latter 
the source is not a scalar quantity but a tensor quantity describing 
energy, momentum, internal pressure, and stress. The second meaning 
of 'gravitational mass' is a measure of the response to gravity (called 
passive mass), and this is the meaning intended in version B of the 
Weak Equivalence Principle. However, in General Relativity (and in any 
theory obeying the version A statement) this concept is superfluous. 
There is no need to introduce any such notion of 'gravitational mass' at 
all! In General Relativity the response to gravitation can (and should!) 
be written directly in terms of acceleration without regard to mass. This 
idea is at the heart of General Relativity, and its elucidation is one of 
the aims of this chapter. 

9.1.3 The Eotvos-Pekar-Fekete experiment 

A simple way to test the Weak Principle of Equivalence is to drop two 
different objects simultaneously down an evacuated tube. Depending on 
the precision of the timing and the care with which other effects such as 
magnetism are excluded, a moderate degree of precision can be obtained. 
A more accurate method, in the absence of modern technology, is to 
measure the periods of pendula of the same length having bobs of various 
different materials. In the modern era, much more precise methods have 
been used . An important step forward was taken at the beginning of 
the twentieth century by the Hungarian physicist LOl'and Eotvos (1848-
1919). He developed a clever experimental method that allowed him and 
his assistants Dezso Pekar (1873- 1953) and J no Fekete (1 0- 1943) to 
attain a preci i n ar tmd 5 x 10- 9 in measurem·nts of the ratio mg/mi. 
The ba. ic idea is to inv stigate obj ct.. undergOing circular motion 
as they are carried around by the rotation of the Earth, the Earth's 
gravity providing the required centripetal force; see Fig. 9.5(a). The 
experimental ingenuity lay in discovering a method to measure directly 
and sensitively the difference between the gravitational acceleration of 
two such objects. The difference was obtained by means of a torsion 
balance, as follows . 
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Fig. 9.5 The Eotvos- Pekar- Fekete 
experiment. (a) A simple pendulum 
bob (shaded ball) experiences forces F 9 

and T , and has acceleration a towards 
the rotation a.'cis of the Earth. () is the 
angle of latitude, and rp is the angle 
between the gravitational force and 
the direction of the pendulum when 
it is in equilibrium: i.e. , not moving 
relative to the surface of the Earth. (b) 
Shows a pair of masses supported by a 
rigid cradle or bar, suspended from a 
single central wire, viewed from above. 
When at rest relative to the surface 
of the Earth, the whole apparatus has 
the acceleration shown in (a), and 
therefore a horizontal component of 
acceleration in the northerly direction, 
as shown. If the acceleration due to 
gravity of one bob differs from that of 
the other, then to obtain an equal total 
acceleration of both bobs the torsion 
pendulum must supply horizontal 
forces to make up the difference. It 
can do this by twisting away from its 
zero-torque position (shown dashed). 

(a) N (b) N 

a sin(8+<j» 
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First , consider a single object suspended from a wire: a simple pendu­
lum bob. The forces on it are the gravitational force of the Earth and the 
tension in the wire. If the object is at rest relative to a laboratory fixed 
to the surface of the Earth, then these forces must combine to provide 
the required acceleration a = w2 R cos () towards the axis of rotation of 
Earth, where w ~ 27r /(24 hours) is the rotational frequency of the Earth, 
R is the radius of Earth (here assumed spherical), and () is the angle of 
latitude. Let the equilibrium direction of the wire be called 'vertical' and 
the plane orthogonal to this be called 'horizontal', and let ¢ be the angle 
between the force F 9 due to Earth's gravity and the vertical direction. 
Then the angle between the acceleration vector a and the vertical is 
() + ¢ . Resolving the forces in the vertical and horizontal directions we 
obtain 

Fg cos¢ - T = miacos((} + ¢) 

Fg sin¢ + f = miasin((} + ¢) 

(9.7) 

(9.8) 

where mi is the inertial mass of the bob, and in the second equation we 
introduced a further non-gravitational horizontal force f whose value is 
zero for a simple pendulum. We now assume that the gravitational force 
Fg is given by a constant 9 that is the same for all types and size of 
bob, multiplied by a number mg which may depend on both the type 
and amount of material in the bob. We can always quantify the amount 
of material by the inertial mass mi, therefore we may write 

(9.9) 

where 9 is the same for all bobs in a given gravitational environment, 
and r is a property of each bob. The equation serves to define r. The 
logic is that one sets r = 1 for one particular bob of known mi, which 
permits 9 to be obtained, and then one aims to measure r for other 



bobs. Better still (and this what the Eotvos experiment does), one aims 
to measure the difference between r values of different bobs. In terms 
of 'gravitational mass' we have 

r== mg (9.10) 

so we expect r to be close to 1. 
Solving eqn 9.8 for ¢ one obtains (for f = 0): 

,J, -1 ( asinB ) Rw2 cosBsinB 
'+' = tan ~ ------rg - acosB rg (9.11) 

where the second version assumed 9 » a which is true for laboratories on 
the surface of Earth (g/ Rw2 ~ 290). It follows from this that one way to 
measure r differences is to measure the angle (if any) between the wires 
of different pendula. A better way is to place two bobs in a horizontal 
cradle suspended from a single wire. In this arrangement (Figs 9.6 and 
9.5(b)) the wire provides a single vertical force through its tension, and 
a pair of opposed horizontal forces through torsion: that is, its response 
to being twisted. In the situation where neither bob accelerates relative 
to the laboratory, these forces, along with gravity, must provide both 
bobs with the same acceleration. Therefore, from eqn (9.8) we have 

r ',J,!1 r',J, h 9 1 sm '+' + -- = 9 2 sm '+' + --
mil mi2 

where !1 and h are the torsional forces, related by h = -!1 == f. The 
total torque is r = f L1 + f L2 where L1 and L2 are the distances of the 
centres of the two bobs from the suspension wire, related by mglLl = 

mg2L2 when the cradle is balanced. Therefore, after keeping only terms 
of first order in (r1 - r 2 ), one finds that the torque is given by 

(9.12) 

A suitable wire will experience a twist through an angle in propor­
tion to this torque. In practice one measures the oscillations about 
equilibrium-for example, by fixing a mirror to the cradle and observing 
it through a telescope. The angle the cradle would adopt in the absence of 
torque is not accurately known, however. A crucial ingredient is to rotate 
the whole apparatus through 180 0 relative to the Earth's field and then 
repeat the observations. In this way the twist angle can be measured, or 
an upper bound set, and hence an upper bound on r (the coefficient of 
torsion of the wire having been measured separately). 

The concept was subsequently refined by R. H. Dicke who used a fixed 
apparatus, allowing the rotation of the Earth to rotate it relative to the 
Sun's gravitational field, and with various other improvements reported 
an accuracy of 10- 11 . Modern experiments use a variety of methods, 
including, for example, a test mass in free fall in a dedicated satellite. 

These experiments test the Weak Equivalence Principle for ordinary 
objects such as lumps of aluminium or gold. However, this allows a 
variety of different types of mass-energy to be tested, since the mass 
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Fig. 9.6 Torsion pendulum: a pair of 
masses suspended from a single wire. 
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of atoms is made up of contributions from the nuclear binding energies 
(approx 1% of the total), electrostatic energy (:::: 0.001 to 0.01) , and 
more exotic forms such as virtual positrons, as well as the masses of 
the constituent particles. So far all observations are consistent with the 
Weak Equivalence Principle, which has become one of the most well­
attested ideas in physics. Such experiments remain important, however, 
since efforts to develop a quantum theory of gravity sometimes suggest 
that violations may be possible. 

9.1.4 The Strong Equivalence Principle 

In section 9.1.1 we considered some thought experiments involving free 
fall. We found that in a sufficiently uniform gravitational field, the 
local effects of gravity can be made to go away by adopting a suitably 
accelerating reference frame (one that fell with an acceleration equal to g, 
the local acceleration due to gravity). Next we shall consider a converSe 
case: what if there is no gravity (e.g., we are far from all massive bodies), 
but our reference frame is accelerating? 

Do not forget that a reference frame is a reference body- something 
that in principle could be present and would be made out of physical 
things such as rods and clocks, not abstractly defined notions of space 
and time. A fine example of a reference frame for present purposes is a 
rocket, complete with rocket motor and interior living space; see Fig. 9.7. 

Since we have in mind a field-free region of space we already know 
all the laws of motion and dynamics we need to describe life on board 
such a rocket: they are those of Special Relativity, and associated 
dynamical theories such as electromagnetism. We suppose that the 
rocket motor is switched on, giving a constant acceleration, and that 
there are no other forces acting, so that objects released inside the 
rocket move uniformly relative to any nearby inertial frame of reference. 
An astronaut standing at a fixed place in the rocket finds that his 
feet are pressed firmly against the floor. This is because the floor has 
to push on him to give him the same acceleration as the rest of the 
rocket. An astronaut who releases an apple inside the rocket will find 
that the apple accelerates towards the bottom of the rocket (an inertial 
observer would say the bottom of the rocket accelerates towards the 
apple). We can imagine that the astronaut will become so accustomed 
to this state of affairs that he simply says 'everything behaves just as if 
there were a gravitational field pulling everything towards the bottom 
of the rocket.' Now we have another equivalence. If everything is just 
as though there were a gravitational field, then physically speaking does 
not this amount to saying there is a gravitational field? Or, arguing in 
the opposite direction, if the effects we normally ascribe to gravity are 
indistinguishable from effects of acceleration in the absence of gravity, 
then is not 'gravity' an unnecessary concept? 

This second way of putting it is counter-intuitive but useful. Ulti­
mately we shall not abandon the concept of gravity, because some of its 
properties, such as tidal effects and spacetime curvature, are absolute. 



(a) (b) 
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However, as I sit in my chair writing this, feeling as if gravity is pulling 
me down towards the centre of the Earth, I could instead adopt the 
perspective that the pull I feel is really the result of my choice not to sit in 
an inertial frame ofreference (i.e., a freely-falling one). I am accelerating 
upwards at 9.8 ms- 1 relative to any local freely-falling frame. No wonder 
I feel the chair pushing on me: it is providing this acceleration. The 
squashing sensation I feel is not (or need not be called) the result of 
gravity pulling me down, it is (or may be considered) the result of my 
inertial mass resisting such upwards acceleration. The advantage of this 
perspective is that it makes it obvious and unavoidable that my passive 
'gravitational mass' must equal my inertial mass. 

In fact, there are differences in detail between the effects of real 
gravitational fields and the effects of acceleration: namely, the tidal 
effects. Suppose that our astronaut woke one morning to the sound of 
an alarm telling him that all outside sensors had failed and the shutters 
on the windows had closed. What can he tell about his situation? In 
particular, can he perform an experiment to tell between case A: the 
rocket is accelerating relative to the distant stars, and case B: the rocket 
is at a fixed distance from a massive object that is not accelerating 
relative to the distant stars? He feels his sense of weight, but this 
will happen in either case. He can check that the rocket motor is still 
functioning, but this also implies either case (either A: acceleration, 
or B: hovering above a planet). Then he notices that pendulum bobs 
suspended at opposite walls are not parallel but aligned towards a point 
several kilometres below the rocket. After first checking that the walls 
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Fig. 9.7 (a) A rocket in outer space, 
far from other bodies. (b) A rocket 
hovering above the surface of a large 
planet. The rocket motor is on in both 
cases. In (a) the rocket is accelerating 
relative to the distant stars. An astro­
naut inside the rocket sees apples fall 
to the floor, and feels the floor push­
ing against his feet to support him. 
In (b) the rocket is not accelerating 
relative to the planet or the distant 
stars, but apples still fall and the floor 
pushes on the astronaut's feet. Most 
experiments inside the rocket cannot 
distinguish between case (b) and case 
(a). If the planet, initially absent, were 
sudd'enly to appear beneath the rocket, 
the astronaut simply would not and 
could not notice unless he looked out of 
a window or performed a careful survey 
of the variation of gravitational accel­
eration from place to place inside the 
rocket, or of the geometry of the space 
(e.g., by measuring the angles of tri­
angles or the circumference of circles), 
Since the presence or absence of the 
planet is largely irrelevant to the expe­
rience of the astronaut, one may begin 
to wonder whether the planet exerts 
any gravitational influence at all! Of 
course it does, because it prevents the 
rocket from making progress towards 
its destination. Nonetheless it is very 
interesting to see from this example 
that much of what we ordinarily call 
'the effects of gravity' are merely results 
of our refusal to adopt an inertial frame 
of reference. 
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3 See later for the case of a uniform 
gravitational field, which he can also 
detect by releasing test masses. 
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Fig. 9.8 A freely falling cabin. 

are not accelerating away from one another (he can do this, for example, 
by extending a piece of string across the cabin) he concludes that he is 
above a planet (or other massive object).3 

The tidal effects thus allow a distinction to be made between grav­
itational effects and effects arising purely from a choice of reference 
frame. Another type of observation that the astronaut could perform 
is to measure the local curvature of spacetime (we shall learn how to do 
this in the next chapter). This property is a measurable quantity that is 
independent of the state of motion of the observer measuring it. It allows 
an observer to tell unambiguously whether or not he is in a gravitational 
field. Therefore it is not true to say that all effects of gravitational fields 
are completely equivalent to the inertial effects of accelerating reference 
frames in field-free space. However, the differences tend to vanish in the 
limit of small regions of spacetime, and this agreement between what 
otherwise might seem to be unrelated physical phenomena is of huge 
significance. It is the guiding principle in Einstein's formulation of the 
general theory of spacetime and gravity: 

Strong Principle of Equivalence: In the limit of small extensions in space 
and small intervals of time, all physical phenomena have the same form in 
all freely-falling non-rotating cabins. In particular, the laws of physics are the 
same as those observed in a uniformly moving cabin in a field-free region of 
space. 

The word 'cabin' here refers to a notional physical chamber or loose 
collection of bricks surrounding the region of interest; it can act as a 
reference body but is light enough to offer no significant gravitation of 
its own. The term 'local inertial frame ' or LIF is often used instead of 
'cabin'. A LIF is the idealized limit of a small low-density reference body 
in free fall (a LIF can even fall through a solid object). The idea of the 
Strong Equivalence Principle (or EP for short) is to extend (or boldly 
extrapolate) the theme of the Weak Principle to all types of behaviour, 
not just acceleration of otherwise isolated bodies. For example, we are 
now making claims about the internal dynamics of atomic nuclei, and 
about chemical reaction rates, and about hydrodynamics inside stars, 
and so on. The EP says, in effect, we already know to first approximation 
what physics is like in the presence of gravity: in a LIF it is the familiar 
physics of Special Relativity and Minkowski spacetime. 

For obvious reasons, the local inertial frames play the role in General 
Relativity which was played by the inertial frames of Special Relativity. 
In view of the relativity of time and distance with which we are already 
well acquainted, we shall have to be alert to the fact that these measures 
will need careful definition when gravity is present. 

9.1.5 Falling light and gravitational time dilation 

The curvature of a light-ray in a gravitational field 

A simple application of the Strong Equivalence Principle (EP) is to 
answer the question, whether or not the Weak Principle applies to 



electromagnetic waves. Does light experience gravitation? The answer 
offered by the Strong Principle is an unequivocal yes. For, imagine we 
shine a beam of light into a freely-falling horizontal tube. The Strong 
Principle says the light passes through the tube, travelling in a straight 
line in a reference frame freely-falling with the tube. It follows that, 
relative to a reference frame made of rods fixed to the massive object 
that creates the field (e.g., planet Earth), the light-ray is bent (see 
Fig. 9.9). Furthermore, the Equivalence Principle allows us to calculate 
the curvature of the light-ray exactly. This will be our first example of 
an exact result in General Relativity. 

Definition of a static field. We treat a static field . This means that the 
gravitating object, called Earth for convenience, has no time dependence 
(including no rotation-so this is only approximately true for Earth). 
Since time is itself affected by gravity we need to define 'static' more 
fully; this may be done as follows. Imagine constructing a latt ice of rods 
attached to Earth. We would like to consider a rigid lattice, but we 
need to define carefully what is meant by that. Imagine any well-defined 
sequence of physical operations that could be used to survey the lattice. 
For example, mount clocks throughout the lattice (they need not all 
have the same rate, but each clock should behave regularly) and carry 
out round-trip-time measurements for light-signals sent from one point 
to any nearby point and reflected back. Record the set of such measured 
round trip times at each lattice point. Then repeat the measurement 
after the clocks have ticked for a while. If the new set of values is the 
same as the old set (and this remains true whenever the measurements 
are repeated), then the conditions are said to be stationary. If the round­
trip time for a signal sent around a closed loop (such as a polygon) is 
not only constant but also the same for both directions of travel around 
the loop, then the conditions are said to be static. (It is possible to 
have a stationary but not static situation when there is rotation.) If the 
procedure results in static conditions, then the lattice is said to be rigid, 
and it furnishes a natural choice of (non-inertial) reference frame- that 
in which the lattice is not moving. 

We can now assign spatial coordinates to points on the lattice. We 
shall do that by comparison with the coordinates in a freely-falling cabin. 

Let system F be a cabin in free fall, with coordinates Xf, Yf set up 
within the cabin, in the horizontal and vertical directions respectively, 
and time measured by a standard clock at the origin of F. We know 
from EP that such a clock functions normally. Imagine the cabin is 
launched upwards, and its internal clock is set to zero just as it reaches 
its maximum height, when the origin of the cabin is momentarily at rest 
relative to the rigid lattice fixed to Earth. Suppose that at that moment 
(tf = 0) a light-flash sets off from the origin of F in the horizontal 
direction. Using the EP, we know its trajectory is given by 

Xf = ctf + O(tn, Yf = 0 + O(tl) . (9.13) 

The O( tt) terms are needed because the EP concerns a limiting case 
where tidal effects are negligible. What we can claim to know from 
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Fig. 9 .9 Light passes along the axis of 
a non-moving tube in the absence of 
gravity (top picture); therefore (Equiv­
alence Principle) light a lso passes a long 
the axis of a falling tube in the presence 
of gravity (bottom picture). The curva­
ture of the light-ray at each point can 
be calculated exactly from e and the 
local acceleration due to gravity. 

Fig. 9.10 A rigid lattice attached to 
a gravitating body. The lattice may be 
of rectangular or spherical or any other 
construction. 
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Fig. 9.11 Mapping from one coordi­
nate system to another. The figure 
illustrates an assertion made in connec­
tion with eqn (9.14): namely, that the 
terms omitted from (9.14) are of third 
order not second order in Xf, Yf. The 
reason is that the approximation being 
made is of the same kind as is made 
when mapping distances on a curved 
surface onto a fiat plane. In the illustra­
tion, the bold line shows a displacement 
on the surface of a sphere of radius R. 
The exact length of this displacement 
is the arc length R(J. We would like to 
track movements on the curved surface 
by projecting them onto a flat plane. 
This can only be done for small regions, 
but it is convenient because on a fiat 
plane Euclidean geometry applies. We 
a lways have the option of making the 
plane tangent to the curved surface 
near any given point of interest, as 
shown. The projected distance asso­
ciated with the arc is then R sin (J = 
R((J - (J3/6 + ... ). The error term is of 
third order in (J. More generally, dis­
tances in a rigid lattice can be defined 
by making them agree locally with dis­
tances in a LIF, and the use of tangents 
to the exact curves always allows errors 
associated with non-Euclidean geome­
try to be reduced to third order. 

EP is that at the origin the ray is straight, and therefore d2xf/dti :::: 
d2yf/dt; = 0 at Xf = Yf = O. 

Now consider what is observed relative to Earth. Let system S be the 
rigid lattice fixed to Earth, with coordinates x, Y to be specified in the 
vicinity of the event P where the light-flash was emitted. If the lattice 
could be described by Euclidean geometry, then the transformation 
between coordinate systems (xf,Yr,tr) and (x,y) (we shall not need t) 
would be 

x = Xf, 
1 2 

Y = Yf - -gtf 2 
(9.14) 

where 9 is a number characteristic of the local field strength, called 'the 
acceleration due to gravity at P' . We shall now argue that the errors 
introduced by using this transformation are of third or higher order in 
Xr, Yf and tr. For, by construction, the origin of the cabin was at rest 
relative to S at tf = 0, so there are no terms linear in tf; if there were at; 
term in the x equation then we could make it go away by redefining what 
direction is called vertical; any adjustment to the quadratic term in the 
Y equation is absorbed into the definition of g; finally, no matter what 
is the exact dependence of x, yon Xr, Yf at given tf, the error introduced 
by using straight-line tangent approximations to the exact curves is of 
third order (see Fig. 9.11). The last step amounts to recognizing that eqn 
(9 .14) can be used to define local distan e (i.e., distance in the vicinity 
of P) in tb latti e at rest in Earth' Ii ld. 

Eliminating te , we find that th path of the light-ray in S is 

Therefore the curvature of the ray (see box below) is exactly 

9 
- c2 ' (9.15) 

For example, for 9 = 9.8 ms- 2 the radius of curvature is about 1 light­
year. If a spherical body were sufficiently massive to produce this 
amount of gravitational acceleration everywhere along a circular orbit 
of circumference approximately 217' light-years, then light emitted in the 
correct initial direction would orbit the body. Here the statement about 
'" is exact, but the statement about the circumference is rough because 
spacetime is non-Euclidean at a large scale, as we shall see. (In this 
example the body in question has to be very heavy, having the mass of 
a large galaxy, as a Newtonian estimate will tell you.) 

The same calculation gives the curvature for an object travelling at 
any other velocity in the cabin (just replace c by the relevant velocity). 
It is also straightforward to generalize the calculation to an arbitrary 
initial direction of motion relative to the direction of g. One obtains 

(9.16) 



Since by EP other objects travel in the cabin at less than c, we find 
that light-ray paths in a gravitational field are curved, but they have 
the smallest curvature of any path of a falling object in a given field for 
a given initial direction of motion. 

Curvature of a line in plane Euclidean geometry. A general 
wiggly line specified by y = y(x) may have a curvature that varies 
from place to place. A good way to specify the curvature at a point 
P on the line is to find the circle that touches the line at P, with 
matching first and second derivatives, and then define the radius of 
curvature of the line to be the radius of the touching circle. The 
equation of a general circle in the plane is (x - xO)2 + (y - YO)2 = r2. 
Therefore the conditions are 

(x - XO)2 + (y - YO)2 = r2 

dy 
2(x - xo) + 2(y - Yo) dx = 0 

(
dy )2 d2y 

2 + 2 dx + 2(y - Yo) dx2 = 0 

where (x, y) are the coordinates of P. Solving for r in terms of 
derivatives of y(x) one finds 

(1 + (dY/dx)2)3/2 
1 = ~--~~~~--

d2y/dx2 

The sign is chosen by convention so that r < 0 signifies a bending 
downwards as x increases; r > 0 signifies bending upwards. The cur­
vature K, is defined to be the inverse of this radius, K, == 1/r. 

Gravitational redshift and time dilation 

Consider the same static field as in the previous calculation, and the 
same cabin falling from rest at tf = O. Now suppose a light-wave of 
frequency vo sets off' from an origin located on the ceiling of the cabin, 
and travels vertically downwards. By the EP the wave arrives at the 
floor with unchanged frequency vo, and if the cabin height is h then 
the wavefront arrives at the reception event at the floor at cabin time 
tf = hlc + O(h3

). 

Now consider the observations made by observers fixed to the rigid 
lattice constructed on Earth. There are two observers to consider: the 
'upper lattice observer' located near the emission event , and the 'lower 
lattice observer' located near the reception event. At the emission event 
the ceiling of the cabin is at rest relative to the lattice. Therefore 
the upper lattice observer observes the same frequency vo as the one 
registered inside the cabin. To be precise, that is what we expect for 
small times. The lower lattice observer, on the other hand , finds that at 
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Fig. 9.12 Light emitted in a freely­
falling cabin and measured by observers 
in the fixed lattice. 

Vo Vo 
h 

the reception event the cabin is moving relative to him in the downwards 
direction at a speed given, to first approximation , by v = gtr = gh/c. 
Therefore there is a Doppler shift between the frequency observed inside 
the cabin and the frequency observed by the lower lattice observer. The 
latter measures a frequency shift given to first order by 

(9.17) 

Thus the lower observer finds that the frequency is higher than the one 
reported by the upper observer, for the same freely-falling light-wav . 
A similar argument applies to a light-wave propagating upwards: in th 
cabin LIF it agrees in frequency everywhere with the light-wave thai. 
we have just considered, so the lower lattice observer aga.in finds its 
frequency to be higher than that at the upper lattice observer. 

This effect is called the gravitational redshijt. The word 'red' empha­
sizes the observation made by the upper observer, who observes the 
lower of the two frequencies. The emphasis is placed this way because 
gravitational fields from finite bodies r duce in treugth as on mov 
'upwards' : i.e., away from the body. A lattice observer a infinity fin the 
local 9 -7 0, so he may legitimately r gard hi in. truments as unaffeet d 
by gravity. A given type of source in free fall, such as a specific leetr nic 
transition in the hydrogen atom, always emits a fixed frequency in its 
LIF. When the emitted light arrives at the observer at infinity, he finds 
its frequency to be lower and lower as the emission point is situated 
closer and closer to a given gravitating object. In this sense the result 
can be regarded as a position-dependent redshift. 

Near the surface of Earth g/c2 has the value 10- 16 per metre, so the 
effect is exquisitely small. It was first observed (to about 10% accuracy) 
in 1959 by R. Pound and G. A. Rebka, in an experiment involving 
gamma-rays propagating up and down a 22-m height difference. The 
method was to use a narrow resonance in a nuclear transition, and 
determine what relative velocity of the source and detector was needed 
to compensate the gravitational shift. The experiment took advantage of 
the Mossbauer effect to reduce the thermal broadening which otherwise 
would have swamped the shift. Gravitational red shift is now routinely 
observed in astronomy, and has been verified to very high accuracy by 



radar surveys of the solar system. The global positioning system has to 
take it into account at a level around one part in 1010. 

Eqn (9 .17) can be written 

dll g 

dh = c211 (9.18) 

which is exact, because corrections to the calculation will be of higher 
order in h . If we now define a potential function <I> such that 

g=-V<I> (9.19) 

(such a definition will be useful when g has zero curl), then eqn (9.18) 
is 

dll = -~d<I> 
c2 

==? ~ = e- (<I>-<I>o)/c
2

• 

110 
(9.20) 

This result should be read as a statement about the frequencies observed 
by observers at rest relative to the field at two different locations, in each 
case using a local standard clock to define time, when they both observe 
the same light-wave propagating freely (i.e., subject only to gravity) 
between them. 

You will sometimes see this gravitational redshift described as if 
the light-wave itself changes frequency as it propagates in the field. 
However , this point of view is misleading since it misses the important 
fact that in each LIF traversed by the light, the frequency is completely 
unaffected. We shall now show that a valid interpretation is that the 
light is unchanged but the local clocks go at different rates. That is, the 
gravitational redshift should be regarded as a consequence of a change 
of reference frame from a LIF momentarily at rest at the emitter to a 
LIF momentarily at rest at the receiver. Since the emitter and receiver 
are at rest relative to one another, so are these LIFs- and yet there is a 
frequency shift . Its cause is a gravitational contribution to time dilation. 

To see this, suppose that a given type of clock- sayan atomic clock 
based on a caesium atom held in vacuum-is gently lowered from a 
high place A to a lower place B in a static gravitational field, all the 
while emitting a signal such as a microwave that oscillates in step with 
the atom. The clock is then held at B for a very long time, and finally 
gently raised to A again. An observer fixed at A receives the redshifted 
microwaves and counts the number of oscillations or 'ticks', as observed 
by herself, throughout the whole journey of the clock. She finds this 
number to be considerably smaller than the number of ticks of the 
Same type of clock kept permanently by her at A. She must conclude 
that the lowered clock does not merely appear to run slower at B, but 
actually does run slower at B, because the sojourn at B could be made 
So long as to completely overwhelm the effect of the lowering and raising 
operations, and the number of ticks of the clock during its whole journey 
is absolute (compare this with the 'twin paradox'). It absolutely did tick 
fewer times than the clock at A, and all but a negligible part of the 
difference is due to its sojourn at B. 
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Fig. 9.13 Experiment to establish 
gravitational t ime dilation. 
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4 To be precise, in the absence of space­
time curvature: we shall settle later 
whether or not purely inertial effects 
can be called 'gravitational'. 

By this argument, eqn (9.20) is not only a statement about redshiftj 
it is also a statement about gravitation time dilation. It shows the ratio 
between the rates of standard clocks located at rest in a static field at 
positions of diffedng gravitati nal potential. The ratio is measurable by 
a procedure such a th on ouWn ·d in the previous paragraph, and, for 
the removal of all doubt, that absolut measurement outcome is what is 
meant by statements such as eqn (9.20) concerning a comparison of the 
rates. 

Gravitational time dilation is easy to state, but is nonetheless a subtle 
oncept. Gttillg a goo I gra p of i is half the battle in und rstanding 

General Relativity. It an be link d to nergy ons rvatioll, but this link 
an easily be misstat dow' shall iov tigat it nly fter firs xam­

ining a very u eful te t cas that can b treat d using pe ial n. lativity. 

9.2 The uniformly accelerating 
reference frame 

So far we have guessed (by postulating the Strong Equivalence Principle) 
that there is an intimate link between effects of gravity and effects of 
a'c I ration, and we have derived two on qu n' S f \'hal,. Our n xt 
tep will be to acquaint ours lves bett r with ff' t of acc leration in 

th ab · n e of gravitational fields:1 We can do th1 by using pe ial 
Relativity. Th l' i a myth that ems to survive in the tudent phy irs 
community to th effi 't that p lal Relativi y cannot handl · acceler­
ated reference frames and you n · . d Gen ral [ati vi ty for that. Tnis is 
quite wrong: Spc ia! Relativity 'an treat aoy sort of motion. It is limited 
( ompared to General lativity) merely by th Euclid >an g om try 
postulaL · . The grain of truth in the myth is that th natural di ours 
of p cia! Relativity is in rtial reference fram s. Th m thod to treat 
aceel rated fram ' without adopting the matheroa ica! tools of general 
covariance will be shown implicitly in the following. 

9.2.1 Accelerated rigid motion 

We saw in section 6.5 that the concept of rigidity nas to be questioned 
in p .' ial Rela.tivity for two reasons. First t11 . peed or sound i not 
infin.it . a th efF 'ct of a force applied to one part of a body are not 
felt imm · cliately throughout the body. ccondly rigidity in th 'en of 
flXed phYSical dim n 'ions i not a Lorentz-invariant property b -cause 
for an a cel rating body the i~ and shape may b 'onstant in Ollle 

inertial frames and n verthele. vary in other . 
Having noted the e fa t8 w can neverth Ie . il1t1' ducc a notion of 

rigid accelerated motion in the following way. W consid r a compo ite 
bj ct Lo be made of th parti les camp ing it, and therefore to consist 

of a coli etion of worldlincs. The particles may be undergoing accelcrated 
motion, and we may define rigid motion to be motion such that: 
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(1) At each instant there is an inertial frame in which all particles in 
the body are momentarily at rest. 

(2) The distances between the particles, evaluated in the sequence of 
such instantaneous rest frames, are constant. 

One can show that these conditions require the motion to be recti­
linear. 5 Therefore we restrict attention to the case of rectilinear motion 
along the x direction, in which no particle overtakes or is overtaken by 
another (so the worldlines do not cross). Choose the particle at one end 
of the object, and suppose it has some arbitrary motion. Our task is to 
find, if possible, motions of all the other particles such that the above 
conditions are satisfied. 

Let the end particle be called P, and let its position relative to 
some inertial reference frame S be given by x = f(t) for some arbitrary 
function f. This defines the worldline of P. Its 4-velocity is U = (rye, IV) 
where v = df /dt, and we suppressed the y and z components for con­
venience. Now pick some other particle Q, whose position relative to S 
is given by some function h(t) to be discovered. Consider the pair of 
events A=(tA' f(tA)) and B=(tB ' h(tB))- see figure 9.14. We choose B 
so that it is simultaneous with A in the instantaneous rest frame of P. 
The criterion for this is that the 4-displacement 

is orthogonal to U: 

U ·X=O (9.21) 

where we introduced XA == f(tA) and XB == h(tB)' Next we impose 
condition 2: that the distance between A and B, as measured in the 
instantaneous rest frame, does not depend on which event A was chosen. 
Since b.X is along a line of simultaneity for the instantaneous rest frame, 
this distance is given by the Lorentz scalar length of b.X. Therefore the 
condition is 

(9.22) 

where Lo is the constant distance. Using eqn (9.21) to eliminate tB - tA 
we find 

(9.23) 

and therefore 

(9.24) 

These results allow us to find both XB and tB for given XA, tA, v and 
Lo, so they determine the worldline of Q if the worldline of P is given. 

N ext we need to check whether the worldline of Q is consistent with 
condition 1. This requires that the velocity of Q relative to S at event B 
is equal to the velocity of P relative to S at event A: 

5 A 'rigidly rotating' disc does not sat­
isfy the definition because there is no 
inertial frame in which all parts of such 
a disc are at rest at any instant. 

Fig. 9.14 Construction 
describe rigid motion. 

used to 
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Fig. 9.15 A body undergoing an 
example of rigid non-uniform motion. 
At every event the body has a rest 
frame agreed among all is constituent 
parts, and in the sequence of rest 
frames proper distances between parts 
of the body stay constant. 

dXB dXA 
--=--=v. 
dtB dtA 

It requires some care to get this equation right. The idea is that the 
next event on the worldline of Q is at a time dtB away and a distance 
dXB away. From eqn (9.23) we have dXB/dtA = '"yLo + v, and from eqn 
(9.24) we have dtB/dtA = (iry + v'"y) Lo/c2 + 1, where the dot signifies 
d/dtA which is the same as d/dt for the worldline of P. Therefore 

dXB '"yLo + v 
dtB (iry + v'"y) Lo/c2 + l' 

Setting this equal to v, one finds that two v terms cancel and Lo factors 
out, so that the condition is 

viry = '"y(c2 
- v2

). 

But from eqn (2.56) this is always true, so we conclude that condition 1 
always holds for the motion imposed by condition 2. 

This argument can be applied for a sequence of values of Lo, so that 
a complete rigid body can be specified with its particles at fixed proper 
separations as defined by the two conditions. Hence there is a sensible 
definition of rigid accelerated motion in Special Relativity. Fig. 9.15 
shows an example. 

There is one important limitation of this argument. For the argument 
to make sense we require dtB/dtA > 0, so that when time advances at 
one end of the body it also advances at the other end. This condition is 

L 
(iry + v'"y) -i- + 1 ~ 0 

c 

which simplifies to 

(9.25) 

Now recall that ,3v is the proper acceleration in the case of straight-line 
motion (eqn (2.61)), so we have 

(9.26) 

For positive ao this means that particle Q must not be too far to the left 
of particle P; for negative ao it means that particle Q must not be too 
far to the right of particle P. The physical origin of this limit is that Q 
must not be so far away that in order for the body to Lorentz-contract 
enough to maintain a fixed proper size, the particle Q has to move faster 
than light. The limiting value of Lo is an example of an 'horizon'. This 
will be studied more fully in the next section. 

9.2.2 Rigid constantly accelerating frame 

It is now easy to construct an example of an interesting type of accel­
erating rigid body: one undergoing a constant proper acceleration. In 
this case the particle P undergoes the hyperbolic motion described in 
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section 4.2.4, and the trajectory of any other particle Q in the body can 
be obtained from eqns (9.23) and (9.24). 

To reduce clutter we shall adopt units such that c = 1 throughout this 
section. 

Without loss of generality, we place the origin so that the worldline 
of P can be written x 2 - t 2 = h6. Then we have the basic equations 

TO = hoB 

ao = l/ho 

X = (sinhB, coshB)ho 

U = (coshB, sinh B) 

(9.27) 

(9.28) 

(9.29) 

(9.30) 

where TO is the proper time along the worldline, ao is the proper 
acceleration, B (rapidity) is a useful parameter, X is the displacement 
4-vector with y and z components suppressed, and U is the 4-velocity. 

To find the trajectory of any other particle Q, we could use eqns (9.23) 
and (9.24), but it is easier to argue directly from the two conditions for 
rigid motion, and use two notable properties of hyperbolic motion: 

X . X = h5 = const (9.31) 

X· U =0 (9.32) 

The first property says that the spacetime interval from the origin is 
constant. The second property says that X is orthogonal to the worldline, 
and therefore at each moment, the 4-vector from the origin to the particle 
is a line of simultaneity for the instantaneous rest frame. As P moves 
along its trajectory, the lines of simultaneity form a set of straight lines 
through (0,0); see Fig. 9.16. It follows that the 4-vector from the origin to 
the particle (i.e., X) is purely spatial in the instantaneous rest frame, so 
its length is the distance to the origin as observed by an inertial observer 
momentarily riding on the particle. But this length is constant! (It is 
equal to ho.) So a sequence of such observers will find that for a particle 
undergoing hyperbolic motion, the origin is always a fixed distance away 
from the particle. The Lorentz contraction does just enough to bring this 
about. 

Now suppose Q also undergoes hyperbolic motion, but at a different 
proper acceleration. The worldline of Q is then 

X = (sinhB, coshB)h (9.33) 

for some constant h i= ho. This world line satisfies the two conditions for 
rigid motion. A straight line through the origin is a line of simultaneity 
for both P and Q, so there is an agreed instantaneous rest frame 
(condition 1). Also, the distance in this frame from the origin to P is ho 
and from the origin to Q is h, so the distance from P to Q is h - ho) 
which is constant (condition 2). 

By choosing a sequence of values of h we can now construct a complete 
constantly accelerating rigid reference frame. It is called 'uniformly 
accelerating' to emphasize that each particle in the frame moves with 
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Fig. 9 .16 The constantly accelerat­
ing reference frame. The figure shows 
a spacetime diagram. The hyperbo­
lae are world lines of particles sepa­
rated by fixed proper distance, each 
having a constant proper acceleration. 
The straight lines are lines of constant 
8, which are lines of simultaneity in 
the instantaneous rest frame. The tick 
marks are placed at equal increments 
of proper time along each worldline. 

constant proper acceleration. However, the acceleration is not uniform 
with respect to distance: particles at different h have different proper 
acceleration. 

This rigid frame is perfect to describe a uniformly accelerating rocket 
of the kind illustrated in Fig. 9.7a. The rocket is accelerating in the 
positive x direction. At arly tim its velocity is directed towards the 
origin, at late tim 5 it.s v loc.ity i. directed away from the origin, but its 
acceleration is always in the dire ·tion of positive x. Owing to singular 
behaviour at the origin, it is best to imagine that the rocket does not 
reach all the way to the lines t = ±x, but its floor is situated at particle 
P with some finite value of ho which we may as well take as ho = 1. 
Observers in the rocket sit at h ~ ho, but they have the right to reason 
about th r gion. h < ho and to measure it by sending probes. The whole 
of the life of ob erver' in the r ck t i. confined t th region I of the 
pacetime diagram shown in Fig. 9.16. Signal ~hey emit can only reach 

r gions 1 and II; signals Originating from regions II and ill never reach 
them. As far as they are concern ·d region ill might as w II no exist! 
They can neither influence nor be influenced by it. 

We shall now discuss the observations (i .e., the reasoning about space, 
time, and motion) made by observers fixed relative to the rocket. When 
in doubt we can settle disputes by appealing to the 'referee', who is an 
inertial observer in the sense of Special Relativity-one whose motion 
is not accelerated. The referee surveys spacetime by any suitable means 
(for example by using a set of standard clocks and rods, or by radar 
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methods). He thus constructs a coordinate system (t, x) that can be 
used to assign coordinates to all events. This is the coordinate system 
we have been using already. 

Each accelerated observer is fixed relative to the structure of the 
rocket, so naturally considers that he has a fixed position in the rocket 
frame . To quantify the notion of position in such a rigid accelerated 
frame, the most natural choice is to use the value of h (Le., the distance 
from the origin in the instantaneous rest frame). That is, the 'height' of 
any given event in the rocket is defined as the value of h for the observer 
whose worldline passes through the event. This is a suitable definition, 
because its value is a constant for each observer fixed in the frame, and 
small changes in h agree with the 'standard rod' definition of distance. A 
'standard rod' or 'ruler' is one that the referee would consider standard: 
that is, it has just the right Lorentz contraction to agree with a standard 
rod moving inertially at the same velocity. In this way we can make a 
sensible definition of length for rigidly accelerating rulers. Similarly, an 
accelerating clock is said to be 'standard' if during any small interval 
its ticking agrees with that of a standard clock moving inertially at the 
same velocity. 

Similar arguments suffice to define what is meant by a 'standard rod' 
or 'standard clock' at rest in a gravitational field. 

There are many ways in which the timing of events could be tracked in 
the accelerated frame. The two most natural ways are the 'local proper 
time' T and the 'master time' 8. To set up the T system, furnish every 
observer with a standard clock called that observer's 'proper clock', and 
pick one of the lines of simultaneity in Fig. 9.16. The most convenient 
such line is the x axis. Let all proper clocks be set to zero on this axis. 
Thereafter and before, each proper clock registers the amount of proper 
time along the observer's worldline. We can relate the inertial referee 
coordinates (t, x) of any event to the coordinates (T, h) by using 

(9.34) 

This is an acceptable definition of position and time in the accelerating 
frame, but it is not the only possible one, nor the best. Another good 
method is to keep h for position, but instead of using T let the 'time 
coordinate' be the parameter () that we used to describe the worldlines. 
This has the advantage that it agrees with the notion of simultaneity 
that was used to define rigidity, and it agrees with T for one of the 
clocks: the 'master' proper clock at h = 1. The transformation between 
(t, x) and the coordinates ((), h) is 

t = hsinh(O) } {B = tanh- 1 (t/x) 
X = !Lcosh(S) ¢:} h = (x2 _ t 2 )1/2 

(9.35) 

We can imagine that each observer owns not only a proper clock but 
also a 'master clock' that has been so built as to indicate (). In fact, it 
is easy to construct these master clocks, because 
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Fig. 9.17 A tall narrow tower on a 
cylindrical planet. 

e = Tlh. (9.36) 

Therefore a master clock is a standard clock with an extra 'multiplier 
cog' that multiplies the reading by the constant factor I/h. 

Now let us compare the rocket to a gravitational field. If an observer 
in the rocket releases a test object such as an apple, he will observe it 
to accelerate downwards (i.e., towards smaller values of h). We already 
know the upwards proper acceleration, relative to the referee, of the 
part of the rocket at height h: it is a = I/h (eqn (9.28)). We expect that 
this is also the downwards acceleration of the referee, and therefore of 
anything moving inertially, such as a dropped apple, as observed by an 
observer fixed in the rocket. To be sure, however, we need to check that 
the system of measurement employed by the accelerating observers will 
not introduce some small correction. Consider, therefore, the situation 
near t = 0 when the whole rocket is momentarily at rest relative to the 
referee. At t = 0 the rods and clocks in the rocket have no contraction 
or dilation; at t = dt the rocket speed at height h is v = adt = dt I hand 
therefore the Lorentz factor is "( c::=. 1 + (dt)2 12h2 . Suppose an apple is 
released at t = O. If there were no Lorentz contraction or time dilation, 
the downwards acceleration of the apple measured by a local rocket 
observer using his own rods and clocks would be a. The Lorentz factor 
introduces corrections which vanish in the limit dt ---+ 0, therefore its 
effects do not change the conclusion: the rocket observer finds the 
downwards acceleration of the apple relative to him, as indicated by 
his own instruments, to be a = I/h. The same result would hold for an 
object released at any other time, since the rocket has constant proper 
acceleration and we can always Lorentz-transform to a frame in which 
it is momentarily at rest. 

We have thus found that life in the rocket can be compared to life in 
a static gravitational field whose strength varies with height as 

g = I/h (9.37) 

and which is independent of y and z. A gravitational field whose strength 
falls as I/h would be produced by a long cylindrical planet (in the weak 
field, i.e. Newtonian, limit), so life on board the accelerating rocket is 
much like life in a tall tower resting on such a planet, as long as one only 
examines experiments in the xz plane. Using eqn (9.37) in eqn (9.19) we 
find that the gravitational potential function is 

<I> = log h. (9.38) 

N ow let us examine light-signals sent vertically from the bottom towards 
the top of the rocket. Expressed in (t, x) coordinates, the worldline of a 
photon emitted by P at the event Xo = (sinh eo, cosh eo) and travelling 
in the vertical direction is X = Xo + (t, t). This intersects the worldline of 
the rocket observer at height h at the event with master time e given by 



sinh eo + t = h sinh e, 
cosh eo + t = h cosh e. 

After subtracting in order to elliminate t, we find 

h(sinh e - cosh e) = sinh eo - cosh eo. 
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(9.39) 

We are interested in the frequency of the light, so consider two wavefronts 
emitted from P at times eo, eo + deo. They arrive at h at master times 
separated by de, obtained by differentiating eqn (9.39): 

de cosh eo - sinh eo -- -1 
deo - h(coshe - sinh e) - . 

Thus in 'master units' the received period agrees with the emitted 
period. Therefore in proper time units the periods are related by 

1 1 
-dT = -dTo 
h ho 

and therefore the frequencies are related by 

!!.- = ho = e-(1)-1>o) 

1I0 h 
(9.40) 

where in the last step we used eqn (9.38). This is the gravitational 
redshift; see eqn (9.20). If two clocks ofthe same type (e.g., two hydrogen 
masers) are at different heights in the rocket, then waves emitted with 
the frequency of the lower clock will be observed, when they arrive at 
the upper clock, to have a frequency lower than that of the upper clock. 

Fig. 9.18 shows the spacetime region I where life in the rocket takes 
place, plotted using each of our three coordinate systems. The worldlines 
of particles fixed in the rocket appear as hyperbolas in the (x, t) diagram 
but as vertical straight lines in the (h, T) and (h, e) diagrams; lines of 
constant e which are sloping in the (x, t) diagram appear horizontal 
in the (h, e) diagram. In the following we shall refer to these three 
diagrams as 'map 1', 'map 2', 'map 3'. They refer to the same region 
of spacetime, containing the same events, but mapped onto the page 
differently. The three maps present the (x, t), (h, T), and (h, e) 'point of 
view', respectively. 

Fig. 9.19 reproduces the three maps, with some further world lines 
added. With the aid of this figure we shall consider three experiments. 
For the moment we ignore the zigzag lines on the maps, and concentrate 
on the other worldlines. 

First consider the redshift that we have just discussed. This is illus­
trated by the two photon worldlines setting off from (x, t) = (2,0) and 
(2,0.2). On map 1 these maintain a fixed separation in the t direction, so 
if they represent two successive wavefronts then the period is constant. 
In map 2 they separate as they go, their vertical separation doubling 
each time they double their height; this is the redshift. In map 3 we see 
again a fixed vertical separation (constant de), but the small ticks remind 
us that the local proper clocks are ticking faster at higher heights, so 
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Fig. 9.18 Kinematics in the constantly accelerating frame. The diagram shows region I of spacetime as in Fig. 9.16, plotted 
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of particles at rest in the rocket; they appear as hyperbolas in the first m ap. The small tick-marks indicate equal increments 
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Fig. 9.19 The same three maps as shown in Fig. 9.18, but with further worldlines added. These show the evolution for various 
experiments discussed in the text. 
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the redshift is again indicated, along with its interpretation in terms of 
gravitational time dilation. This fact could also be 'read off' from map 
1 by counting the number of small ticks between the events where the 
twO photon lines reach any given hyperbola. 

Next, suppose that a rocket observer throws a ball upwards. The ball 
rises up the rocket, and falls back down. This is inertial motion, given by 
the vertical straight worldline in map 1. In the other maps this worldline 
appears curved. The dots on the worldline indicate the passage of proper 
time for the thrown ball. The situation here may be compared to the 
twin paradox. In map 1 it is clear what is going on: the ball is the 'stay 
at home' twin, and the hyperbola at h = 6 is the 'travelling' twin. By 
counting ticks you can see that the travelling twin ages by 6 x 0.2 x 8 = 

9.6 units, and by measuring in the vertical direction, or by counting dots, 
yoU can see that the 'stay at home' twin (i.e., the thrown ball) ages by 
about 10.6 units (4V7 to be precise). The same conclusions about ageing 
can be obtained from the other maps. We shall discuss this further in a 
moment, after we have given a reason for preferring map 3 to map 2. 

The third experiment illustrated on the maps consists of a 'photon 
clock' oriented in the vertical direction. By looking at map 1 you should 
be able to see that the zigzag line represents a photon moving to and 
fro between heights h = 4 and h = 5. On map 3 this line again appears 
zigzag in a sensible way, but on map 2 it looks a bit crazy. The zigzag 
is not regular, except at the turning points, and the photon starts off 
by travelling backwards in 'time' Tl Nothing unphysical is happening 
(as map 1 assures us), but unfortunately the (h, T) coordinate system 
does not always do a good job (in the sense of an easily interpreted 
job) in describing situations involving movement from one height to 
another. The most convenient way to see why is to examine the invariant 
spacetime interval ds2 = -dt2 + dx2 + dy2 + dz2 between any pair of 
neighbouring events (we reintroduced y and z to make it clear that this 
is the familiar interval of Special Relativity). From eqn (9.35) we have 

dt = h cosh( B)dB + sinh( B)dh 

dx = h sinh( B)dB + cosh( B)dh 

and using dT = hdB + Bdh to replace the hdB terms we obtain 

dt = cosh(T/h)dT + (sinh(T/h) - ~ cosh(T/h)) dh 

dx = sinh(T/h)dT + (cosh(T/h) - ~ sinh(T/h)) dh 

(9.41 ) 

(9.42) 

(9.43) 

(9.44) 

Hence in the (B, h, y, z) coordinate system the interval has the simple 
form: 

(9.45) 
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whereas in the (T, h, y, z) coordinate system the invariant interval ha,s 
the more complicated form: 

(9.46) 

The expression for ds2 is called the line element or the metric 
equation. The idea is that ds2 is the 'way to measure' spacetime 
The expression always has a form that allows it to be written ds 2 ~ 
dXT gdX, where g is a 4 x 4 matrix (called the metric tensor) and dX::::: 
(dxO , dx1 , dx2 , dx3 ) is the displacement 4-vector in the given coordinate 
system. The expressions (9.45) and (9.46) give, respectively, 

1 T / h 1 - T2 / h2 

(

_h2) (-1 T/h 

gab = 1 1 ,and gab = 1 J (9.47) 

(The subscripts a, b here are indices running over the range 0, 1, 2, 3; they 
act as a reminder that gab is a matrix.) A photon worldline is null: i.e., it 
connects events separated by ds2 = O. For a photon travelling vertically 
upwards we obtain from eqn (9.45) the 'speed of light' 

dh 
dB = h 

and from eqn (9.46) the 'speed of light' 

dh 1 
- = 
ciT l+T/h· 

The latter is negative even for an upward-travelling photon when 
T < -h. The 'speed of light' indicated by these two results is not a speed 
in the sense intended in the Light Speed Postulate of Special Relativity 
(which is not broken here). Rather, it is a 'coordinate speed': that is, a 
ratio of small changes in quantities that are useful for mapping space­
time, but which are only indirectly related to the standard procedure for 
measuring distance and time interval. The standard procedure is to use 
a standard rod and standard clocks all at rest relative to one another in 
an inertial frame: the speed of light in vacuum (and more generally the 
maximum speed for signals) is a universal constant when measured in 
this standard way, and this remains true in General Relativity. In the 
present context it is easy to see what is 'wrong' with the (h, B) system: 
the time is being measured by a master clock, not a proper clock. It is 
also easy to see how to correct the result: the master clock is running 
slow by a factor h so has given a speed measurement too high by a 
factor h. The problem with the (h , T) system is more subtle. The clock 
is a proper clock, so indicates time correctly for events at given h- you 
can see this from the fact that ds2 = -dT2 when dh = dy = dz = 0 in 
eqn (9.46). However, in the (h, T) system, the lines of constant T are not 
orthogonal (in the spacetime sense) to the lines of constant h. Indeed, at 
dT = 0 we have ds2 = (1 - (T2 / h2

) )dh2 (for dy = dz = 0) so the line of 
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'1' simultaneity' is not even spacelike when ITI > h. Therefore dh/dT has 
!l0 simple connection to any physical speed measured in the standard 

way· 
The lesson here is that it is possible to make poor choices of coordi-

!late system. Ultimately the physical predictions (ageing of twins, and 
SO on) do not depend on what coordinate system is chosen, but the 
physical interpretation of the algebraic or graphical statements is more 
straightforward in some systems than in others. A crucial idea is: 

The metric provides the 'key' that shows how to interpret the 'map' 
provided by the coordinate system. 

The coordinate system (h, e) that gives our 'map 3' is a good choice for 
the constantly accelerating frame; these coordinates are called Rindler 
coordinates. 

Returning now to the twin paradox, we can give a beautiful interpreta­
tion of the situation in map 3. The worldline of the inertially moving ball 
is straight in map 1. This worldline has the special property that, of all 
worldlines between the given endpoints (the 'throw' and 'catch' events), 
it has the most proper time (see section 6.1). How does this property­
the Principle of Most Proper Time-appear in map 37 The ball sets out 
with instructions to reach the given catch event having aged as much as 
possible. Since the high-up clocks are ticking faster, the ball tries to get 
up high in order to age more rapidly. However, it can only get there by 
moving relative to the rocket, and this motion introduces time dilation 
of the standard motion-related kind, quantified by the Lorentz factor 
/. Therefore the ball has to make a compromise between the motional 
effect which makes it age more slowly and the gravitational one which 
gives it an opportunity to age more rapidly. That compromise is the 
curved trajectory shown in map 3: that trajectory is the worldline of 
most proper time. In the present case we already know this from map 1, 
but in view of the Equivalence Principle we can now make a beautiful 
(and correct) guess: the Principle of Most Proper Time still applies when 
gravity is present. That is, the motion of a freely-falling test object, in 
any gravitational field, is the one which maximizes the proper time along 
the worldline. This is the equation of motion of test particles in General 
Relativity. 

In the next section we shall fill out this idea by showing explicitly 
how it leads to the Newtonian physics in the limit of weak fields. First, 
however, we shall examine one more experiment involving the rocket. 

After living in the rocket for a while, the observers there begin to 
notice that something special is going on below them near h = O. It is 
decided to send out a probe to investigate. The probe is released from the 
base of the rocket (h = 1) at time t = 0 (so also e = 0) . The probe is in 
free-fall; its worldline is the straight line shown in Fig. 9.20a. It sends out 
a continuous stream of microwaves reporting on its experiences. These 
signals are the 45-degree photon worldlines shown in Fig. 9.20a. The 
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Fig. 9.20 A probe is released at t = ° 
from the base of the rocket and falls 
towards h = 0, emitting a signal after 
every time interval b.t = 0,1. (a) In the 
(x , t) map t his looks p erfectly ordinary, 
but one can notice that owing to the 
motion of the rocket the signals do not 
all cat ch up with the rocket observers, 
(b) The (h,O) map summarizes what 
is observed by the inhabitants of the 
rocket, They find t hat the signals arrive 
more and more infrequently, and they 
infer that the probe never reaches h = 
0, That is, the observers would have 
to reach infinite age before the probe 
reached h = 0, Both maps agree on how 
many signals are emitted between the 
release and any given probe height , 
so the rocket observers agree that the 
probe can reach h = ° in its lifetime­
they would attribute this to the fact 
that the internal circuitry (clocks et c,) 
carried by the probe acquires a grav­
itational t ime dilation that tends to 
infinity, 
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probe passes smootbJy from {x, t} = {I, O} through {I, I} to {I, 2}, with 
nothing sp cial happening 0 it. Notice that {x, t} = {I, I} is at h = 0, 
so this is th ven wh re the probe reaches the place which observers 
on the rocket consider to be special. 

Now look at the arrival of the signals at the rocket. The rocket observer 
who first receives the information is the one at h = 1. However , he finds 
that the signals arrive more and more infrequently. He can in principle 
deduce the location of each emission event , but he finds that as the probe 
approaches h = 0 the information arrives so slowly that he would have 
to wait forever to receive the signal emitted by the still happy and fully 
functioning probe as it passes through h = O. 

The line h = 0 in this scenario is an example of an event horizon, 
or horizon for short. In the context of gravity the above description 
describes a case where light takes longer and longer to emerge from a 
given region of space, and the gravitational time dilation tends to infinity. 
This is what happens when the gravitational field is strong enough and 
the resulting region of space, from which light cannot escape, is called a 
black hole. 

Our discussion of the uniformly accelerating reference fr ame has 
illustrated the following characteristic features of gravitation in General 
Relativity: 

• Gravitational redshift and time dilation 

• The use of more than one coordinate system 

• The use of the spacetime metric ds2 

• Varying coordinate speed of light; fixed local relative speed of light 

• Most Proper Time as the law of motion in free-fall 

• Horizons 
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The discussion has been exact. The only major item missing, which the 
uniformly accelerating frame does not exhibit, is spacetime curvature. 

9.3 Newtonian gravity from the 
Principle of Most Proper Time 

By combining eqns (9.38) and (9.45) we can write the metric in (h, B) 
coordinates as 

ds2 = _e2iJ>/c
2 
c2dB2 + dh2 + dy2 + dz2 (9.48) 

where we have reinserted c (which was set equal to 1 in the previous 
section). For small <P / e2 this is 

ds2 c:::: -(1 + 2<P/c2)c2dB2 + dh2 + dy2 + dz2
. (9.49) 

We now assert the Equivalence Principle and claim that this same metric 
describes, to first approximation, the effect of any gravitational field 
whose potential function is <P. This is an approximate statement not 
only because we made a linear approximation to exp(2<P/c2 ), but also 
because most fields do not have the same spatial dependence as the 
one we found in the constantly accelerating rigid frame. The idea is to 
explore what would be the consequences if the claim were true. 

In order to apply the metric to the case of a weak gravitational field 
in some region of space, we need to check the physical meaning of the 
quantities dB, dh, dy and dz. To this end, notice that for events at the 
same B (i.e. dB = 0), ds2 is always positive, hence a space-like interval, 
whereas for events separated only in the B direction (i.e., dh = dy = 

dz = 0), ds2 is always negative (since we are assuming <P/c2 « I), hence 
a time-like interval. It follows that we may interpret dO as a measure of 
local time and (dh, dy, dz) as a measure of local displacement in space. 
Also, the scale factor for the space part is I, and that for the time part 
is almost I, so does not need adjusting by any further constant factor 
(the factor h which was needed in eqn (9.36) has been incorporated into 
cp). With this in mind we shall now relabel the temporal coordinate as 
t and the height as x, so that the metric is 

ds2 c:::: - (1 + 2<P / c2)c2dt2 + dx2 + dy2 + dz2
. (9.50) 

This is merely a change of notation from that adopted in the previous 
section. In this section we shall only need one set of coordinates, and 
it is convenient to use the standard letters for symbols whose physical 
meaning is small increments of time and position. 

Next we shall assert the Principle of Most Proper Time. That is, we 
claim that the motion of any test particle in the field is such that if 
the boundary conditions are specified by giving fixed start and finish 
events, then the worldline is the one having the most proper time, of all 
those worldlines that connect the events. The proper time increment is 
given by edT = (_dS2 )1/2, so we want the worldline with the maximal 
value of 
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1

(2) 1(2) (( 2<I» ) 1/2 
edT = 1 + 2 e2dt2 

- dx 2 
- dy2 - dz2 

(1) (1) e 

where v = dx/dt. Applying the binomial approximation, we find 

1(2) lt2 <I> v2 

edT ~ e 1 + 2" - -2 dt 
(1) tl e 2e 

(9.51) 

1 lt21 
= e(t2 - t1) - - -mv2 - m<I> dt. 

me tl 2 
(9.52) 

The condition that the proper time is maximal for given t2, it is therefore 
the condition that the last integral is minimal. But this is precisely the 
condition of least action of classical Lagrangian mechanics. Therefore 
our claim is justified: all the Newtonian gravitational effects are pre­
dicted correctly by using eqn (9.50), interpreting <I> as the Newtonian 
gravitational potential function, and making the assumption that parti­
cles move so as to maximize their proper time! 

The two terms which in Newtonian mechanics are called kinetic energy 
and potential energy are now seen to come from two contributions 
to time dilation: - v2 /2e2 comes from the Lorentz factor describing 
motional time dilation, and <I> / e2 comes from gravity. All we are doing 
is adding up the ticking of a clock which is affected by both these 
contributions. These time dilation effects might appear to be small , but 
~hey lead to all the familiar phenomena of our everyday experience with 
gravity: a game of tennis exhibits gravitational time dilation just as 
sur ly as the most accurate t t u. 'ing atomic clocks in satellites. 

To I;ake another example, ollsidcl' the orbit of the Earth around the 
Sun. In spacetime this looks like a helix. The radius of the helix is about 
500 light-seconds (93 million miles), and the pitch (measured in the 
time direction) is one light-year, or 6 x 1012 miles. Therefore it is a very 
loosely wound helix. In six months the Earth moves between events 
situated at six months time separation and on opposite sides of the 
helix. If instead of following the helical worldline t he Earth were to 
try some other nearby worldline-for example, by taking a more direct 
route and moving more slowly, or by zooming off towards Mars and then 
com ing back- then th pI' P r time would be smaller: in the first case 
the gravitational slow-down would win out, in the second the motional 
slow-down. The actual path mal!: the best compromise between these 
effects. 

We have now made a profound shift in our physical under tanding· 
The Newtonian view was that gravity acts by providing a forc . The 
General Relativistic view is that gravity acts by slowing down the clocks. 
Since, in any given spac time region, all cIo ks, of whatever construction, 
are slowed down by th same factor, we may say t.hat time itself is slowed. 
Thus gravity acts by int.Toducing chang into spac time. ince space and 
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time are interrelated, we must expect that space is also affected. The full 
theory has to handle the idea of a 'warped' spacetime.6 We shall turn 
to that after first clarifying an easily misunderstood energy issue. 

9.4 Gravitational redshift and energy 
conservation 

If we allow the use of E = mc2 then it is not hard to show that even in 
Newtonian physics one must expect electromagnetic waves to lose energy 
as they move upwards in a gravitational field. If they did not , then one 
could create an infinite energy source, as follows (Fig. 9.21): (i) have an 
atom emit some waves of energy E in the upwards direction, (ii) absorb 
those waves using a similar atom at height h, (iii) swap the positions 
of the two atoms, (iv) repeat. If the waves did not lose energy then in 
step (iii) the top atom has a rest mass larger than that of the bottom 
atom by E / c2 , so in swapping their positions (e.g., using a rope running 
over a pulley to lower one while raising the other) we can obtain some 
work, an amount equal to (E/c2 )gh, at no cost. This is impossible, so 
the electromagnetic waves must have lost approximately this amount of 
energy in rising through a height h. If we now also employ the quantum 
mechanical relation E = n.w then we shall find a gravitational redshift 
even in a Newtonian model of gravity. This is all very well, but it does 
not help very much in understanding the General Relativistic result, 
because of the great difference in physical interpretation. 

In General Relativity we have from the EP that the light-waves do 
not change as they propagate in free fall. The frequency mismatch called 
redshift is caused by a mismatch in the natural frequency of the clocks 
at different heights. The interpretation is now: 

(1) An atom of given type undergoing a given transition can serve as a 
standard of time, oscillating at a resonant frequency 1/. 

(2) Choose an observer at some arbitrarily chosen 'zero' height . Owing 
to gravitational time dilation, this observer finds t hat t he resonant 
frequency of a similar atom situated at height z above him is 

1/ = e6
if?/C

2
1/0 ~ (1 + gz/c2 )l/o . 

The sign is correct, since here 9 stands for the size of g , and in 
contrast to eqn (9.20) we are referring to local clock rate, not 
observed frequency of received waves. 

(3) Taking the Planck relation E = lw to be unaffected by gravity 
(Strong Equivalence Principle) , we have that the gap between the 
at omic energy levels is also affected by the multiplicative factor 
exp(6<1?/c2 ). Extending the argument to all transitions and to 
particle creation/annihilation, we find that an atom of given type 
in a given internal state has a rest energy increase by the factor 
exp(6<1? /c2 ) when it is moved from height zero to height z: 

6 Eqn (9.50) omits space curvature, 
and is only useful to treat short t ime 
intervals for slowly moving par t icles in 
a weak fie ld. 

(i) (ii) (iii) 

n 

Fig. 9.21 An impossible 'energy 
pump' using atoms and light -waves. 
(i) A light-pulse passes from lower 
to upper atom . (ii) The upper atom 
absorbs the pulse and becomes heavier . 
(iii) Use the rope and pulley to swap 
the atoms, obtaining some work- then 
repeat ad infinitum. 
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(i) (ii) (iii) 

o 

F ig. 9.22 A po ible • nergy pump' 
u ing atoms and Iight-wa.ves. Th light 
emitted by the 'Iowel' a oms is ouly suf­
ficient to excite a smaller oumber of 
upper atoms. The gravitational work 
obtained is just sufficient to re-excite 
the remaining lower atom after stage 
(iii), so there is no net gain. 

E = et::,.il>/c
2 

Eo ~ (1 + gz/c2 )Eo. (9.53) 

ot t,hat th 11 t nergy in reas by th gravitational pot ntiaJ 
nergy mgz. This i, an O(~/C2) eff ct that can not b pr dict d by 

Newtonian phy i , , and it i omplet ly diff r nt from tit ele tro. 
magnetic a ' , Electl'Omagn ti forces ar 'pure: they pr-ese1'1Je the 
l' st mass of th harg d particl on which th y a t. 

Alth ugh th ab v argum nt appeal d to quantum m challi 'and 
th Strong EquivaJenc · Prin ipl , tIll, was m rely for h sal< of latity 
and convenienc . There i n need to u the quantum hypothe i in 
or<1 · . to arrive at eqn (9.53). H is suffi i nt to argue that th en rgy 
of a pul f light transforms b tw en on L1F and another at a given 
place, in h ·am · way a its ft' qu ncy. For, upp s an atom at r · t, 
at A emits a Iigh -pulse of energy EA in its I' t LIF (thi energy may 
or may not b · th whole rest energy of the atom). Th puJ arriv · at 
som other height B with un hanged energy and frequ · n y relativ 0 

the chosen LIF. IT th pulse i then absorbed by (or r con titut ) an 
atom of tb arne typ at I.' t at the 0 w height the transformatiou of 
it. nergy from the LIF tar t fram at the n w height match s th..'\t 
of it fr quency, so th acquired r t energy EB of he atom at the new 
height i EB = exp(f1ifl/c2)EA whi b i qn (9 .53) . (In cbapter 14 eqll 
(14.30), we shaU how thi in more d tail , but the pre ent argument is 
already rigourous.) 

The analysi of an nergy pump' llSing atoms at two b ·ight now 
goes as follows. "v, start with f. coli ction of atom on the 'floor' at 
height zero all in all internal excit eltate and a call ction of imilar 
at )US at heigh z, an in theil' int rnal ground state. Let th nergy gap 
b tw en two tates of an atom on the fiOOl' b Eo. A photon of energy Eo 
mitLed by uch an atom docs not have enough en rgy to excite one of the 

UPI' r atom , In tead, th ref ore 1 t us supp s No lower atoms emit No 
ph t 11S. Wh n these photons arrive at h ight z their combined nergy 
NoEo j . suffici nt tox ite N = Noexp(-f1~/c2) upper atoms. lOW 

lower an the xcited atom down to height zero whil · raising th same 
numb I' N of de-excited atom from tb fl or. We expect to g t orne 
work fTom this operation, sin the atom bing lowered are objectively 
h ' avier than the ones being raised (there al'e t11 same number of them, 
but they ru: in a different int mal state) . L t Lb. work obtained be Wo 
as r ckOll d by an ob rver on the floor who r iv · he energy. We 
now hav a. ituation aJmo t. the arne as at th tart, except that we 
received vork Wo and only N of ili atoms on th floor are excited. To 
return to the taTting ituation, now excite ( 0 - ) of the atom' on 
th floor using up Wo to pr vid the n · rgy. To avoid an impossible 
infinite energy source, we must have 

Wo = (No - N)Eo Wo (t::,.il>/c2
) Eo ==? - = e - 1 Eo ~ -gh 

N c2 

where the formula in terms of ~ is exact, and the approximate version 
helps to interpret it. We thus account for the phenomena exactly by 
finding that the rest energy of a given system (such as an atom) in a 
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given state is a function of position in a gravitational field. In the limit 
j).iJ>/c2 « 1 the amount of work obtained is the same as if the extra 
energy carried by each excited atom corresponded to a 'gravitational 
mass' of Eo/c2

. That can be a helpful way to remember the weak­
field result, but one does not have to interpret it that way. In General 
Relativity there is never any need to introduce the concept of passive 
gravitational mass. 

It is best to think of <1? as first and foremost a function to do with 
time dilation, which must then also be intimately related to gravitational 
acceleration, and from which it also follows that iJ> can be regarded as a 
gravitational potential energy function per unit mass, as explored above. 
The interesting result is eqn (9.53) . It says that an object of rest energy 
EA at A will, after being slowly raised to B, be found to have rest energy 

(9.54) 

The idea of a position-dependent rest energy is subtle, and can be 
confusing. When we say that an object has a mass of 1 kilogramme, what 
do we mean? We mean that its inertial mass would agree with that of a 
standard l-kilogramme object kept in a vault in Sevres, France, if both 
objects were brought to the same location without disturbing their inner 
constitution. Or perhaps we have in mind another definition which takes 
advantage of energy-frequency conversion via Planck's constant. In any 
case, eqn (9.54) EB says that that same object will have a rest mass 
of half a kilogramme after it has been lowered down a sufficiently deep 
gravitational potential well, if we compare it with a standard object that 
was not lowered. However, if the standard object is lowered also, then 
their masses will agree again. So how shall we detect the reduction in 
rest mass? One way is through the contribution to gravity made by the 
lowered object, which we will explore in section 11.5. 

The role of <1? in statements about energy is loosely comparable to 
the role of temperature in statements about heat in thermodynamics, 
in the following sense. A given amount of heat is more useful--can be 
used to accomplish more work-if it is delivered at high temperature. 
A given amount of material (say, a given number of hydrogen atoms) 
is more useful- can be used to accomplish more work- if it is delivered 
at high gravitational potential. To avoid ambiguity about rest energy, 
one can always invoke an invariant such as number of atoms- one may 
say 'this brick has the same rest energy as 1022 nearby hydrogen atoms'. 
Now everyone knows how much brick you have, without your needing to 
explain where it is relative to other things. 

If we want to raise an object from A to B by standing at B and pulling 
on a rope, we shall have to provide the energy 

W = EB - EA = (:::;:: - 1) EA = (1 -:::;::) E B . (9.55) 

Conversely, this is also the energy we would extract at B by lowering 
the object. A gravitational field thus offers an efficient means to convert 
rest energy to energy in another form. 
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In the LlF that is momentarily at rest at B relative to the rigid latti 
there, we C(l.U apply ~he Special Relativistic relation f· dr = dW. Th Ce 
til force fB that has to b · exerted at B to move the string through Us 
resL length dt' when. the object i at A is a 

Another way to raise a body in a. gravita.tional fi. ld is to provide the 
energy locally using a. sequence of energy sources close to the body. The 
r quired force at each position mg = - m V'<J? , so the total energy that 
has to be supplied is J V' tP . d r = (IDa - tPA )m assuming the body does 
not change, so m is constant. This is different from eqn (9.55) (and eqUal 
to the classical reSUlt). However, a sum of energies located at different 
places should be interpreted with caution. 

9.4.1 Equation of motion 

The equation of free-fall motion in General Relativity is the equation of 
Most Proper Time. This can be treated in general using the Lagrangian 
methods described in chapter 14. However, for cases where the shape of 
the spatial trajectory of a freely-falling particle is known from symmetry 
considerations (e.g., straight down for a particle falling vertically in a 
uniform field), in order to get the world line we only require to know the 
speed along the spatial trajectory, and this can be obtained from the 
energy, as follows. 

We treat a static gravitational field, in which a free-fall trajectory 
can be written as a function of a single coordinate r(T) (e.g., a radial 
coordinate in a spherically symmetric problem with the initial velocity 
in the radial direction). Let Eo be the rest energy of the particle when it 
is far from other bodies. As it falls freely, its energy (relative to a distant 
observer) is constant. By contrast, the energy it would have if it were 
at rest relative to a rigid lattice fixed in the static gravitational field is 
given by eqn (9.53). Hence, at any event A on the worldline the falling 
particle has energy Eo, and a similar particle at rest in the rigid lattice 
would have energy 

(in units where c = 1), where <PA is the gravitational potential at A, and 
<Po is the gravitational potential at the top of the particle's trajectory. 
Now consider a LIF momentarily at rest relative to the lattice at A. 
Frequency and energy observations in this LIF match those of the lattice 
observer at A, and since we can apply Special Relativity in a LIF (strong 
equivalence principle), we must find 



\,t!lere 'Y is th Lorentz fa tor which is given by d7A/dr wbere drA i 
ttl prop -l' time between uccessive ev t· at Lh > same lattice l)osition 
fA and dT i the propel' time b tween u 'ce' iv event n th particle's 
worldlin . H ne w find 

dTA = e<I>o -'h (9.57) 
dT 

Let t be the time registered by a clock at rest in the lattice: i.e., one which 
undergoes gravitational time dilation compared to a clock at cI> = o. 
Then, from eqn (9.20) or (9.48), 

dTA _ <I>A dt -e . 

Vsing this in eqn (9.57) we find 

(9.58) 

This equation is essentially a statement about conservation of energy. 
On the right-hand side is a constant, and on the left-hand side are 
quantities related to energy. This result is exact, and we will use it in 
chapter 11 to study free-fall motion near a black hole, for example (and 
see exercise 9.12). For illustration we now apply it to the approximate 
metric given in eqn (9.48), which we previously argued can be used to 
describe the Newtonian limit. Then we have (still using c = 1) 

where r = dr/dT. Substituting this in eqn (9.58) and squaring gives 

e2<I>(1 + r2) = e2<I>o 

(1 + 2cI»(1 + r2) ~ 1 + 2cI>o 

(9.59) 

(9.60) 

=} mcI> + ~mr2 ~ mcI>o (9.61) 

where we used cI> / c2 « 1 and then multiplied by the particle mass m in 
the last line, in order to make the terms easy to recognize. On the left 
is the sum of potential energy and kinetic energy, and on the right is 
the total energy. By differentiating with respect to r one can also obtain 
d2r/dt2 = -dcI>/dr = g, as expected. 

Exercises 
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(9.1) Show that the tidal force on Earth due to 
the Moon is approximately twice that due 
to the Sun. (The mass of and distance to 

Moon and Sun are (7.3 X 1022 kg, 1.31s) and 
(2 x 1030 kg, 500 Is) respectively, where Is =light­
second.) 
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(9.2) At what distance from a 1 solar-mass neutron star 
will a freely-falling steel cable of length 100 m be 
pulled apart by tidal forces, if the cable has den­
sity 8000 kg/m3 and tensile strength 400 MPa? 
[Ans. 1.9 x 106 m.] 

(9.3) The Earth was formed approximately 4.5 billion 
years ago. How much less has the core of t he Earth 
aged since then , compared to rocks at the surface? 

(9.4) The radius of the Sun is 7 x 108 m. Find the 
gravitational redshift of light of wavelength 500 
nm emitted from the surface of the Sun. [Ans. 
6)" = 1.06 pm] 

(9.5) The equation of motion (9.31) (Le., -e + x 2 = 
h6) is Lorentz-invariant. It follows that if one 
plots the worldlines of the particles in a con­
stantly accelerating frame relative to some other 
inertial frame (moving in the x direction relative 
to the first), one will again obtain hyperbolas, 
and Fig. 9.16 will look the same. Show that the 
observer at hI finds the worldline at h2 to be at a 
radar distance hllog(h2/h1) above him. 

(9.6) A light-ray travelling in the y direction in 
Minkowski space has the worldline x = const, y = 
ct , z = O. Using a change of coordinates, show 
that in the space of the uniformly accelerating 
rocket, light-rays follow circular arcs. Show that 
eqn (9.16) gives an exactly correct prediction at 
any point on the arc. 

(9. 7) In what direction should a space-ranger in the 
uniformly accelerating rocket fire his laser gun in 
order to kill the enemy soldier standing across 
from him at the same height? Should he aim in 
the direction in which he sees the soldier? 

(9.8) Consider the metric ds 2 = -(2x - l)de + (2x -
1)- l dx2 + dy2 + dz2, where (x, y, z) are rectan­
gular coordinates. Find the acceleration due to 
gravity and the coordinate speed of light . Iden­
tify the horizon. Introduce a change of coordinate 
to X == V2x - 1. Do you recognize the resulting 
metric? 

(9.9) Sketch the electric field lines due to a charged 
particle at rest in a uniform gravitational field. 

(9 .10) An object whose rest energy is EBI when it is 
at location B is lowered slowly on a rope until 
it reaches location A, where its rest energy is 
EAl = exp( - 6<I»EBI. The energy E B2 == EEl­
EAl left at B by this process is then packed into a 
light bag and lowered to A, where its rest energy 
is E A2 = exp( - 6<I> )EB2 and again some energy 
(EB3) is left at B . This process is repeated until 

no energy is left at B. Confirm that all the energ 
arrives at A, i.e., EAl + EA2 + EA3 + .. . === Es Y 

1. 

(9.11) §Climbing a la.dde1'. A man climb a ladd'r in 
gravitational fiel~ . and then jumps back down t~ 
th- floor. 0 cnb Lh energy chang . Do th 
energy lev I 'eparations of the atom of th man': 
body change? Is thi a refereJ ce-frame-clep ndCnt 
question? su ming the man emits no heat, does 
his rest mass change? Separate in your answer 
the the three st ages of journey up, free fall, and 
landing on the floor. 

(9.12) Use eqn (9.58) with the Rindler metric (9 .45) to 
obtain the equation of motion 

for an object in free fall in the constantly accel­
erating rocket. Hence, using h2 = x 2 

- t2 (eqn 
(9.35)), deduce t hat in (x, t) coordinates the 
motion satisfies (x - vt)2 = const. 

(9. 13) To obtain insight into least action (most proper 
time) methods, consider the conceptually simpler 
principle of least optical path length in optics (Fer­
mat's principle). Optical path length is measured 
by the number of wavelengths along the path; 
material such as glass reduces the wavelength so 
increases the optical path length; light follows 
paths of stationary optical path length . By con­
sidering arrangements of prisms and mirrors, show 
that there can exist cases where there is more than 
one locally shortest optical path between given 
points. 

(9.14) The previous question made an observation about 
optical paths in space. The corresponding fact 
about proper time along worldlines is that there 
can exist cases where there is more than one 
possible free-fall motion between given events. As 
Rindler has pointed out, t he result is a 'twin 
paradox' where neither twin experiences proper 
acceleration. For example, consider twins born in 
a space station orbiting the Sun at 1 Astronom­
ical Unit (not near the Earth) . Let one twin be 
launched from t he space station in a direction 
directly away from the Sun, with an initial veloc­
ity chosen such that it takes a year of free-fall 
motion for him to return to his initial position. 
Roughly estimate the gravitat ional and kinetic 
contributions to the time dilation for both twins, 
and hence establish which is younger when they 
meet again. 



(9. 15) A neutron is dropped from rest at a large dis­
tance from a compact star. It falls freely onto 
the star and collides with a neutron resting on 
the surface there. In the resulting collision, a 
neutral pion is produced by the process n + n --+ 
n + n + 1[0. If we suppose that both neutrons 
may be treated as free particles during the col­
lision, what is the threshold value of the gravita­
tional potential at the surface of the star for this 
process? 

(9 .16) A train of proper length Lo = 1 light-second is ini­
tially at rest by a platform. The front of the train 
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undergoes constant acceleration to v = (24/25)c 
in 1 second. Its mean speed during this time, in the 
rest frame of the platform, is therefore (12/25)c, 
and the distance it travels is 12/25 = 0.48 light­
seconds. The Lorentz contraction of the train at 
its final speed is by a factor ,= 25/7 ~ 3.57. 
Therefore the back of the train has to cover 
a further distance of Lo(1 - 1h) = 18/25 light­
seconds. Hence its total distance travelled is (12 + 
18)/25 = 1.2 light-seconds, so its mean speed is 
1.2c: i.e., faster than the speed of light. Or is it? 
Explain. 
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Warped spacetime 

We now come to the final big idea which is needed to complete the 
theory of gravitation provided by General Relativity. This is the idea of 
spacetime curvature. 

Curved or warped? 

The basic idea is that if we liken spacetime in one spatial and one 
temporal dimension to a surface, then that surface is not flat. The 
notion of 'flatness' or otherwise can be extended to larger numbers of 
dimensions, and ultimately we will find that four-dimensional spacetime 
is warped or 'curved' . 

The word 'curved' is used here in a technical sense. In everyday 
language when we say a surface is curved we usually have in mind an 
example such as the surface of a sphere. The surface is two-dimensional 
in the sense that two parameters (such as latitude and longitude) are 
enough to specify any point, but it is curved because it bends around 
into a third dimension. More generally, it could be curved into more 
complicated shapes. From a mathematical point of view, the question 
arises: is this idea of curvature essentially to do with the bending 
into the third dimension, or can it be understood purely in terms of 
measurements along the surface? The remarkable answer is that we do 
not need to appeal to the third dimension: it is sufficient to study only 
measurements along the surface. Such measurements are said to reveal 
intrinsic properties of the surface, and we will show in the following 
that they can reveal the curvature through the effects it has on intrinsic 
geometric quantities such as the sum of the angles of a triangle drawn on 
the surface, or the ratio of the circumference to the diameter of a circle 
on the surface. In these studies it is useful to say that the surface (even 
a curved surface) is two-dimensional, because two coordinates suffice to 
map it. That, in any case, is the standard terminology, and we shall 
adopt it. If the properties of geometric objects such as triangles and 
circles on the given surface do not match those of Euclidean geometry, 
we say the surface is 'curved', where the word now has a meaning closer 
to that conveyed in everyday language by 'warped'. That is, we can 
imagine the surface curving away into a third dimension if we like, but 
we do not have to use that image: we could instead just say that the 
'fabric' of the surface is warped, with precise algebraic consequences, 
and not appeal to a third dimension. 
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In a similar way, we shall say that spacetime is four-dimensional and 
is curved or warped. You can, if you like, infer that there is a fifth 
dimension into which this four-dimensional object can curve, but such 
a fifth dimension would only serve as an aid to the imagination: it 
is not a dimension into which any worldline can ever depart out of 
four-dimensional spacetime. Also, not all types of warping that make 
good algebraic sense can be modelled accurately by an appeal to a fifth 
dimension. The same is true at lower numbers of dimensions: we shall 
meet, for example, a two-dimensional surface which can be mapped by 
a pair of periodic coordinates such as latitude and longitude, and which 
has everywhere the same positive curvature. Such a surface is called 
a spherical surface, and can be regarded as the surface of a sphere in 
an ordinary (unwarped) three-dimensional space. However, we can also 
define algebraically a surface which is mapped by the same pair of coor­
dinates but which has everywhere the opposite sign of curvature. There 
is no way to picture this as the surface of any imaginable shape (complete 
and without singularities) in unwarped three-dimensional space. We say 
the former surface can be 'embedded' in fiat three-dimensional space, 
but the latter cannot. Having made this cautionary note with respect 
to 'embedding') we shall nonetheless use our knowledge of surfaces that 
can be embedded to learn about the general problem. 

Our aim is to understand what it means to say we live in a warped 
four-dimensional spacetime, and especially to discover what the mea­
surable physical consequences would be. To this end, we shall first 
examine the spatial part of the problem. That is, we do not for the 
moment care about the time taken for any process we shall consider; 
we concentrate purely on distance and angle measurements. We begin 
with two-dimensional surfaces, since these are easier to imagine, then 
generalize to three spatial dimensions, and then incorporate time at the 
end. 

10.1 Two-dimensional spatial surfaces 

Suppose there is a species of intelligent bugs who live on a surface. 
The surface might be fiat as in Fig. 10.1 or curved as in Fig. 10.2. We 
can see immediately the shape of these surfaces, but we suppose the 
bugs have no direct experience of the third dimension: they cannot see, 
but have to find their way around by feeling. They can, however, make 
accurate surveys of their world by making careful distance and angle 
measurements within the surface where they live. 

We shall also consider a surface that looks fiat to us, Fig. 10.3, but 
which has a special property which makes it feel to the bugs just like the 
spherical surface of Fig. 10.2. This is a device to show that curvature of a 
space can be modelled in more than one way. The special property is that 
this surface carries at every point an 'expansion field' f which causes any 
object placed there to immediately expand to f times its normal length. 
The factor f is a function of position on the plate, but since this field 

Fig. 10.1 A bug living on a flat sur­
face. 

Fig. 10.2 A bug living on a spherical 
surface. 

/~/ 
Fig. 10.3 A bug living on a 'hot­
plate': a flat surface possessing an 
expansion field that causes all objects 
placed on it to expand by a locally 
determined factor (e.g., thermal expan­
sion caused by the temperature of 
the plate, which is here coldest at its 
centre). 
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Fig. 10.4 A geodesic between two 
points on a sphere is an arc of the 
unique great circle on which they 
both lie. 

Fig. 10.5 Geodesic on the hot-plate. 

affects everything equally, including the bodies of the bugs themselves 
everything they possess, and their constituent particles, the bugs ar~ 
not directly aware of it. If a bug carries a standard rod called a rUler 
and finds that his own body has a length of 3 standard rods when h~ 
is standing somewhere on the plate, then he will find his body remains 
of length 3 standard rods wherever he goes, since he and the rod both 
expand or contract together. The bugs define distance in their world by 
using standard rods of given construction. The plate with the expansion 
field is sometimes called a 'hot-plate' model, since we can imagine that 
the expansion field is like a temperature which causes things to expand 
by thermal expansion. Let (p, ¢) be plane polar coordinates on the plate 
as measured by an onlooker such as ourselves whose measuring sticks ar~ 
not subject to the expansion. We shall treat a plate where the expansion 
factor varies with position as 

(10.1) 

where k is a constant. This means that the infinite plate is ordinary in 
the middle and at increasing 'temperature' as one moves out from the 
middle. 

Now suppose the bugs begin to do some geometry. We suppose that 
the legs of bugs move in a very regular way, taking small steps of the same 
size, so that by counting steps the bugs have a good way of measuring 
distance along any given path. A bug Euclid proposes that a straight line 
can be defined as one connecting two points with the smallest length. By 
running too and fro between two given points the bug on the flat plane 
soon learns which is the straight line between them. The bug will also 
find that if he carefully ensures that at every step he moves a left and 
right leg simultaneously, so that both sides of his body move through 
the same distance, then he follows the very path that he previously 
found to be straight by the criterion of least length. This is no surprise, 
because the bug's legs are here probing one pair of nearby paths: these 
paths must have the same length if they closely bracket a path of least 
length. It also shows that the definition of a straight line in terms of 
least distance agrees with an alternative definition in terms of 'parallel 
transport': the second definition is 'if you walk straight ahead without 
turning then your path will be straight'. The second definition is similar 
to the way by which tracked vehicles such as tanks and bulldozers move: 
they steer by making one track travel further than the other. If both 
tracks move the same amount and there is no slipping, then a bulldozer 
moves in a straight line. 

How do things go for the bug on the sphere? He also finds a path of 
least length: it is an arc of a great circle (Fig. 10.4). He also finds that if 
he walks straight ahead (like a bulldozer) then his path agrees with the 
least-length one between any given pair of points on it. 

The bug on the 'hot-plate' can also find 'straight lines ' by either of 
the criteria (least distance or no-turning), and the lines he thus identifies 
appear curved to us: Fig. 10.5. This is because to minimize the number 
of steps taken between a given pair of points, the bug should wander 
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How to draw a geodesic. 

Here is how to draw a geodesic on an arbitrary surface. First triangu­
late the surface. That is, approximate it by a collection of small flat 
triangular faces. Now start drawing the geodesic using a straight line 
on the starting face. When you approach an edge, fasten a small strip 
of tape over the edge and let the straight line pass onto this tape up 
to the edge. Next, remove the tape and flatten it. Now you can see 
how the geodesic line should continue: make it a straight line when 
the tape is flattened. Finally, fold the tape back over the edge you 
are treating, lining it up with the geodesic traced so far, and continue 
the line onto the next face. Keep going with this procedure until the 
geodesic is as long as you require. For an exact treatment, do the 
same but with the surface initially triangulated into infinitely many 
infinitessimal triangles. 

somewhat outwards from the centre of the hot-plate, to regions where 
the expansion factor is larger, so that fewer steps (or fewer metre sticks) 
are needed to make progress towards the goal. Also, when travelling 
'straight ahead' the outermost leg of the bug moves further (as far as 
we are concerned) than the innermost one, again causing a trajectory 
whose shape agrees with the 'least distance' definition. 

These lines, which are most generally defined as paths of no turning, 
and which are also paths of least length, are called geodesics. 

Next the bugs define a circle as the locus of points at given distance 
from some centre point. The bugs can then measure the ratio of circum­
ference to radius of their circles. The circumference is not a geodesic, 
but the bug can easily measure it by walking around it . On the flat 
plane the bug finds the ratio is close to 6.2831853- a number we shall 
agree to call 271'. On the sphere, the bug finds a different answer. For 
a given circumference C he measures the radius to be somewhat larger 
than C/(271'), because on his journey out from the circle 's centre he has 
to follow the surface of the sphere that defines his world. 

To make a quantitative study of this we introduce the metric. This 
is a mathematical summary of what the bugs find by their distance 
measurements over small distances at any point. The bug on the flat 
plane, for example, might propose to map the plane using plane polar 
coordinates (r, ¢). At any point labelled by (r, ¢), by walking to nearby 
points (r + dT, ¢) and (r, ¢ + d¢) the bug can discover how far away 
they are. For example, a short walk along the r direction at constant ¢ 
has length ds = dr, and a short walk along the ¢ direction at constant 
r has length ds = rd¢. Since these line segments meet at right angles, 
the square of the total distance from (1', ¢) to (r + dt, ¢ + d¢) can be 
obtained from Pythagoras' theorem: 

(10.2) 



252 Warped spacetime 

Fig. 10.6 (r, ¢) coordinates on the 
surface of a sphere. 

This equation is called the 'line element', or 'metric equation' or 'metric' 
for short. It is precisely the same concept we have already met in 
eqns (9.46) and (9.47). The metric depends on the coordinate system 
employed, and on the intrinsic properties of the surface in question. 

Now consider the bug on the sphere. We might naturally map a 
spherical surface by using the angles (e, ¢) of spherical polar coordinates , 
and the bug could do the same, but let us choose a coordinate system 
more natural to a bug walking about on the surface. Let the bug pick 
an arbitrary point on the surface to be the origin, and introduce polar 
coordinates (r, ¢), where r is the distance along the surface (i.e., the arc 
length) from the origin to the point in question (following a 'straight 
line', i.e., an arc of a great circle), and ¢ is the azimuthal angle. By 
definition, then, a short walk along the direction of increasing r at 
constant ¢ has length ds = dr. A short walk along the direction of 
increasing ¢ at constant r has length ds = R sin ed¢, where R is the 
radius of the sphere (known to us, but unknown, in the first instance, 
to the bug) and e = r / R is the spherical polar angle. (We introduced 
e merely for convenience of computation; it has now served its purpose 
and will not be needed again.) The coordinate lines are again everywhere 
orthogonal, so we may use Pythagoras' theorem to deduce 

(10.3) 

This is the metric of the spherical surface. It is a summary of precisely 
what the bug would find by his measurements of distances in the surface. 

Now consider the bugs' measurements of the radius and circumference 
of a circle. For convenience of calculation we place the origin of coordi­
nates at the centre of the circle. To find the distance of an arbitrary point 
(r, ¢) from the origin, calculate J ds along a suitable geodesic, which in 
this case is a line of constant ¢. One finds using either metric (10.2) or 
(10.3) that a set of points at a given distance from the origin is a set at 
fixed r, and the distance from the origin (i.e ., the radius of the circle, as 
observed by the bug) is 

J ds = foT dr = r (10.4) 

in both cases. Having used radial geodesics to find the edge of the circle, 
perhaps marking it by dropping seeds there, the bugs can now walk 
around the circumference. This circumference is not a geodesic (this is 
obvious for the case of the fiat plane), but the length along it is still 
given by the metric. The circumference of the circle is given by J ds 
calculated for the path around the circle. This is a path at fixed r, so 
one finds 

C = J ds = 127r rd¢ = 27rr using (10.2) 

C = J ds = 12-rr Rsin(r/R)d¢ = 27rRsin(r/R) using (10.3). 



The second result is approximately 

( 
1 r2 ) C ~ 27rr 1 - --6R2 . 
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(10.5) 

Therefore, for the bug on the sphere, the circumference tends to 211"r for 
small circles, but is 'too small' for larger circles. The bug could quantify 
this by defining a 'radius excess': 

C 
rexcess == r - -. 

211" 
(10.6) 

This is the amount by which the measured radius exceeds the one which 
would have been expected on the basis of Euclidean geometry and the 
measured circumference. In this example one finds rex cess ~ r3 /(6R2 )j 
the main point is that distance measurements purely within the surface 
can reveal and quantify the departure of the surface from Euclidean 
geometry. A commonly used measure is called Gaussian curvature, and 
for a sphere of radius R is defined K = 1/ R2. The bug can obtain K for 
his world by evaluating 

K 1
· 6rexcess 

= 1m . 
r ---> O r3 

(10.7) 

The bug on the hot-plate also finds the ratio of circumference to radius 
of a circle to be smaller than 211". It is easy to see this by choosing a circle 
centred at the centre of the plate, then the bug-steps used to measure the 
radius are on average shorter (to us) than the bug-steps used to measure 
the circumference, so the radius found by the bug using the 'number of 
steps' measure is larger than C /211". For a quantitative statement, let 
us map the plate using plane polar coordinates (p, ¢), where p is the 
distance from the origin according to our privileged measurements that 
are not subject to the expansion field. The bug's measuring rulers expand 
by the factor J, so if two points are observed by us to be separated by 
a distance dso, then the bug finds the 'ruler distance' between them to 
be ds = dso/ f. The metric observed by the hot-plate bug is therefore 
the one for plane polar coordinates (10.2) divided by the square of the 
expansion factor: 

ds2 = 1 (d 2 + 2dA-.2) 
(1 + Pp2)2 P P \f/ . 

(10.8) 

The ruler distance around the circumference of a circle of given p is 
obviously C = 211"p/ J, and the radius is 

r 1 1 
r= io ydp = k tan- 1

(kp). 

Therefore p = (1/ k) tan kr and 

C = 211"p = 211"~ tan kr = 211"~ sin 2kr. 
1 + k2 p2 k sec2 kr 2k 

This is precisely the same as the result for a spherical surface with R = 
1/(2k). Therefore, by this measure, the bug cannot tell whether he is on 
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Fig. 10.7 Relationship between vari­
ous coordinates that can be used to 
map the surface of a sphere. r = RO, 
f = RsinO. Let (= tan(O/2), then 
sinO = 2(/(1 + (2) and p = 2R(. 

Fig. 10.8 Curvature examples: a 
cylindrical, spherical, and saddle­
shaped surface. When we try to 
'squash' a section of these surfaces 
flat, we find in the non-flat cases that 
there is either not enough or too much 
circumference. Geodesic lines diverge 
linearly in the flat case, or sub-linearly, 
super-linearly, respectively, in the 
other cases. The curvature K is hence 
said to be zero, positive, negative, 
respectively. 

the spherical surface or the hot-plate. More generally, one can prove that 
the two cases are exactly equivalent, for all geometrical measurements 
by the bugs, because by a change of coordinates one can bring the metric 
for the hot-plate to the same form as the metric for the sphere (Fig. 10.7; 
exercise 10.2). The expansion factor was here chosen in such a way as 
to make this happen; in this example the 'hot-plate' is a stereographic 
projection of a sphere. You can see that other choices of expansion 
factor could represent other types of surface, not all of them easily 
pictured. 

The idea of radius excess can be refined in a useful way by considering 
instead of a full circle a small arc of a circle. That is, suppose the bug 
marks off two geodesics issuing from the same point with a small angle 
between them, travels the same distance r along each, and then measures 
the arc distance 'T/ between the end points. This quantity measures the 
geodesic deviation: i.e., the amount by which two geodesics spread out. 
On a fiat surface one would expect them to spread linearly with distance 
r (Fig. 10.8). For a given choice of a pair of geodesics issuing from a 
point , 'T/ is some fixed small fraction E of the circumference of a circle. 
Therefore, for the case of a bug on a sphere, we may use eqn (10.5) to 
find 

'T/ c:= E27fr (1 - ~ K r2 ) . (10.9) 

Differentiate this twice with respect to r and one finds, to leading order 
in r, 

(10.10) 

If we now apply this equation to any shape of surface, then it amounts 
to a way of defining curvature K . That is, the bug's job now is to find 
the second rate of change of 'T/ for a pair of neighbouring geodesics (and 
it turns out they do not need to intersect at the point of interest), and 

D ~ 00 
Just right not enough too much 

-< C < 
K=O K>O K<O 
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compare it with 1]. We have arranged by definition that this measure of 
curvature agrees with the previous definition in terms of radius excess. 

Another simple geometrical experiment is for the bugs to create 
triangles and measure the sum of their interior angles. A triangle can 
be defined as a shape composed of three geodesic line segments joining 
three given points. To define angle the bugs can use the ratio of arc 
length to radius for circular arcs, in the limit where the radius of the 
circular arc tends to zero. In that limit they will all agree that there are 
27f radians in a complete circle. This is because a small enough region of 
any curved surface is to good approximation fiat: the bugs always find 
that the radius excess of a circle tends to zero as r, C -+ O. 

The bug on the fiat plane finds that the interior angles of any triangle 
sum to 7f radians, or 1800

• The bug on the sphere finds that the angles 
sum to more than 1800

• For example, one can find triangles composed 
of three right angles: start at the 'equator' and walk in a 'straight line' 
(i.e., geodesic) to the 'north pole', turn through a right angle and walk 
back to the equator, then turn through a right angle again and walk back 
to the starting point (see Fig. 6.17). The resulting triangle has a total 
of 2700 interior angle. For smaller triangles the sum is smaller. It turns 
out that the excess angle (i.e., the extra 900 for the special case) is 
proportional to the area of the triangle (see box below) . Angle excess 
thus provides another measure of the departure of the underlying space 
from fiat geometry. 

Angle excess. Draw two semicircular arcs (lines of 'longitude') on a 
sphere of radius R as in Fig. 10.9. The lozenge-shaped region on the 
sphere's surface is called a lune. The area of such a lune increases 
in proportion to cp, since the arc length around every latitude is 
proportional to cp. Therefore, the area is 2R2cp. Now consider the 
sphere shown in Fig. 10.10. The angles a, /3" are associated with 
three lunes, of areas 

These sum to 

(7", = 2aR2 

(7(3 = 2/3R2 

(7"( = 2,R2 

(lune ABA'CA) 

(lune BAB'CB) 

(lune CAC' BC) 

(7", + (7f3 + (7"( = 2(a + /3 + ,)R2. 

By inspecting the diagram you can see that the sum of these lunes 
covers the areas 

(ABC + BCA') + (ABC + ACB') + (CB' A' + A' B'C') 

= (ABC + BCA' + ACB' + CB' A') + (ABC + A' B'C') 

which is the whole front hemisphere, plus the triangles ABC and 
A' B' C' . The areas of the latter are equal by symmetry, so we have 

Fig. 10.9 A lune. Its surface area is 
2R2q,. 

A 

Fig. 10.10 A triangle on a sphere. 
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Hence 
1 

Q + (3 + 'Y = 7r + R2 a ABC 

so the angle excess of the triangle ABC is 

Q + (3 + 'Y - 7r = K a ABC (10.11) 

where K = 1/ R2 is the curvature. This proves that the angle excess 
is proportional to the area of the triangle, and can be used to extract 
the curvature of the surface. This result is exact on a sphere, and 
also applies for a small enough triangle on any surface, since a small 
region can be approximated by a spherical surface. 

You can show that a similar excess angle appears in the case of the 
bug on the hot-plate (the easiest case to consider is a triangle with one 
vertex at the centre of the plate). 

For the spherical surface and the hot-plate model we have a radius and 
angular excess compared with Euclidean geometry. When the surface 
exhibits such an excess it is said to have positive curvature. It is easy 
to see that one can also have a radius and angular deficit: this would 
be the case for a saddle-shaped surface (Fig. 10.8) and for a hot-plate 
model with the opposite sign in the expansion factor (e.g., replace k2 by 
_k2 ). Such surfaces are said to have negative curvature. In general, the 
size and the sign of the Gaussian curvature can vary from place to place 
(think of the surface of a pear, for example). 

A general formula for the Gaussian curvature of a surface described 
by the metric 

ds2 = h2dr2 + !2drji, 

where (r, ¢) are coordinates in the surface and h(r, ¢), !(r, ¢) are arbi­
trary smooth functions, is 

K= _1_ (!2 [aha! _h
a2

!] h2 [aha! _ !a
2
h]) 

h3 j3 ar ar ar2 + a¢ a¢ a¢2 . 
(10.12) 

Although we will not prove this general result here, you are invited to 
obtain the result for some simpler cases (without assuming eqn (10.12)) 
in the exercises. Note that the curvature can be obtained directly from 
the metric, and no other information is needed. 

The curvature revealed by these geometric measurements is called 
intrinsic curvature. Some surfaces which appear 'curved ' in the ordi­
nary sense of the word can nevertheless have zero intrinsic CUTvature. 
Examples are the surface of a cylinder or a cone. Because it can be 
'unrolled' to a flat surface without distortion , the intrinsic geometric 
measurements in a cylindrical surface reveal strictly zero radius excess 
and zero angular excess. The kind of curvature it possesses could still be 
revealed by global measurements, and is called extrinsic curvature. The 
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spacetime curvature associated with gravity is not merely of the latter 
kind, it is intrinsic. 

So far we have described intrinsic curvature; we have not yet described 
the connection to gravity. The basic idea is that the worldlines of 
particles that experience no force other than gravity are geodesics in 
spacetime. Since the shape of a geodesic is a property of the underlying 
space, not the particle, this immediately explains why all small enough 
systems at a given place have the same acceleration due to gravity, 
irrespective of their mass and internal constitution. Geodesics can have 
interesting shapes when the underlying space is curved; gravity is the 
name we give to this phenomenon- it is essentially a consequence of, or 
a name for, the curvature of spacetime. 

10.1.1 Conformal flatness 

The metric tensor 9 is defined such that the line element can be written 
ds 2 = dXT gX. For example, eqns (10.2) and (10.8) give, respectively, 

We have retained the coordinate labels (r, ¢) and (p, ¢) in displaying 
these; but of course, if we take the view of a bug on just one of these 
surfaces, he does not care about the names of coordinate labels on the 
other. In particular, the bug on the hot-plate could pick the letter r for 
the coordinate we called p, without changing any deductions. In other 
words, the second metric could equally be written 

(10.13) 

When one metric tensor can be obtained from another simply by multi­
plying by a function, as here, then the metrics are said to be conformally 
equivalent (or we say they are related by a conformal transformation). 
More generally, the relationship between conformally equivalent metrics 
has the form g~~) = ng~;), where n may be a function of all the coor­
dinates. A metric that is conformally equivalent to the metric of fiat 
space is said to be conformally flat. Thus eqn (10.13) is a demonstration 
that the 2-sphere (the two-dimensional spherical surface) is conformally 
fiat. Note that this does not mean it is fiat. It does mean there exists a 
mapping from the curved surface to a fiat surface that preserves angles. 

You should be able to see that the two statements 

(1) 'surface ~ can be described using a fiat space with a scalar expansion 
factor (i.e., one which does not depend on orientation of the ruler)', 

(2) 'surface ~ is conformally fiat', 

are strictly equivalent, since both translate mathematically to the same 
statement about the metric. 
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1 The general proof, for any surface, 
merely involves a somewhat longer 
sequence of coordinate adjustments. 

¢T~J ( ( ! ! Th 
one Gaussian 
curvature, not two 

Fig. 10.11 

A remarkable property of two-dimensional surfaces is that all two_ 
dimensional surfaces are conformally fiat. To prove this in general would 
take us further than we want (or need) to go in the present book. 
However, we shall present the proof for surfaces of revolution, which 
suffices to convey the idea. 

A surface of revolution is formed when one takes a line in a Euclidean 
plane, y = y(x), and rotates it about the x axis to form a surface. We 
will assume that the line meets the x axis at exactly two points, and 
at right angles, so that we have a single smooth surface. Such a surface 
has cylindrical symmetry, so there always exists a coordinate choice, 
such as cylindrical polar coordinates x, ¢, in which the metric has no 
dependence on the azimuthal coordinate ¢ and no cross terms (no dxd¢ 
terms). Hence the line element is 

ds2 = a2dx 2 + b2d¢2 

where a( x) and b( x) are smooth functions of x alone. Now consider 
a function r(x). Since this is a function of a single variable, we have 
dr = r'dx (where r' = dr/dx), so 

a2 

ds2 = -dr2 + b2 d¢2. r,2 

Clearly this metric is conformally flat if 

dr 
a(x) = b(x) dx' 

(10.14) 

This is a first-order differential equation for r(x) which in principle has 
a solution. Hence by changing coordinates from x to r we can bring the 
metric to a conformally flat form.l Another possible choice is ra = br', 
which gives ds2 = (b/r)2(dr2 + r 2 d¢2). 

The conformal flatness property enables one to deduce a further 
property: as far as intrinsic geometry is concerned, all surfaces are 
isotropic at each point. This means that near any given point, triangles 
of the same area all have the same angle excess, no matter how they 
are oriented in the surface, and geodesic deviation is independent of 
the direction of the pair of geodesics used to measure it. This shows 
that the intrinsic curvature of these surfaces can be quantified by a 
single parameter K. Consider, for example, an ellipsoid of revolution, in 
the form of a long thin needle. From our three-dimensional perspective 
we may think it is 'more curved' in one direction than another. How­
ever a bug on the surface has no way of telling that! (except possibly 
by global measurements). It is true that the line curvature of lines 
along the surface of the needle, when measured using its embedding in 
three-dimensional space, is large in one direction and small in another. 
However, this does not lead to anisotropy of the intrinsic geometric 
properties: near any given point the surface is to first approximation 
flat, and to next approximation 'spherical' (i.e., curved but locally 
isotropic). One can prove this most easily by writing the metric in the 
conformally flat form, leading to the scalar 'expansion field' picture. 



'fa see it intuitively, take a small section of whatever surface is under 
investigation, and 'squash it flat' as in the middle three diagrams of Fig. 
10.S. Depending on the surface, one will then find either a sequence of 
gaps where the surface has to be cut in order to flatten it (because of too 
little circumference), or a sequence of folds (too much circumference). 
One can always arrange that these gaps or folds lie equally spaced 
around the circumference. It follows that in two dimensions the geodesic 
deviation is isotropic. 

10.2 Three spatial dimensions 

Curvature of a three-dimensional space is less easy to imagine in direct 
pictorial terms, because there is no easy way to draw a four-dimensional 
picture. However, it can be treated algebraically, and the 'expansion 
field' model can also be helpful. There could be an 'expansion field' 
at every point in three-dimensional space which affected all length 
measurements. The consequence would be departures from Euclidean 
geometry, a consequence which we may choose to say is owing to 'space 
curvature'-but if you do not like the word you do not have to use it. In 
three dimensions a scalar expansion factor is not sufficient to capture all 
the possibilities: the factor may now depend on the orientation in space 
of the ruler, because three-dimensional surfaces are not guaranteed to 
be conformally flat. 

One can detect and quantify curvature of a three-dimensional space 
just as we did in two dimensions: construct circles and triangles and 
measure their sizes and angles, or use geodesic deviation. The sense and 
size of any disagreement with Euclidean geometry gives a measure of the 
curvature of the three-dimensional space. However, since a plane can be 
oriented in more than one way in three dimensions, there is now the 
possibility that the value of the Gaussian curvature K obtained from 
radius or angular excess will have a range of values, depending on the 
orientation in space of the plane used to measure it. In three dimensions 
there are three independent directions for planes, suggesting that we 
should seek three Gaussian curvatures. However, this does not exhaust 
the possibilities: we can now enquire into parallel transport of a vector, 
around a trajectory in a given plane, for a vector not necessarily in 
that plane. It turns out that the complete information about K can 
be specified in terms of n2 (n2 - 1)/12 'curvature components', where 
n is the number of dimensions of the space. This evaluates to (1,6,20) 
components for a space of (2,3,4) dimensions respectively. The fourth 
power of n arises because the most general question one can ask about 
curvature involves four vectors, each having n components: 'what is the 
net change Ow in a vector w when it is parallel-transported around a 
small parallelogram with sides given by vectors u, v?' (per unit size of 
the vector and the parallelogram). 

The idea of parallel transport was introduced informally above and 
in section 6.7.2. Now we shall present a precise definition. In principle, 
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Fig. 10.12 Transporting a vector 
around a small closed loop. 
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Fig. 10.13 Parallel transport of a vec­
tor w along a pair of geodesics. 

any path can be considered, but we begin with the case of a geodesic 
path. 

Definition 10.1 A vector w carried along a geodesic G undergoes Q 

parallel transport if and only if the angle e between wand G does not 
change as the vector is carried along. 

Next consider a path made of two geodesic segments meeting at a point 
P (Fig. 10.13). w undergoes parallel transport in this case if and only 
if e is constant along each segment, and changes by ¢ at the join (so 
that w does not rotate as the path changes direction abruptly at P). 
An arbitrary path can be treated by dividing it into many geodesic 
segments and finding the total 'steer' ¢( s) = Ei ¢i of the path, but 
for our purposes it is sufficient to treat paths with a finite number 
of geodesic segments. You can now connect parallel transport to angle 
excess (exercise 10.10). 

A useful measure of average curvature at a point (i.e., averaged over 
orientation in space) can be obtained by comparing the surface area of 
a sphere to the Euclidean expected value 47rr2. One can then define a 
radius excess by 

rexcess == r - J A/47r. (10.15) 

The value of this excess radius gives a measure of the orientation­
averaged curvature of the three-dimensional space at the chosen point. 

For an example of a curved three-dimensional space, consider ordinary 
three-dimensional space in which rulers are subject to an expansion field 
as given by eqn (10.1), where p is now the radial coordinate in spherical 
polar coordinates. The metric is 

(10.16) 

In such a space one would find that any plane through the origin 
has exactly the same properties as the two-dimensional 'hot-plate' of 
Fig. 10.3, so is a surface of constant curvature. The whole space is 
called a 'hypersphere' or '3-sphere'. Warning: this is hard to imagine, 
as we are not talking about an ordinary three-dimensional sphere, but a 
three-dimensional universe which is everywhere warped. In this case the 
radius excess obtained from eqn (10.15) is the same as the one obtained 
from measurements of a circle, eqn (10.6), and therefore the curvature 
is given by eqn (10.7). Imagine taking a long walk in a straight line in 
such a universe. You would find, just like a bug on a spherical surface, 
that after a while you arrive back at where you started! The universe 
would have no boundary, and yet it would have a finite volume (just 
as a spherical surface has a finite area), equal to Vuniverse = 27r2 K- 3

/
2 

(exercise 10.6). Such a universe is finite but unbounded. It is possible that 
our own universe may be like this at a large scale: i.e., a hypersphere, 
albeit an expanding one. 



10.3 Time and space together 

Spacetime is a four-dimensional type of 'space' that can also be curved. 
It differs from 4-space (i.e. a purely spatial region in four dimensions) 
because time is not the same as space. The measure of 'distance in 
spacetime' is the invariant interval, given by by ds2 = -c2dt2 + dx2 + 
dy2 + dz2 for neighbouring events in some small region. The minus sign 
in the signature makes the difference between time and space. Geodesics 
can be defined as lines of either maximum or minimum 'length', and 
nOW there are three kinds: time-like, space-like, and null. These labels 
make sense because it can be shown that the sign of ds2 is everywhere the 
same along a geodesic. A time-like geodesic is a line of most proper time. 
A space-like geodesic is a line of stationary interval that is everywhere 
space-like. The interval along a space-like geodesic may be minimal with 
respect to some variations, such as purely spatial ones, and maximal with 
respect to others. A null geodesic is a line of no turning (in a spacetime 
sense, i.e . constant velocity) along which the interval is everywhere zero. 

To measure curvature in spacetime one can perform either purely spa­
tial measurements- sizes and angles of geometric figures, for example­
or one can combine spatial and temporal measurements. For example, to 
construct a triangle in spacetime one could use two time-like geodesics 
and one space-like geodesic, or two null geodesics and one time-like 
geodesic. For the first type of triangle one might use a pair of freely falling 
clocks released at the same event with different initial velocities, and 
make a ruler measurement of the distance between them as a function 
of proper time. This reveals the geodesic deviation. For the second type 
one could use a radar echo, recording the time between emission of 
the outgoing pulse and reception of the reflected pulse using a clock 
in free fall. In fact, precisely this sort of test has been carried out by 
radar reflection experiments between Earth and other planets of the 
solar system, and General Relativity confirmed experimentally to high 
accuracy. (There is no need in practice to use a clock in free fall; one 
may use a clock at rest on Earth and calculate the expected result for 
such a clock, whose worldline is not geodesic.) 

Geodesic plane and coordinate 'plane' 

There is a pitfall in reasoning about curvature that we do well to avoid, 
and that arises only in more than two dimensions. It has two aspects. 

First, suppose we start with a flat 3-space, such as Euclidean space 
in three dimensions. It does not follow that two-dimensional subspaces 
inside this space are necessarily flat. Of course not! Take a tub of ice 
cream, and scoop out of it a ball using an ice cream scoop: the tub 
contained a flat 3-space filled with ice cream, but the surface scooped 
out is curved. Perhaps nobody would make this particular mistake, but 
a related mistake in General Relativity is to assume that the curvature 
of space is given by the metric alone. It is not-it also depends on how 
spacetime is 'sliced up' or 'foliated' into 'time' and 'space', which can be 
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done in mar t han one sensibLe way wJ en conditions are not static. 0l1. 
can have a curved space inside a flat spacetime, or a flat spac , in ide 
a CUI'V d spac time. Both po. ibiUtie arise in co mol gical models o~ 
our univer e, and another example of the formet i a rotating l' feren 
franl in Minkow ki 'pa tim. 

The second aspect of the pitfall is to assume that the Gaussian 
curvature for a given direction in a three- or higher-dimensional space 
can be found simply by dropping terms in the line element: i.e., keeping 
one or more coordinates constant. This does not work. The set of events 
at one value of a coordinate might be called a 'coordinate plane', and 
it is certainly two-dimensional if just two coordinates remain, but its 
curvature has no simple relation to the curvature components of the 
higher space. Instead of a coordinate plane, one must use a geodesic 
plane: this is the set of events that can be reached from a given event 
P by all geodesics from P that set off in a direction AU + p,V where U 
and V are fixed vectors and A, p, can vary. Such a plane is guaranteed to 
contain at least two geodesics of the higher space, and these can be used 
to find one component of its curvature at P by using geodesic deviation. 

10.4 Gravity and curved spacetime 

The gravitational time dilation factor that we deduced from the Equiv­
alence Principle is an example of a factor affecting spacetime mea­
surements in the temporal direction . Its influence can be compared 
to the expansion factor in the hot-plate model, in the sense that by 
influencing time measurement it influences the shape of geodesics. For 
most functional forms of the variation of time dilation with position, it 
implies a non-zero curvature of spacetime. The study of the constantly 
accelerating reference frame showed the exception to this rule: the 
spacetime treated in that example was Minkowskian and therefore had 
zero curvature. This means that gravitational time dilation is not directly 
connect ed to curvature, but the form of its variation as a function of 
position is. 

It should by now be abundantly obvious that a gravitational time 
dilation factor must imply the possibility of a gravitational space expan­
sion or contraction factor, since temporal and spatial separations can be 
mixed up by a change of reference frame. We do not have to think of 
gravity directly in terms of curvature: we can think of it as an 'expansion 
field' which acts in an underlying flat spacetime (like the flat hot-plate) 
and influences all types of clock and ruler. Of course, such an 'underlying 
fiat spacetime' is not directly accessible to us, but it is a useful aid to 
the imagination. With this point of view you have the right to insist 
that spacetime is utterly flat, but has in it a field (the gravitational 
field) whose effect is to cause time dilation and length contraction of all 
processes and all types of object by the same factor. For some types of 
calculation, such as 'gravitational lensing' (see the next chapter), this 
way of thinking about gravity is clearest. However, you must allow other 
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people the right to point out that since the result is indistinguishable 
from a curved spacetime, we may equally say that there is no expansion 
field but spacetime is curved. 

The essential idea is that matter influences the metric of space­
time, and this influence is called gravity. We have learned how to use 
the metric to measure distance and its generalization: spacetime interval. 
I1owever, we should notice that the very possibility of achieving this is a 
remarkable thing. Suppose we pick a point and then locate a set of points 
at constant distance from the first (as indicated by the metric). We can 
then further use the metric to measure the radius and the circumference 
of the circle so defined. In a flat space we should get the answer 21f 
for the ratio between those numbers. But wait: in view of the fact that 
the coordinate system, and therefore the metric, is almost completely 
arbitrary, how does it come about that the ratio is always the same? It 
must be that the value of the metric at the points on the circumference is 
not completely independent of its value along the radius. There must be 
a differential equation that brings about this consistency. This differential 
equation (a second-order differential equation for the metric tensor gab) 

is the Einstein field equation! 
We can now present the essential elements of the complete theory 

of gravitation offered by General Relativity. There is a single grand 
idea, which may be summarized in J. A. Wheeler's phrase, 'matter 
tells space how to curve, space tells matter how to move'.2 The most 
important and central equation is the Einstein field equation. This 
relates a measure of average spacetime curvature called the Einstein 
tensor to a measure of the local energy density, momentum density, 
pressure, and stress of matter and non-gravitational fields, called the 
stress-energy tensor. These tensors have sixteen components, of which 
ten are independent. Even in free space (i.e., away from matter) the 
equation is rather complicated. The difference (gab - 'f)ab) , where 'f)ab is 
the Minkowski metric, serves as a sixteen-component 'potential', and the 
Einstein field equation is a non-linear second-order differential equation 
relating this 'potential' to energy-density; it is a (very specific and non­
trivial) generalization of Poisson's equation. 

For the sake of completeness the equation is presented in the box 
below, using a notation developed in chapter 12, but we shall not need 
its full details here. We shall provide what may be called the essence of 
the field equation, by quoting a quantitative statement of the predicted 
connection between mass-energy and spacetime curvature. We treat a 
region of space where conditions are static and isotropic. In this case 
the Einstein field equation predicts that the local Gaussian curvature of 
space is isotropic, and is given by 

K _ 81fG 
- 3c2 Po (10.17) 

where Po is the proper mass density (i.e., the mass density observed in 
a local inertial rest frame, in which energy flux and momentum flux are 
zero). 

2 One could describe electromagnetism 
in a similar way: charge tells field how 
to diverge; field tells charge how to 
accelerate. 
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where 

fbc = ~9a>'(ab9c>. + ac9>'b - a>.9bc), 

9ab is the metric, Tab is the stress-energy tensor. The equation may 
also usefully be written in the form 

>. 1 >.}l 87rG 
Ra>.b - "2R >'}lgab = --4-Tab' 

C 

where R't;cd is the Riemann curvature tensor, whose components 
describe Gaussian curvature and related parallel-transport results, 
and which is related to the metric by 

R bcd == adfbc - acfbd + fd>.f~c - f~>.f2b· 

Note that the reader is not expected nor required to appreciate the 
mathematical details displayed in this box in order to handle the next 
chapter. They are provided merely for general interest and to back 
up the statements made in the text. 

Using eqn (10.17) in eqn (10.7) we find that for a spherical region 
small enough that Po is uniform throughout the region, 

GM 
r - .J A/ 41T = 3c2 ' (10.18) 

where r is the radius of the spherical region (as measured by standard 
rulers), A is its surface area, and M is the total mass enclosed. The left­
hand side of this equation is the radius excess defined in eqn (10.15). 
The equation states that the excess radius of a sphere of uniform density 
is proportional to the mass of the sphere, the proportionality constant 
being G /3c2 , where G is a universal constant called the gravitational 
constant (the same one that appears in Newton's Law of Gravitation). 
The value of G has been measured as G ~ 6.674 X 10- 11 m3 kg- 1 s- 2, so 
G/3c2 ~ 2.475 X 10-28 m per kg. 

The derivation of the beautifully simple result (10.17) from Einstein's 
full equation is presented in volume 2. 

In the vacuum outside a spherically symmetric body of mass M, the 
field equation predicts that the orientation-averaged curvature is zero, 
but the curvature of any given geodesic plane is not. In this case the 
Gaussian curvature of any vertical plane is given by eqn (11.20). 

Eqn (10.18) permits an example quantitative calculation, as follows. 
Let us treat a sphere having the same mass and radius as the Earth, 
but having a uniform density (so that the equation can be applied). 
The formula says that the excess radius is about 1.5 mm. That is, the 
Earth has approximately 1.5 mm of extra radius in addition to what one 
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I'fould xp t from jt.s W'face area. Or, putting i th other way around, 
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2
, but 

owing to spacetirne warping it would b found to b small r by about 
0.24 km2

. This is approximately qual to the area ofthirty-three football 
fields (soccer pitches)-a non-negligible amount of missing area! 

The second half of Wheeler's statement, 'space tells matter how to 
move', is the remaining central idea. In the case of electromagnetism 
one has a differential equation for the tensor field (Maxwell's equations), 
but this does not in itself state how test-particles move. The equation 
of motion of test particles- the Lorentz force equation- has to be 
introduced as an additional axiom, or else obtained by assuming energy-
momentum conservation.3 In the case of General Relativity the motion 3 See section 16.5. 

of test-particles is not an additional axiom, but follows from the field 
equation. This is a rather subtle and technical point (it is related to 
energy conservation) but the result is simply stated: freely falling test-
particles (i.e., particles subject to no force other than gravity) follow 
worldlines satisfying the Principle of Most Proper Time. In geometric 
language the worldline of a massive spin less test-particle, in the absence 
of effects other than gravity, is a time-like geodesic, and the worldline 
of a massless spinless test particle is a null geodesic. You can adopt 
whichever language you prefer: the idea of proper time, or the notion of 
a geodesic. 

When the equation of motion (most proper time) is applied to a 
simple case- a small region with isotropic pressure and density-the 
result again has a simple expression. If a set of test-particles are initially 
at rest relative to one another and are situated on a small spherical shell 
in such a region, then it may be shown that they move initially in such 
a way that the volume V of the shell varies as 

(10.19) 

where M is the mass inside the shell (the test-particles themselves being 
of negligible mass) and p is the pressure. This exact result should be 
compared with the Newtonian geodesic deviation formula (9.5) . We have 
to imagine that the test-particles can move relative to the other material: 
e.g., it is a dilute gas or electromagnetic radiation. Several consequences 
of this formula are easy to see. First, gravity is attractive: the shell 
shrinks for M > O. Secondly: in vacuum (M = p = 0) the tidal forces are 
such that the initial motion may change the shape but not the volume 
of the shell (the volume may change over longer time-scales). Thirdly, 
the presence of pressure increases the effective active gravitational mass. 
This may seem surprising at first (because pressure pushes things apart), 
but the formula refers only to the gravitational effects (and in any 
case, a particle suspended in a uniform fluid experiences no net force 
from the pressure around it). Pressure in a fluid similarly enhances the 
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Table 10.1 The main experimental tests of General Relativity. 'Early data' refers to the date of 
an early experimental investigation where suggestive or better evidence for the effect was obtained. 
'arc-s/cent' means arc-seconds per Julian century. The final column gives the precision of the most 
accurate measurements to date. Modern methods, such as radar surveys or very-long-baseline 
interferometry, typically test several effects simultaneously. The precision of tests of the universality 
of free fall (weak equivalence principle) depends on the nature of the material and the distance 
scale investigated. Torsion balance experiments employing ordinary matter have attained precision 
of order 10-13 . 

Effect 

Universality of free fall 
Mercury perihelion 
Deflection of light by Sun 
Gravitational red shift 
Shapiro radar echo delay 
de Sitter precession 
Spin-up of PSR 1913+16 
Periapsis shift of " 
Gravitational lensing 
Cosmological models 

eqn Gravitating size of early current 
object effect data precision 

(9.12) Numerous 0 1890 
(11.41) Sun 42.98 arc-s/cent 1859 9 x 10-4 

(11.51) Sun 1. 75 arc-s 1919 3 x 10-4 

(9.18) Earth 2.4 x 10-15 1959 
(11.46) Solar system 220/-is 1968 2x 10-5 

(11.29) Sun 1.9 arc-s/cent 1987 1 x 10-2 

binary pulsar 72/-is/year 1974 5 x 10-3 

(11.41) 
" 

4.2°/year 
(11.51) numerous 

inertia of the fiuid-a special relativistic effect that will be explained in 
chapter 16. 

Pressure typically has a value similar to the volume density of kinetic 
energy, so for most systems p V « M c2 . The exception is thermal radi­
ation, where p = u/3 for energy density u, hence M + 3pV/c2 = 2M. 
Therefore a ball of thermal radiation gravitates twice as strongly as 
would the same amount of energy in the form of rest mass of non-moving 
particles. 

Either of eqns (10.18) or (10.19) allow, in principle, the whole of 
the Einstein field equations to be deduced by insisting that they be 
generally covariant: i.e., one can write them in a tensor notation which 
allows that coordinates may refer to position and duration relative to any 
reference body, no matter how moving, including an arbitrary non-rigid 
accelerating body such as a jellyfish. The field equations predict that 
the direction-averaged curvature in free space (i.e., away from material 
bodies, electromagnetic fields, etc.) is zero. This does not necessarily 
mean that the twenty curvature components are all zero, but it means 
that if the curvature is positive in some directions then it must be 
negative in others. The curvature components (or at least some of them) 
are non-zero near material bodies, and fall to zero as one moves away 
from material bodies (and other forms of localized energy or pressure). 

Einstein's theory has passed the tests both of mathematical elegance 
and experimental verification. Table 10.1 lists the main types of exper­
iment which have been able to explore the departures from Newtonian 
predictions, and which also serve to compare General Relativity with 
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other candidate theories. General Relativity is believed to be correct 
over a very wide range of distance and energy scales: from elementary 
particles to the cosmos as a whole. At very small distance scales it is 
likely that its range of validity runs out, and some sort of quantum field 
theory, or a merger of quantum field theory and spacetime geometry, is 
needed. This is a famous open problem in physics. 

c--------------------------------------------------------~ 

Exercises 

(10.1) A tank (i.e., a tracked vehicle) has gearbox trou­
ble: the two tracks are locked in synchrony, such 
that both advance together by the same amount. 
It is approaching a circular hill (not in a radial 
direction). Will the tank's path steer it towards 
or away from the top of the hill? Does it depend 
on the shape of the hill? What about a circular 
depression? 

(10.2) Prove (by making a suitable change of coordi­
nates) that the metrics (10.3) and (10.8) describe 
the same surface. 

(10.3) Use the metric (10.3) to show that the area of 
a circle of radius r on the surface of a sphere of 
radius R is 

21fR2(1- cos(r/R)) . 

If we call r = 0 the 'north pole', then at what value 
of r does one reach the 'south pole'? How is this 
indicated by the metric? (Hint: seek a value for 
r such that points at different ¢ are very close 
together.) Hence use the above result to confirm 
the well-known formula 41f R2 for the surface area 
of a sphere. 

(10.4) Repeat the previous exercise, but using the metric 
(10.8) . 

(10.5) Explain why, for a diagonal metric (in any 
number N of dimensions) the volume element 
is the product of coordinate differentials with 
the square root of the metric determinant: 
Vldetgabldxldx2oo.dxN. (In fact this result is 
also valid for non-diagonal gab, but you are not 
asked to prove that.) Verify that in 3D fiat space 
this reduces to the familiar expressions dxdydz 
and r2 sin IIdrdlld¢ in Cartesian and spherical 
coordinates. 

(10.6) A '3-sphere' is a three-dimensional space hav­
ing everywhere the same positive curvature K. 
If we map such a space using spherical polar 
coordinates, then the metric can be obtained by 
replacing d¢2 in either eqn (10.3) or (10.8) by 
dn2 = dll2 + sin2 l1d¢2 (where n is solid angle). 
Use this to find the volume of a general spherical 
region in such a space, and hence to show that 
the volume of the whole space is 21f2 R3 where 
R = K- 1 j2. 

(10.7) Show that the metric of the 2-sphere can also be 
written ds2 = (1- Kf2)-ldf2 + f 2d¢2. 

(10.8) §(i) Show that for a space with metric ds2 = dr2 + 
f2(r)d¢2 the Gaussian curvature is K = -!,,/f. 

(Hint: first explain why a line at constant ¢ must 
be geodesic, and then use geodesic deviation.) 
(ii) Show that if ds2 = h2(x)dx2 + f2(x)dy2 then 
K = (hI l' - h!")/(h3

/). (Hint: change coordi­
nates; see eqn (10.14).) 
(iii) Find the Gaussian curvature of the surface 
of revolution formed by rotating the line y = y(x) 
about the x axis. (Hint: arc length along the line 
is ds2 = dx2 + dy2 = (1 + yI2)dx2.) 

(10.9) Find the Gaussian curvature of the ellipsoid of 
revolution formed by rotating the curve x 2 + 
ky2 = R2 about the x axis, where k and Rare 
constants. Hence show that K = 1/ R2 at x = 0 
and K = k2 / R2 at x = ±R. 

(10.10) An N-sided polygon on a curved spatial 2-surface 
is formed by connecting N points with geodesics. 
A vector is parallel-transported around such a 
polygon. Show, using simple geometric arguments 
at the corners of the polygon, that the net rotation 
of the vector, after a circuit around the polygon, 
is by an amount equal to the angle excess of the 
polygon. Indicate the sense of rotation. 

(10.11) Estimate the radius excess of the Sun. 
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Physics from the metric 

11.1 Example exact solutions 

We shall finish this introduction to General Relativity by examining 
some exact solutions to the Einstein field equation and extracting some 
of the associated physics. The solutions take the form of metrics, and 
most of the chapter is devoted to the last one: 

(1) Flat spacetime. 
Using rectangular coordinates: 

ds2 = -c2de + dx2 + dy2 + dz2. (11.1) 

Using spherical polar coordinates: 

ds2 = -c2dt2 + dr2 + r2 (de2 + sin2 ed¢2) (11.2) 

(2) Rotating reference frame in flat spacetime, in cylindrical coordinates: 

ds2 = -c2dt2 + dr2 + dz2 + r2(d¢ + wdt)2. (11.3) 

(3) Static field in one spatial dimensional, using rectangular coordinates: 

ds2 = _a2c2dt2 + dx2 + dy2 + dz2 (11.4) 

where a(x) is some function of x. 

(4) Schwarzschild solution: spacetime outside a spherically symmetric 
body. 

Using Schwarzschild coordinates: 

ds2 = _ (1 - rs) c2de + dr2 + r2 (de2 + sin2 ed¢2) (11.5) 
r 1 - rs/r 

where rs is a constant related to the mass of the body, called the 
Schwarzschild radius. 

Using an alternative radial coordinate r defined through 

r = (1 + :~f r (11.6) 

gives the isotropic form (exercise 11.1) 

ds2 = _ (1- rs/4r) 
2 

c2de 
1 + rs/4r 

+ (1 + :~) 4 (dr2 + r2 [de2 + sin2 ed¢2]). (11. 7) 



'I'he first example (flat spacetime) is included for completeness: it is 
the simplest possible solution to the Einstein field equation, and plays 
a special role because spacetime is always locally flat. That is, any 
small enough region of a curved spacetime must have a metric that is 
locally indistinguishable from eqn (11.1). This means there always exists 
a choice of coordinates which can be used to map the small region such 
that the exact metric has the Minkowski form (11.1) to lowest order in 
the displacements dt, dx, dy, dz in the region. Such a choice is a local 
inertial frame (LIF). The polar form is also shown so that the reader 
will learn to recognize it, and to emphasize that it is possible for two 
metric equations to have a substantially different functional form and 
nonetheless describe exactly the same spacetime. 

The next example (rotating reference frame in flat spacetime) is 
included chiefly in order to warn the reader of its subtleties. Particles 
on a rigidly rotating disc have helical world lines relative to an ordinary 
inertial coordinate system. The rotating reference frame introduces a 
coordinate system which attempts to 'announce' that these worldlines 
are 'purely temporal', by assigning fixed {T, </>, z} to each such particle. 
However, this results in a situation where intervals in the </> direction 
are not orthogonal to intervals in the t direction. This requires careful 
interpretation; it means that t does not straightforwardly represent 
'time' (recall the similar situation in the (h, T) coordinate system on 
Fig. 9.19); events at the same t but different </> are not simultaneous to 
an observer fixed on the disc. A lattice constructed on the disc is said to 
be stationary but not static, owing to the fact that the time for a light­
signal to traverse a closed 'spatial' loop can depend on the direction of 
travel around the loop. This is related to the presence of a cross term 
dtd</> in the metric. 

The next example (static field in one dimension) can be used to 
treat the constantly accelerating reference frame, and also, depending 
on the functional form of a, other one-dimensional cases. An example is 
discussed below. The final case (Schwarzschild solution) is an important 
basic example in gravitation physics, comparable to the case of the 
Coulomb field in electrostatics. 

11.1.1 The acceleration due to gravity 

The acceleration due to gravity, g, is of course not an absolute quantity 
(except that it is zero in any LIF), but in the case of a static spacetime 
mapped by a static metric there is a natural choice of non-inertial 
reference frame relative to which it is useful to know g. This is any 
frame defined by a rigid lattice (recall the definition of a rigid lattice 
in section 9.1.5: it does not change with time when surveyed by light­
signals). When a metric has the general form 

ds2 = -a2 c2dt2 + dt'72 

where a(x, y, z) and the spatial part of the metric dt'7 2 (not necessarily 
flat) are independent of t, then it is clear that if one takes the slice 
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through spacetime defined by dt = 0, then the space thus defined has 
properties that do not depend on when the slice is taken. The coordinates 
x, y, z can therefore be understood to be labelling positions on a rigid 
spatial structure, which we call a lattice. It is also clear that t labels a 
time coordinate, because when dx = dy = dz = 0 one finds that ds2 <: 0: 
i.e., a change in t on its own makes a time-like interval. For such changes 
we find 

J-ds2 = acdt '* dT = adt. 

It follows that a is the gravitational time dilation factor. In other words 
/ 2 , 

a is the function we previously (eqn (9.20)) called e<P C • Therefore, the 
metric can be written 

(1l.8) 

where <I>(x, y, z) is by definition the time dilation factor appearing in 
eqns (9.20) and (9.19). 

Using eqns (9.20) and (9.19) we can now extract from any given a 
both the gravitational redshift and the local acceleration due to gravity: 

v(x) = v(xo)a(xo)/a(x), (11.9) 

(1l.10) 

where in the second equation the gradient is with respect to ruler 
distance (because we originally derived the equation by arguing from 
the equivalence principle using a LIF). Ruler distance is related to the 
coordinates by the spatial part of the metric. If the spatial part IS 

Euclidean as in eqn (11.4), then this is straightforward: for example, 

if a depends only on x. 

c2 da 
g = - -;- dx 

Notice what happens to these equations if the spacetime is unchanged 
but it is mapped in a different way by introducing a change of coordi­
nates. A general linear change of the time coordinate, such as t' = at + b 
for some constants a, b, results in dt = (l/a)dt' so changes the a function 
merely by an overall factor 1/ a. This has no effect on the redshijt 
predicted by eqn (11.9), nor on the gravitational acceleration predicted 
by eqn (11.10). For metrics of type (11.4) an arbitrary change in the x 
coordinate-i.e., x = f(h), where h is the new coordinate and f is some 
function of h alone-makes the metric take the form 

where in the first term a(x) = a(f(h)) and in the second term the prime 
indicates the first derivative of the function. The redshift prediction is 
again unaffected and so is the g prediction! For, writing dl for ruler 
distance, given by ds at dt = 0, we have 



c2 da C
2 da dh c2 a'1' c2a' 

g= --- =----=---=--
a dl a dh dl a f' a ' 

i.e., 9 is equal to the same function as before the coordinate change. 
More general coordinate changes can result in a change of v and g. One 
then finds that either eqns (11.9) and (11.10) are still valid, or else time­
dependence or a cross-term (e.g., dxdt) is introduced into the metric 
equation. The metric is then said to be non-static, and the definition 
of concepts such as 'at a given place' has to be reconsidered before 
gravitational time dilation can be meaningfully defined. 

In summary: in the static case the gravitational time dilation and 
acceleration are unaffected by mere rescaling of the temporal or spatial 
coordinates, because they are defined in terms of proper time and ruler 
distance. However, they can be affected by some changes that preserve 
staticity, such as a change of reference frame to one which is uniformly 
accelerating relative to the first (e.g., the constantly accelerating frame 
in Minkowski spacetime). 

As an example simple case, take a = x (i.e. <I> = c2 In x), then we find 
vex 1/x and 9 = -c2 Ix. This describes the constantly accelerating rigid 
reference frame in flat spacetime that was discussed in section 9.2.2. 
For a = x the metric (11.4) is equivalent to the metric (9.45). The only 
difference is one of labelling: the parameters we called e and h before 
are now being called t and x. We have already shown that there exists 
another choice of coordinates which makes the metric revert exactly and 
everywhere to the Minkowski form (11.1), so in this case there is no 
spacetime curvature. Two observations follow: first, this is certainly a 
possible solution to the Einstein field equation in free space; and second, 
we can, if we prefer, attribute all the effects of <I> (x ) to Special Relativistic 
time dilation and space contraction, plus the effects of inertial forces that 
are present because the (t, x, y, z) reference frame is accelerating relative 
to an inertial frame. It is here a matter of taste as to whether or not the 
effects of V<I> are called gravitational. 

Other choices of a do give spacetime curvature. An example is where 
<I> is a linear function of position: <I> = kx for some constant k: i.e., 

(11.11) 

Using eqn (11.10) we then find that the acceleration due to gravity is 
everywhere the same: 

g = -V<I> = -kx. 

Hence this describes what may reasonably be called a uniform grav­
itational field. In this case there is spacetime curvature for the tx 
'plane' (exercise 11.12). Since curvature cannot be transformed away 
by a change of coordinates, there is now no special choice of reference 
frame in which gravitational effects vanish everywhere. Indeed, since 
the curvature is essentially that of a plane not a higher-dimensional 
entity, it cannot here attain an average of zero even when averaged over 
orientations. It follows that the metric does not describe a free-space 
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O r------r-----~ 

-0.5 

'" ~ -1 

-1.5 

solution to the field equation. It is an artificial case that serves ill 'ely t 
.illustrate what would be observed in a uniform gravitational field If on

D 

'ould b ·· produced, for ex.:1.mpl , inside a 'uitably arranged solid object~ 
Positiv ,.. corresponds to the case where he gravita ional ac 'el ratiol\ 
is towards negativ · x, 0 x i a m a ~ll'e of 'heigh , Let 9 = Igl be the 
magnitud of g , then <I? == gx. We can immediately extract PI' dictiob 
such as the gravitational redshift of light-waves propagating in such a 
uniform field: eqn (11.9) gives 

v(x) = v(0)e-gx
/

c2
. 

Note that there is no singular behaviour here: all finite values of x giVe 
finite v. This shows that there is no horizon for this spacetime, in contrast 
to the horizon at h = 0 that we discussed in section 9.2.2. Consult the 
exercises for further properties. 

11.2 Schwarzschild metric: basic 
properties 

The Schwarzschild metric is important because it is an exact solution 
of the free-space field equation for a physically important case: namely, 
spacetime outside a spherically symmetric body. This will be proved in 
volume 2. It should be compared to the case of the Coulomb field in 
electrostatics, and indeed has some similarities. The main difference is 
that we do not have a superposition principle in the case of General 
Relativity because the field equation is non-linear. The field due to two 
nearby stars is not equal to the sum of the fields due to each star on 
its own. 

Schwarzschild radius 

-2 '----_--'---__ ~_~_-----' The spatial region l' = rs is a spherical surface. Outside this surface (the 
o 2 3 4 only region we shall consider for the moment) the metric is static. There-

rlrs fore the gravitational time-dilation factor (gravitational potential) is 

Fig. 11.1 ip / c2 verses r / r 8 (full curve). 
The dashed curve shows -r8/2r for 
comparison, 

c2 

<I> = "2ln(l - rs/r) (11.12) 

in Schwarzschild coordinates: i.e., using the metric (11.5). The acceler­
ation due to gravity is 

_ I <I> I _ d<I> _ d<I> dr _ c2rs 
g - V - dl - dr dl - 21'2(1 - r s /r)1/2 

(11.13) 

where dl refers to the proper distance. This is obtained from the 
metric by considering a displacement dr with dt = 0: dl = ds = (1 -
r s /r)-1/2dr so 

dl 

dr 

1 
(1 - r s/r)1/2' 

(11.14) 
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!'Jote that g tends to infinity at the so-called 'Schwarzschild radius' r = 
r s' and that this is because d <I> / dr tends to infinity faster than does 
dl/dr. This is an example of an horizon, to be compared with the one 
we explored in section 9.2.2. We shall postpone discussion of it until 
section 11.5. 

The value of the Schwarzschild radius for a given gravitating body can 
be obtained by looking at the weak-field limit at large r. Here we know 
that the field must become Newtonian, so, using (11.13) at r » rs , 

Schwarzschild radius 

c2rs GM 
= 2r2 r2 

2GM 
=? rs =-­

c2 (11.15) 

where M is the mass of the body. To remember this formula, the 
following mnemonic may be useful: consider the escape velocity for a 
particle in a Newtonian gravitational field. This is obtained by setting 
the kinetic energy equal to the binding energy: (1/2)mv 2 = GMm/r. 
Apply this formula with v = c and one finds that rs is the radius at 
which the escape velocity equals c in a purely Newtonian model: this is 
purely coincidence but easy to remember. 

The values of rs for some example objects are given in the table: 

Earth 
Sun 
Galaxy 

8.87mm 
2.95 km 
0.03 light-year 

where the last case is approximate (it treats a spherically symmetric 
body of mass 1011 M(')). Note that all these objects are of a size much 
exceeding their Schwarzschild radius, so for them r s is simply a length 
scale associated with gravity. The Schwarzschild metric only applies out­
side the body, where there is no matter. Inside a material body some other 
metric applies-one which is smooth and without extreme behaviour. 

Birkho ff' s theorem 

The Schwarzschild spacetime is unique. That is, it is the only solution to 
the field equation having both spherical symmetry and complete time­
independence. In 1923 Birkhoff discovered an important extension to its 
validity: it turns out that even without the assumption of staticity, the 
Schwarzschild solution is the unique solution with spherical symmetry. 
The proof uses the idea that even if one introduces time-dependence into 
the functions in front of dt2 and dr2 in the metric, it can be transformed 
away by a change of coordinates. It follows that even if the central 
spherical body (a star or planet) were collapsing, exploding, or pulsating 
in some spherically-symmetric way, the external field would show no 
change whatsoever. The same is true in electromagnetism for a pulsating 
charged sphere (this is easily proved by applying Gauss's theorem and 
symmetry arguments to the electric and magnetic contributions). 

It follows that the spacetime inside a spherically symmetric cavity 
must be fiat (it must be Schwarzschild's solution with rs = 0, because 
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Fig. 11.2 'Expansion field' picture of 
the Scbwarzschild geometry. The fig­
ure shows a geodesic plane through 
the origin with a set of rods lying in 
the plane, a ll having the same proper 
length. The 'isotropic' coordinate sys­
tem (r, e, ¢) has been adopted so that 
the length of the rods is independent of 
their orientation. 

the absence of any matter a 7' = 0 means that nothing sp ial c 
be happening th 1"e). Th surmlmding material can even be mOvi all 
ra.dially. Al 0, if on be radiall moving pherically symmetric matel'~1 
outsi e sam phrica1 lU-face E with a pherical tar aL the cent~ 
and vacuum in between hen between 'Lhe s ,\r's sw-face and he surfa 
E the sp~\cetim rou L be Schwarz I ildian. In particular if the rest c~ 
spacetim is isol;ropic and radially expanding, then the planetary orbi~ 
about the star know nothing of (;ha.t global expan ion. Sola.r 'ystem ,alld 
even galaxies, do not in general become larger as the univ r " expan.d 

11.3 Geometry of Schwarzschild solution 

Two models can help to get a feeling for the geometry of spacetime 
implied by the Schwarzschild metric. For r > r s the t coordinate is 
clearly temporal (its coefficient in the metric is negative-definite) and 
the other coordinates are spatial (their coefficients are positive-definite) 
so a time-slice can be taken as dt = O. This reveals a three-dimensional 
space whose metric is 

In view of the spherical symmetry, the geometry of the whole space 
is summarized by the geometry of any plane through the origin. We 
then have a two-dimensional space to think about. Taking the plane at 
() = 'if /2 for convenience, the metric is 

(11.16) 

Adopting the 'expansion field' viewpoint, we can now pretend that the 
space is really flat but that rulers in it behave strangely, shrinking by the 
factor (1 - r s /r)1 /2 in the radial direction (but not in the ¢ direction). 
Alternatively, adopt the f coordinate defined in eqn (11.6) and then the 
rulers shrink by a factor (1 + r s /4f)-2 independent of the direction in 
which they are laid down (consult the metric (11.7)). This is shown in 
Fig. 11.2. We say 'shrink' rather than 'expand' because it makes sense 
to compare the rulers to their behaviour at large r where the geometry 
tends to Euclidean. 

The other useful model is that in which the surface is 'embedded' in 
a three-dimensional Euclidean space. In other words, we let r, ¢ serve 
as coordinates in a plane, and we introduce a height z in such a way 
that distances on the surface z(r, ¢) exactly match ruler distances along 
the corresponding tracks in the Schwarzschild space. To obtain z, first 
recall that the distance along a line y = y(x) in two dimensions is dl = 
(dx2 + dy2)1/2 = (1 + dy/dx)1/2dx. Therefore, on a surface of revolution 
around the z axis, distances are given by the metric 

(11.17) 
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z 

Comparing this to eqn (11.16) we obtain a differential equation for z(r) 
whose solution is (exercise 11.2) 

(11.18) 

This surface, called Flamm's paraboloid, is shown in Fig. 11.3. From 
the fact that any small part of it is saddle-shaped, we deduce that the 
Gaussian curvature is negative, in agreement with eqn (11.20) below. 

Flamm's paraboloid (also called an embedding diagram) is an exact 
(and useful) representation of the spatial geometry. Sometimes people 
use the idea of a ball rolling on this surface to illustrate the way curvature 
leads to bending of orbitsj but this is a mistake, because worldlines are 
governed by curvature of time and space together. Indeed, even if this 
surface were exactly flat then particles would still orbit the central body, 
as eqn (9.50) and following shows. 

To find the Gaussian curvature of our two-dimensional space, let 
us adopt the method of geodesic deviation, eqn (10.10). To apply the 
method we need to identify a pair of neighbouring geodesics in the space. 
Finding a general geodesic is a non-trivial task, but fortunately we have a 
situation where one set is easy to spot: the radial lines. It is clear by either 
definition (stationary length or non-turning (= parallel transport)) that 
these are geodesic. Pick the line at ¢ = 0, then a neighbouring geodesic 
line is at ¢ = const for some small ¢, and in the limit ¢ -+ 0 the ruler 
distance between neighbouring points on this pair of geodesics is given 
by'T) = r¢. In eqn (10.10) r refers to ruler distance along a geodesic, not 
the Schwarzschild coordinate rj therefore, we need a different symbol for 
the former. We shall call the ruler distance l, so that eqn (10.10) reads 

(11.19) 

Using 'T) = r¢ we have 

and the metric gives dr/dl = (1- r s /r)1/2. After carrying out the dif­
ferentiation and substituting in eqn (11.19), one finds 

Fig. 11.3 Flamm's paraboloid, eqn 
(11.18). 
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Flamm's paraboloid (also called an embedding diagram) is an exact 
(and useful) representation of the spatial geometry. Sometimes people 
use the idea of a ball rolling on this surface to illustrate the way curvature 
leads to bending of orbitsj but this is a mistake, because worldlines are 
governed by curvature of time and space together. Indeed, even if this 
surface were exactly flat then particles would still orbit the central body, 
as eqn (9.50) and following shows. 

To find the Gaussian curvature of our two-dimensional space, let 
us adopt the method of geodesic deviation, eqn (10.10). To apply the 
method we need to identify a pair of neighbouring geodesics in the space. 
Finding a general geodesic is a non-trivial task, but fortunately we have a 
situation where one set is easy to spot: the radial lines. It is clear by either 
definition (stationary length or non-turning (= parallel transport)) that 
these are geodesic. Pick the line at ¢ = 0, then a neighbouring geodesic 
line is at ¢ = const for some small ¢, and in the limit ¢ -+ 0 the ruler 
distance between neighbouring points on this pair of geodesics is given 
by'T) = r¢. In eqn (10.10) r refers to ruler distance along a geodesic, not 
the Schwarzschild coordinate rj therefore, we need a different symbol for 
the former. We shall call the ruler distance l, so that eqn (10.10) reads 

(11.19) 

Using 'T) = r¢ we have 

and the metric gives dr/dl = (1- r s /r)1/2. After carrying out the dif­
ferentiation and substituting in eqn (11.19), one finds 

Fig. 11.3 Flamm's paraboloid, eqn 
(11.18). 
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Fig. 11.4 Radial distance from the 
horizon, eqn (11.21) (with the line 
x-I shown dashed, for comparison). 

(11.20) 

Radial distance and 'Tardis effect' 

Using the metric (11.5) it is easy to see that the distance around 
a circumference at e = 1r /2 is C = 21rr. This means that the radial 
coordinate r in the Schwarzschild metric can be conveniently interpreted 
as r == C /21r, where C is the circumference, as measured by standard 
rulers, of the circle defined by the locus of points at given r. However 
r is not the ruler distance from the origin, nor are changes in r direct I; 
equal to radial distances. The radial distance from the origin is not a well­
defined concept (see later on black holes), but the radial distance from 
the horizon (r = rs) is. It is given by the integral of dl/dr if we choose 
to measure it using standard rulers at rest relative to the rigid lattice 
(the radar distance is different). Introducing x == r / r s for convenience , 
this is 

1
:1: 1 

----r.====:=:;= dx = / x (x ~ 1) + log ( Vx + v'X'=1) . 
1 / 1 ~ l / x 

(11.21) 

This function is plotted in Fig. 11.4. For example, the surface r = 2rs 
is at a distance ~ 2.2956 r s from the horizon. Take a look at Flamm's 
paraboloid to obtain a visual impression of this. 

In the popular science-fiction television series Dr Who, the hero owns 
a time-travel machine called the 'Tardis'. This Tardis has a wonderful 
property that always captures the imagination of viewers: it is larger 
on the inside than on the outside. From the outside its dimensions are 
those of an old-fashioned police box (or telephone box): a square prism 
with a diameter of approximately 1 metre, and a height of approximately 
2 metres. Upon opening the door one steps into a large, roughly spherical 
room of radius 6 metres. 

General Relativity says that something approximating to this is possi­
ble. Suppose we have a spherical box containing within it a massive body 
whose surface lies near but just outside its own Schwarzschild radius, 
which is 1 metre. For example, suppose the surface lies at r = 1.0217 min 
Schwarzschild coordinates. Let the wall of the box be a spherical surface 
at r = 2 m in Schwarzschild coordinates. A visitor approaches the box 
and finds its surface area to be 41rr2 ~ 50 m2 . She guesses, therefore, 
that it has a radius of 2 m. Upon opening the door she steps inside and 
notices first that the wall has the same area on its interior as on its 
exterior surface: no surprises yet. Then she walks towards the centre of 
the spherical room that she finds herself in, until she has traversed a 
distance of 2 m. From her previous observation of the exterior surface 
she might expect that this would bring her to the centre of the room, 
but she finds instead that she has only arrived at the surface of a 
sphere contained within the room (perhaps it is the control panel of this 
Tardis). The central sphere is quite substantial, having a surface area 
of ~ 13 m2-plenty of room for all the control systems. The distance to 
the centre of the sphere is a further 1.19 m (calculated by taking into 
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3CCount its radius excess which, from eqn (10.18), is rsl6 ~ 17 cm). We 
n3ve ignored the tremendous forces our visitor meanwhile experiences 
(exercise 11.4). The visitor concludes that the volume inside the Tardis 
is larger than it appeared (on Euclidean expectations) from the outside. 

11.3.1 Radial motion 

A test particle (i.e., one whose own gravitational effect is negligible) 
moving in the Schwarzschild spacetime has a variety of possible orbits, 
roughly comparable to the scattered, orbiting, or absorbed orbits of the 
special relativistic problem (section 4.2.6). They are derived by solving 
the appropriate equation of motion (which is equivalent to finding the 
shape of geodesics in the spacetime). The general problem requires some 
further mathematical apparatus that will be presented in chapter 14, but 
we already have the tools needed to treat straight-line radial motion and 
to find the circular orbits. That there exist such solutions is obvious by 
symmetry. 

A particle initially moving in the radial direction will continue to move 
in a straight line at constant e, ¢. The radial position as a function of 
proper time can be obtained from the metric and eqn (9.58). From the 
metric at de = d¢ = 0 we have 

e2 d72 = e2iP /
c2 e2dt2 _ e-2iP /

c2 dr2 

Using eqn (9.58) we find that in free fall the left-hand side of this 
equation is constant; therefore, so is the right-hand side. Hence the 
motion satisfies 

( )

2 
rs 1 dr 

( 1 - -) + - - = const == E. 
r e2 d7 

(11.22) 

Substituting rse2 = 20M (eqn (11.15)) and multiplying by the mass m 
of the particle, we find 

OMm 1 .2 E -1 2 --- + -mr = --me 
r 2 2 (11.23) 

which is reminiscent ofthe Newtonian result, except that the dot signifies 
diciT and r is the Schwarzschild coordinate. This equation makes it 
easy to find the velocity of the falling particle at any given r, for given 
initial conditions, and it can be integrated to find r(7) (exercise 11.6(i)). 
Differentiating the equation w.r.t., r gives 

d2r OM 
(11.24) 

which is also easy to remember. To find the trajectory relative to the 
Schwarzschild lattice, we can either find t( T) by solving eqn (9.58) after 
substituting the known r( 7) into the expression for q" or use dr jdt = r Ii 
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Fig. 11.5 Schwarzschild spacetime in 
the rt geodesic plane (in units with 
rs = c = 1). The lines are null geodesics 
(photon worldlines); t he dashed line 
shows an example ingoing world line to 
enable the reader to follow it across the 
horizon at r = 1. Note the light-cone 
behaviour. At the horizon the cones 
b ecome narrow, and the time-like direc­
tion changes abruptly. The boxes in 
the r > 1 region are shown at equal 
increases of ruler distance from the 
horizon, and all have the same ruler 
width and proper duration. 

1 It helps to picture the local lattice as 
having a rectangular construction here. 

to get a first-order differential equation for the trajectory r(t). The reSUlt 
is given in exercise 11.6(ii). 

For photons we cannot use proper time along the path, but these are 
easily treated by setting ds2 = 0 in the metric equation. This picks Out 
a null cone. On its own this constraint is not enough to determine the 
null geodesics, but by symmetry we know there exist geodesics having 
dB = d¢ = 0, and these further constraints suffice to find them. Hence a 
radial photon worldline is described by 

dr 
edt = ± I 1- rs r 

which integrates to 

±et = r + rs log Ir - rsl + const. (11.25) 

Examples are plotted on Fig. 11.5. 

11.3.2 Circular orbits 

To treat a circular orbit, we combine eqns (11.13) and (9.15) for gravity 
and particle track curvature K" taking care to interpret the latter COr­
rectly. K, here refers not to the Gaussian curvature of the spacetime, but 
to the rate of bending, relative to a local rigid lattice, l of the path in 
space traversed by a particle in free fall. For a particle moving at speed 
v relative to the local lattice, we have, at any point where its motion is 
perpendicular to g (i.e., anywhere on the orbit under consideration), 

g c2rs 
K, - -- - --~----~77~~ 

- v2 - 2r2(1 - rslr)1 /2v2· (11.26) 

The relation between K, and r is now to be found by geometric 
arguments from the metric. What we need to do is to find the fiat 
space that matches the spatial part of the Schwarzschild metric locally 
at some point in the orbit (a so-called tangent surface), and find how a 
line at constant r looks in this Euclidean space. A neat trick suffices to 
accomplish this. Drop a cone onto Flamm's paraboloid (Fig. 11.6a) so 
that the cone touches the surface at r and is tangent to it there. Then 
any small part of this cone, near the coordinate position r, is the fiat 
space we seek. However, the cone has the nice feature that it is a fiat 
surface in its entirety (excluding the vertex): it can be 'unrolled' to a 
fiat plane without distortion (Fig. 11.6b). When thus unrolled the path 
on the cone is clearly part of a circle of radius 

r 
a = ----

cosf3 

where the angle (3 (not necessarily small) is given by 

tanf3 = dz = (rlrs _ 1)-1/2 . 
dr 



11.3 Geometry of Schwarzschild solution 279 

Vsing the trigonometric identity tan2 (3 + 1 = 1/ cos2 (3 we find 

a = r(l - r8/r) - 1/2. 

'I'll line curvature measure", i by definition, the inverse of this radius 
(sine w ar now examining a flat surface), so we have ag = v 2

. This is 
an quaLion for 7' which i, easily solved, giving 

r = rs (1 + 2:2 ). (11.27) 

Note that Fig. l1.6b makes it obvious that although the worldline is 
a geodesic of the spacetime, the path in space is not a geodesic of the 
space. It is not true to say that 'the Earth travels in a straight (i.e., 
geodesic) line ' as is sometimes asserted in popular treatments of General 
Relativity; rather, its worldline is straight (i.e., geodesic). 

Eqn (11.27) shows that for circular orbits, as v increases the radius 
decreases (as one would expect from familiarity with the Newtonian 
problem). At small v the result matches the Newtonian prediction, and 
at v = c we have r = (3/2)r8 (the method of calculation has been valid 
for zero rest-mass as well as for massive particles). Thus we find at 
(3/2)r8 a spherical surface in which photons can orbit the central body: 
a so-called 'light-sphere'. Sufficiently dense neutron stars can possess 
such a light-sphere, and so do all black holes. For radii smaller than 
(3/2)r s there are no circular orbits. 

It is useful to connect the particle speed v in eqn (11.27) to a 
description of the orbit using Schwarzschild coordinates. Care is needed. 
At any moment the speed v in eqn (11.27) is the speed of the particle 
relative to a certain LIF: namely, the LIF which is momentarily at rest 
relative to the lattice as the particle passes by. Let the time coordinate 
in this (Minkowskian) LIF be t', then 

d¢ 
v=r­

dt' 

since rd¢ is the distance along the orbit, in the LIF under consideration. 
Let, = (1 - v2/c2)1/2 be the Lorentz factor, then 

dt' 
dT =, 

where T is proper time along the worldline. To be certain that this famil­
iar result applies here, just consider adjacent events on the worldline: 
they will be separated by dt', dx', 0, 0 in the LIF whose x'-axis has 
been aligned along v so that v = dx' / dt'; the result follows. Thus we 
find 

de Sitter precession 

d¢ 
,v = r dT. (11.28) 

Suppose a particle following a circular orbit possesses intrinsic angular 
momentum: for example, consider a gyroscope orbiting the Sun. Ignoring 

(a) 'z' 

(b) 

Fig. 11.6 Geometric construction 
used to find the radius of a circular 
orbit. The axis 'z' refers to the 
embedding coordinate introduced in 
Flamm's paraboloid (see Fig. 11.3). 
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Fig. 11.7 Behaviour of an orbiting 
gyroscope, neglecting Thomas preces­
sion. The figure shows the gyroscope 
moving in the fiat space of the unrolled 
cone. The effect of space curvature is 
that lines OA and OB are in fact iden­
tical: they are at the same location 
in the (r, e, 4» Schwarzschild lattice. 
When the gyroscope arrives at OB it 
has also arrived at OA, but now it 
makes an angle 09 with the radial line. 

a 

Fig. 11.8 Acceleration and velocity of 
the Schwarzschild lattice relative to a 
LIF that follows a circular orbit in the 
anticlockwise sense. In this case the 
Thomas precession of the lattice rela­
tive to the LIF is in the clockwise sense. 

Thomas precession for the moment, such a gyroscope will maintain 
a fixed orientation as it orbits in the flat space shown in Fig. 1l.6b. 
Therefore, the angle between the gyroscope's angular momentum vector 
and a radial vector increases as the gyroscope orbits the central mass. 
However, it does not increase by 2'lT' when a single orbit is completed 
because of the opening angle of the flattened cone. When the gyroscop~ 
completes the travel distance 2m' around the circular arc of radius a , 
it is 'surprised' to find itself back where it started (Fig. 11.7) , and its 
angular momentum has therefore precessed in the prograde sense by 

8 = 2'lT'(a - r) = 2'lT' (1 _ 1 ) "':' 2'lT'V2 
g a y'1+2v2 /c2 c2 

where 'g' denotes 'geometric' and the approximate version is for v « c. 
The gyroscope is in free fall, so does not experience proper acceleration 

and therefore does not Thomas precess. However, the fixed Schwarzschild 
lattice is experiencing a constant outward radial acceleration relative 
to an orbiting LIF, and therefore relative to such a LIF it Thomas 
precesses in the retrograde sense by 8Th om as = 2'lT'( "y - 1) "':' 'IT'V

2 / c2 per 
orbit. Therefore, relative to the lattice the gyroscope's angular momen­
tum vector precesses in the prograde sense in total by 

(1l.29) 

per orbit . This effect is called de Sitter precession. It has been 
measured for the Earth- Moon 'gyroscope' in orbit around the Sun to 
about 1% accuracy. 

11.3.3 General orbits and the perihelion of Mercury* 

To treat a general orbit in Schwarzschild spacetime we need the equa­
tions of motion, which are the equations of time-like geodesics. The 
mathematical apparatus to obtain them is presented in chapter 14. Here 
we shall discuss their solution. 

For a general motion we have four unknowns, t(T), r(T), 8(T), ¢(T), 
so we need four equations. We will show in section 14.4 that a suitable 
set is 

dt 
c2 (1 - rs/r) dT = const == E, 

,2 d¢ = const == L, 
dT 

8 = n/2, 

L;.2 + (1 _ r s) ~ _ G M = E2 - c
4 

2 ,2r2 r 2c2 

(11.30) 

(11.31) 

(11 .32) 

(11.33) 

The first equation is the same as eqn (9.58), but now it is more general 
because it is not restricted to radial motion only. It reveals a constant of 
the motion E that tends to energy per unit mass in the Newtonian limit, 
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sa we call it energy. The second constant of the motion looks like angular 
momentum per unit mass, so that is what we call it. The equation 
e = 7f /2 states that the whole motion stays in the 'equatorial' plane in 
Schwarzschild coordinates. This is obvious by symmetry: we can always 
orient axes so that the initial velocity is in the plane e = 7f /2, and then 
the gravitational acceleration never steers the velocity out of that plane. 
The last equation is obtained immediately from the Schwarzschild line 
element (= metric equation). It is a statement of (ds/dT)2 = -c2

, as you 
should verify. The equation looks much like an equation for energy. By 
analogy with the classical problem one may roughly interpret the terms 
on the LHS as radial kinetic energy, rotational energy, and potential 
energy. Writing the RHS as HE/c2 + l)(E - c2 ) one sees that in the 
Newtonian limit it is the difference between total energy and rest energy. 

Eqn (11.33) may be treated just as we treated the special relativistic 
motion in a Coulomb field; see section 4.2.6. We have T = -dVeff/dr, 
where the effective potential is 

( 
rs) L2 c2rs 

Veff = 1 - -;: 2r2 - ~. (11.34) 

See Fig. 11.9. First we consider the general form of the motion. There 
is a 'centrifugal barrier' associated with angular momentum, and an 
attractive l / r potential. The -1/ r3 term dominates at small r , so Veff -+ 
-00 at the origin; therefore, at any given angular momentum there exists 
a threshold energy above which an incident particle is not scattered but 
surmounts the centrifugal barrier and is 'sucked in' (i.e., spirals in) to 
the origin. In units where rs = c = 1 the effective potential is 

Veff = (1 - ~) ~ - ~, 
r 2r2 2r 

(11.35) 

so it is clear that it is essentially a function of two parameters: Land r. 

Circular orbits and accretion disc 

The stationary points dVeff / dr = 0 give the possible radii of circular 
orbits. They are located at 

r = L2 ± JL4 - 3c2r;L2 
c2rs 

From the definition (11.31) and (11.28) we can deduce 

L = -yrv . 

(11.36) 

Using this you can check that eqns (11.36) and (11.27) agree with one 
another. 

When L < V3rs c there is no barrier so no orbital motion: all incident 
particles either fall into the black hole or hit the central body if there is 
one. When there are stationary points (i .e., for L > V3rs c) they give the 
radii of possible circular orbits. The inner stationary point is a maximum 
giving an unstable circular orbit, and the outer is a minimum giving 

0.02 ..--_-~-~-~-~____, 

0.01 

o 

-0.01 
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-0.04 

-0.05 u..~_~ _ _ _ ___ ~ 
o 5 10 15 20 25 30 

Fig. 11.9 Effective potential for 
Schwarzschild orbits, for two values 
of L (eqn (11.35)). The ends of the 
horizontal line indicate the turning 
points of an example quasi-elliptical 
orbit. 
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Fig. 11.10 Accretion disc. 

a stable circular orbit. From the fact that L = v'3rsc gives r = 31' s, 
and higher L is required to produce a minimum, one can deduce that 
stable circular orbits must have r > 3rs . The circular orbits at r < 31's, 
including the light-sphere at l' = (3/2)rs, are unstable. 

For stable orbits l' increases monotonically with Lj for unstable ones it 
decreases monotonically with L. Therefore, the tightest orbit is obtained 
at L -+ 00, giving l' --+ (3/2)rs: i.e., the light-sphere. 

The tightest stable orbit, at l' = 31'8' has v"ff = -c2 /18, and therefore 
E = 2V2/3c2 -::::: 0.943c2

. This means that tremendous energies can be 
released when particles orbit black holes. An infalling particle typically 
has orbital angular momentum, and therefore approaches on some quasi­
hyperbolic or elliptical trajectory. It may fall straight into the black hole, 
in which case the black hole acquires the energy and none is released to 
the rest of the world. However, it may encounter other material already 
in orbit- a so-called accretion disc. Collisions will tend to bring its 
trajectory into agreement with that of the other material. If it eventually 
arrives at the tightest circular orbit it must have given up almost 6% of 
its rest energy. This should be compared to fusion reactions inside a star 
like the Sun, which liberate only rv 1 % of the rest energy. The energy is 
released to thermal kinetic energy in the accretion disc, and thence to 
emitted thermal radiation. In consequence, a black hole can be sitting 
inside a very brightly emitting disc. 

It can also be shown that for circular orbits one has 

(11.37) 

This is Kepler's Third Law! 

Advance oj the perihelion 

Around the minimum in the effective potential (when there is one) is 
the region where quasi-elliptical orbits exist, with the bound particle 
moving between two turning points at Veff = E/m - c2 (so r = 0). The 
orbit looks similar to the rosette shown in Fig. 4.6. 

To determine this rosette shape we adopt the same approach as in 
section 4.2.6. We change variable from l' to u == 1/1'. Because we have 
in L the same type of constant of motion as in the Special Relativistic 
calculation, we can employ eqn (4.62) (with m = 1) to obtain 

(11.38) 

In the classical case we would have simple harmonic motion of u as a 
function of cp. In the present case we still have oscillatory motion, but 
now in yet another effective potential well, given by 

( 
1 2 r 8 3 c2r 8 V u) = -u - -u - - - u. 
2 2 2L2 

(11.39) 
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The exact solution can be expressed in terms of elliptic integrals. We will 
use an approximation to treat orbits of small eccentricity. In this case 
the motion is almost circular, so it remains close to the minimum of the 
potential V(u). But since any potential well is approximately quadratic 
close to its minimum, the motion u( ¢) will be simple harmonic. All we 
need do is find the minimum of V (u )- it is at 

u = _1 (1- VI - 3(crs/L)2) 
3rs 

(11.40) 

- and then evaluate d2V/du2 at this minimum. The result is 

d2V 
du2 = 1- 3rsu = V1- 3(crs/L)2. 

The simple harmonic motion therefore has angular frequency 

3 c2r2 
W = (1- 3(crs/L)2)1/4 ~ 1- --2s. 

4 L 

This is smaller than 1, so when the azimuthal angle advances by 2n the 
radial oscillation is not quite complete. After setting out from a minimum 
value of r, for example (called perihelion in the case of an orbit around 
the Sun), the radius next reaches a minimum when w¢ = 2n; therefore 
¢ = 2n + 8, where 

(11.41) 

where in the last step r is the mean radius of the orbit, obtained from 
eqn (11.40); in terms of the standard orbit parameters it is r = (1 - e2 )s, 
where e is the eccentricity and s is the semi-major axis.2 

This 8 is the famous advance of the perihelion first obtained by 
Einstein. It is six times larger than the Special Relativistic result (4.66). 
This was the first great success of General Relativity (beyond the purely 
abstract success of its innate beauty) , because despite its small magni­
tude this precession had already been noticed, in the case of Mercury's 
orbit around the Sun, by means of centuries of careful astronomical 

Table 11.1 Data for Mercury's orbit. 

Aphelion rap 69,816,900 km 
Perihelion Tpe r 46,001 ,200 km 
Semi-major axis s Hrap + r per ) 57,909,100 km 
Eccentricity e Tap-Tper 0.205 630 

ra~+rEer 

Specific angular momentum L V(1- e2 )GMs 2.713 x 1015 m 2 /s 
Orbital period 87.9691 days 
Solar mass M 1.9891 x 1030 kg 

Advance of perihelion 570.87 arc-s/century 
Newtonian 527.9 arc-s/century 

GR c2 r2 
3nTIt 42.98 arc-s/century 

2 See exercise 11.16 for a treatment of 
or bits of any ellipticity. 



284 Physics from the metric 

0.2 

0.15 

0.1 

0.05 

0 

-0.05 

-0.1 
0 2 3 

r/rs 

Fig. 11.11 Effective potential for 
photon orbits, eqn (11.44). 
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11.3.4 Photon orbits* 

For massless particles we use a parameter A to measure arc length along 
the worldline (since proper time is zero), and one finds 

and 

dt -
(1 - rs/r) dA = const == E 

2d¢ -
r - = const == L 

dA 

i} 
v"ff == (1 - rS /r)2 ' 

r 

(11.42) 

(11.43) 

(11.44) 

The equations for the conserved quantities look the same, but now the 
dot signifies differentiation with respect to A, so the physical meaning 
is different; to keep this in mind we use a tilde. The equation of motion 
then follows directly from the line element, with (ds/dA? = O. Clearly 
L has no effect other than to change the height of the effective potential, 
but by rescaling the A parameter we can change it back again, so we may 
as well set L = 1. This is except for the radial paths (L=O), which are 
trivially straight lines. v"ff is shown in Fig. 11.11. It is zero at r = rs and 
has a single maximum at r = 3rs/2. A ray with sufficient E to get past 
this maximum is never turned around. This means that any incoming 
ray that hits the light-sphere at (3/2)rs is subsequently swallowed by 
the black hole (or hits the surface of the central body if there is one). 
Similarly, an outgoing ray that makes it as far as the light-sphere has 
guaranteed its own freedom. For E values close to -v,,~ax) = 4/27r; there 
is spiraling motion; at other values there is scattering or absorption. 
There are no stable orbits. Solution of the equation of motion permits 
an exact treatment of aberration and lensing, and in some cases this is 
algebraically simpler than the effective refractive index method to be 
discussed below. 

11.3.5 Shapiro time delay 

Consider a pulse of light travelling past a star such as the Sun, at a 
distance large compared to r s. The pulse will travel in an almost straight 
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liDe, and will experience on its jm.uney the effects of gravitational time 
dilation and space contractioll . The sligh bending of the path is treated 
iD section 11.4; here we shall exa.mine ~h t ime of travel. 

It i conveni nt to use the form of the metric given in eqn (11.7). By 
comparing this with the flat space metric (11.2) we see that the spatial 
part corresponds to a flat metric multiplied by a function of r alone. It 
followS that the spatial behaviour is isotropic in this coordinate system. 
When written in rectangular coordinates, the spatial part is 

dl2 = (1 + 1'8 /4r)4(dx2 + dy2 + dz2) (11.45) 

with r = (x 2 + y2 + Z2)1/2. 
In first approximation the path of the light-signal can be taken as the 

straight line y = b, Z = 0 (see Fig. 11.12), with x running from -Xl to 
X2' b is the distance of closest approach; r = (x2 + b2)1/2. For a light-ray 
we set ds = 0 in eqn (11.7), so with also dy = dz = 0 we have 

dt (1 + 1'8/4r)3 1'8 1'8 
c- = C::' 1 + - = 1 + . 

dx (1 - 1'8/41') r (x 2 + b2 )1/2 

Integrating this between 0 and X gives the coordinate time elapsed 
between the point of closest approach and the point x = X: 

X + VX2 + b2 

c6.t = X + 1'8 In b C::' X + 1'8 In(2X/b), 

where the second step used X » b. If the signal travels from Xl on one 
side to X 2 on the other then the total coordinate time elapsed is 

4XI X 2 
C6.t12 = (Xl + X 2 ) + 1'8 In -b-2-' (11.46) 

The logarithmic term is the Shapiro time delay. To measure it one may 
use a radar reflection experiment between Earth and a planet such as 
Mercury or Venus. The method is to compare the echo time under 
ordinary conditions when the path does not approach to the Sun, with 
the time at close conjunction where it shows a pronounced increase. 
Shapiro first proposed and carried out such experiments in the 1960s. 
For example, in the case of Mercury an effect of approximately 220 p..s is 
expected. In principle this is easily detectable, but the experiments are 
complicated by the fact that planets are not smooth mirrors, and the 
Sun has an outer 'atmosphere' of free electrons that extends into the 
region where the effect is largest, which presents a refractive index that 
has to be taken into account. More recent surveys use a space probe to 
reflect the signal, and a computer program to adjust for the masses of the 
planets, oblateness ofthe Sun, etc. Excellent agreement (to rv 10-3 ) with 
General Relativity is found. Note that this tests both the temporal and 

Fig. 11.12 A particle or light-pulse 
passing the Sun on an almost unde­
flected trajectory. The small angle a is 
the subject of section 11.4. 
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dx 

edt 
n+dn 

edt 
n 

Fig. 11.13 Huygens' construction 
used to find the deflection of a plane 
wavefront in a region of non-uniform 
refractive index. The x direction is 
taken perpendicular to the ray, and dn 
refers to (8n/8x)dx. The gradient of n 
is not necessarily in the x direction. 

spati~l. parts of the rnetri . inc one can gather data under a variety of 
condItIOns a.nd perform a be L fit. (These measurements even furnished 
an improved estimate of t l e mass of the asteroid Ceres. The old valu 
prov d to b > in error by 15%.) e 

11.4 Gravitational lensing 

Next we consider the propagation of light in the vicinity of a spherically 
symmetric massive body. 

Using the isotropic metric (11.7), the coordinate speed of light (d/dt 
of coordinate location at ds = 0) is given by 

independent of the direction of travel of the light. Therefore we can 
define an effective refractive index: 

(11.47) 

This allows a very nice method of treating the propagation of light 
around spherically symmetric bodies. Introduce a flat spacetime. We will 
call it the 'shadow' spacetime and use it as a mathematical device. When 
particles move around the real spacetime their mathematical shadows 
move around the shadow spacetime, such that an event at (t, f, e, ¢) in 
the coordinate system adopted for eqn (11.7) has its shadow event at 
(t, f, e, ¢) in the shadow spacetime. We have learned that light moves 
in the real spacetime with coordinate speed v = cln, as given above. 
It follows that the shadow light moves around the shadow spacetime 
with exactly this same speed. Therefore we can calculate the shadow 
light-ray paths by using Euclidean geometry and a refractive index that 
varies with position. This is an exact method (see proof in section 14.4) 
which will predict ray paths that can immediately be mapped back into 
the real curved spacetime. The net result is that the curved spacetime 
behaves, as far as light-propagation is concerned, exactly as if it were flat 
but the vacuum possessed a refractive index. When we look up into the 
sky, therefore, it is as though we are looking through a sheet of bobbly 
glass. We can expect refraction and focusing. 

Light propagating in a region of non-uniform refractive index is called 
'gradient index' or 'graded index' optics. You can buy graded index 
lenses, for example, which are flat but have an index which is a function 
of distance from the axis. Another well-known example is that of a 
mirage in the desert or near a hot road. Fig. 11.13 shows how a flat 
wavefront is expected to behave in a region of linear index gradient. 
Using Huygens' construction, we find that the bottom of the wavefront 
propagates further than the top in any small time interval dt, with the 
result that the wavefront turns through an angle 



d¢=cdtdn~ 
n n dx' 

where x is the direction perpendicular to the ray, and no assumption 
has been made about the direction of Vn. The ray turns towards the 
direction of increased refractive index (e.g., the light above a hot road 
turns towards the colder, denser air). dn in the calculation is given by 
dn = (8n/8x) dx i the variation of n along the ray affects the component 
of velocity in that direction, but contributes to the deflection only at 
higher order. 

Let dv.l be the change in the perpendicular component of the velocity, 
then clearly we have 

dv.l = d¢ 
v 

(11.48) 

More generally, Fermat's Principle of Least Time can be used (exercise 
14.1 of chapter 14) to show that the ray path r(s), where s is distance 
along the ray, satisfies the differential equation 

~ (n dr) = Y'n. (11.49) 
ds ds 

However, the result (11.48) is all we shall need in the following. 
We shall calculate the deflection of a light-ray passing near to a star, 

but in the weak field region, such that f» T s' To this end, first we 
present the classical prediction for a fast-moving particle in a Newtonian 
inverse-square-Iaw field. When the speed is high the trajectory is almost 
straight, so can be modelled to first approximation as a straight line, as 
in Fig. 11.12. As it passes along this line, the particle of mass m, speed 
v receives an impulse given by 

J GMm j7r/2 GMm b 2GMm 
/:::"p = ---2 - cos(e)dt = -b-2 - cos e-de = b' 

r -7r /2 V v 

This impulse is in the direction perpendicular to Pi the net impulse in 
the parallel direction is zero by symmetry. The effect of the impulse is 
to steer the momentum (and therefore the velocity) through an angle 

/:::"p 2GM 
a----­- p - v2 b . ( classical) 

Now we carry out the relativistic calculation. 
For f» Ts we have 

so the metric takes the form 

ds 2 c::: _e2iJ>/c
2 
c2dt2 + e-2iJ>/c

2 
(dx2 + dy2 + dz2) 

and therefore 

(11.50) 
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Fig. 11.14 Gravitational lensing 

Substituting this in eqn (11.48) gives 

dV1- 2 cit = - n3 V 1-<1> ~ -2V<1>. 

The right-hand side is exactly twice the result for the classical case. 
Therefore, the calculation of the deflection goes precisely as before 
except that the result is multiplied by 2. The deflection angle for light 
passing near a star is therefore 

4GM 2rs 
ex = --;}ib = b' (11.51) 

In this formula, b » r s is the impact parameter or the distance of closest 
approach (they are the same in the approximation which has been 
assumed). For example, for the Sun at grazing incidence the prediction 
is ex = 1. 75 arc seconds. The factor of 2, compared with the classical 
calculation, can be regarded as owing to the curvature of space-the 
factor exp( - 2<1> / c2

) in front the spatial term in the metric. We showed in 
section 9.3 that Newtonian gravitational theory is obtained by neglecting 
precisely that term. Slow-moving particles in a weak field do not care 
about the spatial curvature, because their worldlines stay very close to 
the time axis of their initial rest frame. Not so for light, which cannot 
help but explore the spatial and temporal curvature together. 

In 1919 Arthur Eddington famously led an expedition to measure the 
deflection angle during a solar eclipse. He understood the need to show 
not merely a deflection, but that the deflection angle was a factor of 2 
larger than might be expected from classical physics. His team published 
reasonable evidence that the angle was as predicted by Einstein's theory. 
The case was widely accepted at the time, though his complete dataset 
was not sufficiently unambiguous to give a clear test. However, since then 
much more accurate observations have been possible. In the 1990s the 
Hipparcos satellite measured the positions of'" 105 stars at various times 
of the year, with milliarcsecond precision. The effects of light-deflection 
by the Sun were apparent all over the sky, and amply supported General 
Relativity. 

The situation of 'gravitational lensing' is broadly as shown in 
Fig. 11.14. From the fact that the deflection angle (11.51) decreases as 
a function of impact parameter b, one may deduce that a bundle of rays 
issuing from a point source and all passing the same side of the lensing 

source 
observer 



centre is caused to diverge more. In this sense we have a diverging lens. 
:Nonetheless, rays arriving in a collimated beam and passing at a given 
distance either side of the star are brought together or 'focused'. The 
focal length of an ordinary lens is defined as the distance from the lens 
at which a collimated incident beam is brought to a focus. We can apply 
this idea to a gravitational lens as shown in Fig. 11.15. One finds the 
focal length: 

b c2 b2 

f ==;- = 4GM' 

This is a strong function of b: rays incident at small radius are brought to 
a focus closer to the star than rays incident at large radius. In optics one 
would say there is a large amount of 'spherical aberration'. In fact there 
is so much aberration that no self-respecting optics manufacturer would 
offer such a lens on the market. In the astronomical situation, however, 
there is a convenient consequence. One does not have the ability to 
choose the distance from Earth of either the source or the lensing object, 
but owing to the dependence of f on b there is always a value of b for 
which the rays from the source are focused at Earth. Using the 'thin 
lens formula' l/d1 + l/d2 = l/f, where d1 ,d2 are the source-lens and 
lens-image distances respectively, and solving for b, one finds the 

Einstein radius 

4GM d1d2 

~ (d1 +d2 ) ' 
(11.52) 

This is the apparent radius, at the lensing star, of the ring of light 
which is observed by the receiver, when the source, lens, and receiver 
are aligned. Numerous examples of these rings have now been found by 
astronomers. The more general scenario when the alignment is imperfect 
gives rise typically to a pair of images smeared into arcs, as Fig. 11.16 
explains. Fig. 11.17 shows a spectacular display of this phenomenon in 
a famous image obtained by the Hubble Space Telescope. 

Since astronomical distances vastly exceed typical Schwarzschild radii, 
the Einstein radius is in practice much greater than the Schwarzschild 
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Fig. 11.15 Defining the 'focal length' 
feb). 

Fig. 11.16 Geometry of gravitational 
lensing in the general case, for a spher­
ically symmetric lens of mass M. The 
apparent position r of the source is 
given by r = eds and by r = f3ds + adl, 
where ds == dl + d2 is the distance from 
the observer to the source. Equating 
these expressions yields a formula for 
e in terms of f3 and a. Using b = d2e 
in (11.51) then gives f3 = e - :;d~%' 
This relationship is known as the lens 
equation. Solving for e we have e = 

~(f3± Jf32 +4e~), where eE == bE/d2 
is the angular radius of the Einstein 
ring. 
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Fig. 11.17 Results of gravitational 
lensing in an image from the Hubble 
Space Telescope. (W. Couch, R. Ellis, 
NASA STScI-1995-14.) 

radius. Its significance is thaI; it iudica es roughly the 'radius of the lens'. 
i.e., the size of the region around the lensil1g body wi hin which it d Bec~ 
rays sufficiently to cause significant modification of the appearanc f the 
source. 

When the lensing mass is not spherically symmetric-for example 
because it is a galaxy-more images can appear. Lensing has become a~ 
important tool in astronomy. It can be used, for example, to constrain 
the mass of the lensing object, and even to detect the presence of lensinO' 
objects that are too faint to be seen directly. <:, 

11.5 Black holes 

The Schwarzschild metric has yielded great riches. It has a further 
treasure still to offer. When the gravitating body does not extend beyond 
its own Schwarzschild radius, a new type of object is born: a black hole. 
The physical phenomena outside the Schwarzschild radius are just as 
they were before, so an isolated black hole at a distance is just like any 
other simple body (be it of small mass and called a particle, or of stellar 
mass, or a 'supermassive' black hole). However, if it approaches closely, 
a black hole wreaks havoc wherever it goes. 

That there can exist material bodies whose mass is compacted into 
a region smaller than their Schwarzschild radius is suggested by an 
order-of-magnitude estimate, as follows. Ignoring curvature effects, the 
Schwarzschild radius of a body of uniform density p and radius r is 

2GM 87rG 3 
1"8 = ~ ~ 3c2 pr 

so 

r 3c2 

1"8 ~ 87rGpr2· 

Therefore, at any given density we can attain r < r8 just by making 
r big enough. For example, the density of a neutron star is of order 
4 x 1017 kg m -3 (similar to the density of an atomic nucleus). At this 
density r ~ r 8 if r ~ 20 km, implying a mass of about 7 solar masses. 
Therefore, if such an object can form (and there is plenty of evidence 
that it can) then r < r8 is possible. Once the matter radius shrinks 
below r 8 a new process sets in that rapidly collapses the material down 
to r = 0, as we shall see. 

Another interesting hypothetical case discussed by Rindler is that 
of a roughly spherical galaxy: i.e., a cloud of about 1011 stars, each 
assumed to have mass and density similar to that of the Sun. Then 
r8 ~ 0.03 light-year ~ 4 x 105r0. Therefore, for a galaxy which collapsed 
to the point where its radius equals r 8, the volume of the galaxy is 
64 x 1015 /1011 ~ 106 times larger than the combined volume of the stars 
it contains. In other words the stars are still far apart when the whole 
system shrinks within its Schwarzschild radius. Most galaxies are saved 
from this fate by their angular momentum and non-spherical shape, but 



the argument serves to suggest that the possibility of r falling below r s 

is not unphysical. 

lIistory of black holes. In 1783 the geologist John Michell argued 
from Newtonian gravity theory that a sufficiently massive object 
would have an escape velocity larger than c and therefore would 
prevent emitted light from escaping. Consequently, it would appear 
black to observers sufficiently far away. Laplace later promoted this 
idea of a 'dark star'. In 1915 Karl Schwarzschild and, independently, 
Johannes Droste obtained the solution to Einstein's vacuum field 
equations that subsequently became known as the Schwarzschild 
solution. However, the nature of the surface at r = rs was not under­
stood until considerably later. In 1924 A. Eddington showed that the 
singular behaviour at r = rs disappears after a change of coordinates. 
In the 1930s S. Chandrasekhar and others calculated the mass above 
which known types of matter must suffer gravitational collapse. The 
objects that resulted were called 'frozen' stars, owing to the infinite 
gravitational time dilation as r -+ rs. It was not until a 1950 paper 
of J. L. Synge that the scientific community began to understand the 
nature of spacetime at r = r s more fully. It was subsequently further 
clarified by D. Finkelstein and M. Kruskal. In 1963 R. Kerr found the 
exact metric for a rotating black hole, and the discovery of pulsars in 
1967, subsequently shown to be rapidly rotating neutron stars, helped 
to convince people that extreme types of astrophysical object were not 
only possible but existed. The term 'black hole' is usually attributed 
to J. Wheeler, in that he used it in a public lecture in 1967, but it was 
in circulation from at least 1964. In 1971 astronomical observations 
of the X-ray source Cygnus X-I showed (L. Braes, G. Miley, R. M. 
Hjellming, C. Wade) that it was associated with a large star that 
by itself would be incapable of emitting the observed quantities of 
X-rays, and also (L. Webster, P. Murdin, C. T. Bolton) that it had 
a non-visible companion whose mass was too high to be a neutron 
star. This companion became the first strong candidate black hole, 
with an accretion disk accounting for the X-ray emission. Since then, 
many others have been identified. 

11.5.1 Horizon 

In a (non-inertial) reference frame at rest relative to the rigid lattice 
outside rs , it is readily seen from the Schwarzschild metric that the 
following quantities (among others) tend to infinity as one approaches 
the Schwarzschild radius: 

time dilation, gravitational redshift, dl/dr, acceleration due to gravity. 

Also, the coordinate speed of light falls to zero, so light propagating 
in the radial direction does not emerge (nor does it fall in, in a finite 
amount of coordinate time). The first thing to settle is whether or not 
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Fig. 11.18 Radial null geodesics 
(photon worldlines) in Schwarzschild 
spacetime in Eddington- Finkelstein 
coordinates. Here there is no dis­
continuity in the light-cone structure 
at the horizon. 

3 A minor point: the coordinate 
transformation from Schwarzschild to 
Eddington- Finkelstein coordinates is 
itself singular at l' = T s , but this does 
not matter. The important point is 
that the resulting metric describes the 
same spacetime, so is still a solution 
of the Einstein field equation for 
free space. How we arrived at it is 
immaterial. 

Fig. 11.19 The fish do not notice Zs . 

these properties imply that spacetime is irregular at r s , or whether this 
is an example of a horizon whose extreme properties can be made to 
go away by a change of reference frame, like the horizon illustrated in 
Fig. 9.20. That it is an example of a horizon can be proved by adoPting 
the Eddington- Finkelstein coordinates, in which ct is replaced by 

cf =- ct + rs log Ir/rs - 11· (1l.53) 

The idea behind this coordinate change is that it makes the incoming 
radial null lines straight: see eqn (11.25). The coordinate change gives 
edt = cdt - (1 - rs/r) - ldr, yielding the metric 

ds2 = _ (1 _ '1';) c2dP + 2~s dldr + (1 + '1';) dr2 

+ '1'2 (d82 + sin2 8d¢2). (11.54) 

This is regular for all 'I' > 0, which shows that at 'I' = rs there is ordinary 
smooth spacetime. The singularity at rs in the Schwarzschild metric is 
known as a coordinate singularity: it can be transformed away. Having 
satisfied ourselves of this, we can now continue to use Schwarzschild 
metric both at 'I' > rs and 'I' < rs , but not at 'I' = rs. Worldlines passing 
the horizon are best treated in another system such as Eddington­
Finkelstein coordinates or a local inertial frame. 3 

At 'I' -+ 0 there remains a singularity which is a genuine singularity 
involving infinite curvature, which cannot be transformed away. The 
result is that we can apply our reasoning down to arbitrarily small '1', 

but we may suspect that the theory breaks down eventually at the centre 
of a black hole, and that the spacetime there does something we have 
not yet determined. 

The horizon is a point of no return, but nothing special happens 
to a body such as an astronaut as it passes through the horizon (in 
free fall). The tidal effects merely grow continuously, just as they do 
as one approaches other massive bodies. This can be illustrated by an 
analogy with flowing water. If there is laminar flow through a large pipe 
of decreasing diameter, then the flow velocity increases as a function 
of distance along the pipe, and one can imagine that at some point 
Zs the flow velocity exceeds the speed of sound in water. Then sound 
waves emitted from z > Zs will never propagate to z < Zs' However, fish 
swimming in the water will notice nothing remarkable at z = Zs. 

Within the horizon something important happens to the Schwarzschild 
metric: the coefficient in front of dt2 becomes positive, and that in front 
of dr2 becomes negative. Therefore, intervals in the t direction are space­
like and intervals in the 'I' direction are time-like (the horizon itself is 
nUll). In short, despite the letter, t now represents a spatial quantity 
and 'I' represents time. Particle world lines remain time-like (after all 
nothing special is happening at the horizon, as Eddington-Finkelstein 
coordinates have taught us), but the central singularity is still at 'I' = O. 
The conclusion is that motion forward in time is motion towards smaller 
r. An object entering the horizon is carried down to 'I' = 0 just as surely 
as you and I are carried into next week. This is clarified by a spacetime 



diagram such as Fig. 11.5 or Fig. 11.18. Inside the horizon (or perhaps we 
should say after the horizon) the light-cones, and therefore all time-like 
intervals, and therefore all particle worldlines, tip over towards r = O. It 
follows that once a star or other body manages to get completely inside 
its own Schwarzschild radius, it must collapse all the way to r = o. No 
opposing force can be strong enough to prevent it. 

Now let us consider an astronaut explorer who goes to visit a black 
hole and falls in. According to her own proper time, the explorer can 
soon arrive in the vicinity of the horizon. Any light emitted at rs in the 
outward radial direction as she falls in stays at the horizon, according to 
outer observers, but travels at c relative to the astronaut. Therefore, in 
the astronaut's rest frame the horizon moves outwards at c. Her proper 
time increments in a regular way as she crosses the horizon. For example, 
if she falls straight down then eqn (11.61) for r(T) applies, and there is 
no special behaviour at r = rs; the equation applies all the way to r = O. 
It does not take long for her to reach r = O. To discover this we do 
not even need the equation of motion, because remarkably the total 
length of any worldline inside the horizon is at most 7frs /2c (whereas 
in ordinary spacetime, worldlines can extend forever). For, integrating 
along an arbitrary worldline we have the total proper time 

Any variation in t,O, or ¢ only decreases this integral ('proof by twin 
paradox'), so it is maximal at t, 0, ¢ = const, and at that maximum is 
readily integrated (e.g., use the substitution r = rs sin2 u): 

dT = - (rs/r - 1)-1/2dr = _s. liT. 7fr 
C 0 2c 

This time is just 0.3 ms for a 10-solar-mass black hole. 
Nevertheless, the time taken for the astronaut to reach the horizon in 

the first place is infinite according to outside observers. To be precise, 
according to any reasonable definition of simultaneity (such as the radar 
definition), the attempt to say which tick of some other clock, located 
outside the horizon, is simultaneous with each event on the astronaut's 
worldline is doomed to become meaningless as the succession of astro­
naut events passes r = r s. In a static metric such as Schwarzschild's, the 
outer clock has to tick forever until it reaches the event at its location 
that is considered simultaneous with the astronaut's arrival at r = rs. 
However, it is not necessary (nor useful) to agonize about the precise 
meaning of the Schwarzschild time coordinate near r = r s; much better 
is to consider the observable information. Fig. (9.20) tells you essentially 
all you need to know: what outside observers see is that signals sent out 
by the explorer become less and less frequent, and redder and dimmer (all 
the Special Relativistic effects are there). Also, since the falling object 
only emits a finite number of wavefronts (or other signals) before it 
passes the horizon, there is only a finite number that outside observers 
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can receive, and it takes a finite , and usually not very long, time to 
receive them (the chance of one being emitted exactly on the horizon 
being vanishingly small). 

The spacetime inside the horizon is very non-Euclidean, non­
Newtonian, and counter-intuitive, because it is non-static: the factors 
of 1 - rs/r in the Schwarzschild metric now represent time-dependence 
and furthermore it cannot be transformed away by a change of coordi~ 
nates. One can see this by the fact that all time-like worldlines go to 
l' = 0, and there they finish. There is no further spacetime at l' < 0, and 
they cannot return to larger values of l' because that would mean to go 
backwards in time. Because free-fall motion has the longest proper time, 
the set of freely-falling frames is the best replacement for the concept 
of a static rigid lattice; and they exhibit odd features, such as diverging 
ruler distance from each such frame to the next as they all zoom down 
to the singularity. 

So far we have implied that a voyage inside an horizon is quite 
comfortable, if rather limited in duration. In fact this is far from the 
case, owing to the tidal forces. Near the horizon, tidal forces may already 
be very large; as one approaches the singularity they become enormous, 
stretching any object vertically and compressing it horizontally-a sit­
uation informally referred to as 'spaghettification'. 

11.5.2 Energy near an horizon 

We discussed in section 9.4 what happens when objects are lowered into 
gravitational potential wells by using a rope. Applying those ideas to 
the field outside a black hole gives an interesting result. 

Although the acceleration due to gravity tends to infinity at the 
horizon, another useful measure of the gravitational force does not. This 
is the surface gravity, defined as the force required at large l' to dangle 
a particle of unit rest mass near the horizon using a massless string. Let 
f be the force applied to the top of such a string, when suspending a 
unit mass particle at r. Eqn (9.56) gives this as 

e!f?(rJjc2 

f = g(r) e!f?(ooJjc2 

using eqns (11.12) and (11.13). Therefore, the surface gravity is 

using eqn (11.15). 

(11.56) 

(11.57) 

Now consider the work required to raise an object from l' to infinity. 
Let rno be the rest mass of the object when it is far from the black hole. 
Using eqn (9.55) the work required is 



(11.58) 

'This is finite even when raising from the horizon, for which case W = 

mac2. The work is not infinite, because this amounts to the whole rest 
energy, therefore lowering the particle back to the horizon must reduce 
its rest mass to zero. By slowly lowering the particle in this way, we 
extract at a location far from the horizon all its rest energy-a 'perfect 
power station'. The particle can then be released into the black hole, 
whose mass does not then increase. 

To see the latter point, use the following argument from Rindler, based 
on Birkhoff's theorem. For convenience, consider a spherical shell of 
matter rather than a point particle. As the shell (mass ma - 6.m) is 
lowered from B to A we accumulate energy at B equal to the mass 
reduction 6.m (conservation of energy). Therefore the total mass within 
any radius larger than r B is unchanged, and therefore the spacetime 
outside r B must be unchanged. Spacetime within r A is also unchanged. 
Between r A and r B there is the complicating effect of the tension forces in 
the (now extending in spherically symmetric fashion) strings. When r A 

reaches the horizon, the shell is released and the forces vanish. Spacetime 
outside r B is still unchanged. Spacetime inside r B must be unchanged 
also. If it were not, there would be a difference at r B which could be made 
arbitrarily large by repeating the process (we use the acquired energy to 
reconstitute the shell, and repeat ad lib.) Therefore, the energy received 
at B has been extracted from the lowered body, not from the field. 

It also follows that such a process of slow lowering of a particle into a 
black hole does not change the mass of the black hole. Particles entering 
by free fall, on the other hand, do add to the mass of the black hole 
(Birkhoff's theorem again). One implication is that whereas the mass of 
a black hole is a well-defined concept, the 'number of particles inside' 
cannot be quantified and may have no physical meaning. 

More generally, the lesson is that tremendous energies are made 
available by the gravitational effects near neutron stars and black holes, 
as we have already mentioned in section 11.3.3. The material orbiting a 
black hole can be extremely energetic, and can emit copious amounts of 
X-rays. 

11.6 What next? 

We are almost ready to finish the introduction to General Relativity 
that has been our theme for three chapters. The treatment has been 
restricted to static metrics, but within that restriction it has been exact. 
The intention has been to provide the general physicist with an accurate 
grounding in the subject, and to smooth the way for those who would 
like to take it further. The next step for the latter group would be 
to learn some ideas and techniques of tensor analysis and differential 
geometry. These are needed to appreciate how the Einstein field equation 
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event horizons 

ergosphere 

Fig. 11.20 A Kerr black hole. 

is constructed, and they greatly simplify tasks such as obtaining the 
Schwarzschild solution. 

We will conclude by sketching the chief further phenomena that ariSe 
in non-static problems. 

Moving bodies (and momentum density in general) generate a further 
contribution to spacetime curvature that is sometimes loosely referred to 
as a 'dragging' of spacetime. In the weak field limit a better, and quan_ 
titatively accurate, picture is to speak of a 'gravimagnetic' contribution 
to the acceleration due to gravity relative to a suitably chosen lattice. 
One may write 

ac:::-V<.p+v!\B 

where B = V !\ W is the 'gravimagnetic field' and W is a 'gravitational 
vector potential' given by 

(11.59) 

where p and u are the mass density and velocity of the source. This 
results in phenomena such as precession of a gyroscope fixed near a 
rotating sphere (the Lens-Thirring effect). 

The Einstein field equation allows wave-like solutions in vacuum, 
which propagate at the speed of light; these are called gravitational 
waves. If a cloud of dust is floating above a steel plate, then a passing 
gravitational wave will make the dust particles oscillate relative to the 
plate, by exerting oscillating tidal forces. With a suitable choice of coor­
dinates, in the weak field limit the Einstein field equation itself takes the 
form of a wave equation, again closely analagous to electromagnetism. 

The Schwarzschild black hole is the exception rather than the rule 
for black holes generally. Matter collapsing to form a black hole almost 
always possesses angular momentum. The resulting black hole is spin­
ning, and the metric of the surrounding spacetime reflects this: it is not 
a static metric anywhere. There is still a spherical event horizon, but 
also a region where escape is possible but standing still is not. That is, 
near the event horizon but outside it is a second surface in the shape 
of an oblate spheroid, where the dt term in the metric changes sign. 
Inside this surface is a region called the ergosphere where, if it is to be 
time-like, a worldline must have d¢/dt > 0: i.e., particles and light must 
move around the black hole in the same sense as its rotation. Visitors 
wishing to traverse the ergo sphere can do so, but not in a purely radial 
direction. This solution of the Einstein field equations is called the Kerr 
metric, and the associated black hole is called a Kerr black hole. 

11.6.1 Black-hole thermodynamics 

The Kerr black hole is associated with a striking physical phenomenon 
called the Penrose process. 



The outermost event horizon of a Kerr black hole is at a radius given by 

rhorizon = Hrs + Ir; - 4a2 ) 

in a suitable coordinate system, where r s = 2G M / c2 is the Schwarzschild 
radius and a = J / Me is a distance scale associated with the angular 
momentum J of the black hole. Thus the rotation of the hole makes the 
horizon smaller than would be the case if it did not rotate. The Penrose 
process is a process whereby energy can be extracted from the black hole! 
The essential idea is that a system of two parts, say two rocks, falls into 
the ergosphere and there splits, such that one piece is thrown against 
the sense of rotation of the hole, and subsequently falls past the event 
horizon, while the other piece escapes. Penrose showed that the escaping 
piece can emerge with a mass energy greater than the sum of the initial 
mass energies of both. Meanwhile, the hole has its angular momentum 
J reduced, and also its mass M. This is possible because the rotational 
energy of the hole is located outside the horizon. 

It is found that in the Penrose process the mass of the hole falls but 
the area of the horizon does not: the reduction in a always compensates 
the reduction in r s' This is an example of a more general idea, proved 
by Hawking and Penrose: namely, that under the action of classical (i.e., 
not quantum) physical processes, whereas the mass of a black hole may 
or may not decrease, the area can never decrease. This area theorem 
is reminiscent of the Second Law of Thermodynamics, and led to the 
idea that it might be appropriate to associate an entropy with the area 
of a black-hole horizon. This entropy is an important and not yet fully 
understood idea. There are strong reasons to assert that it is given by 

1 c3 

S = 4AGll,kB 

where A is the horizon area, equal to 47l'r; for a Schwarzschild black hole. 
In a further remarkable development, Hawking showed that quantum 
processes near a horizon led to the emission of radiation with a thermal 
spectrum, travelling up from the horizon. This Hawking radiation has a 
temperature given by 

(11.60) 

where K, is the surface gravity; eqn (11.57). This gives 61 nK for a solar­
mass black hole. The Hawking radiation is accompanied by a reduction 
in the mass and horizon area of the black hole, but not of the total 
entropy of the universe. 

Exercises 
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(11.1) Prove that the change of coordinate from r to 
f given by eqn (11.6) causes the Schwarzschild 

metric (11.5) to take the isotropic form shown in 
eqn (11.7). 
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Prove that the acceleration due to gravity 
obtained from this isotropic metric is the same 
as given by eqn (11.13). 

(11.2) From eqn (11.17) obtain the differential equation 
~~ = (-1 + 1/(1- 7's/r))1/2 and show that the 
solution is eqn (ll.18). 

(ll.3) Use eqn (ll.20) to find the radius excess of the 
London Eye (a vertical circle of radius 60 m rest­
ing on Earth's surface). Hence show that the area 
of the London Eye is smaller than C2 

/ 47r, by 230 
nm2

, where C is its circumference. 

(11.4) Obtain the acceleration due to gravity experi­
enced by the visitor to the spherical Tardis. If 
her locally measured rest mass is 50 kg, (i.e., it is 
fifty times larger than a group of 5 x 1025 nearby 
carbon-12 atoms), what are the sizes of the forces 
she experiences? (The Schwarzschild radius given 
in the example is unrealistic, as no known material 
could withstand the gravitational forces; however, 
similar reasoning would apply near a neutron star 
at the distance scale of tens of kilometres rather 
than metres and r ~ 2r s . ) 

(11.5) A I-kg brick is dropped from far away onto a 1-
solar-mass neutron star of radius 6 km. How much 
energy is released when the brick hits the surface 
of the star and comes to rest? If this energy is all 
radiated away, how much is received by distant 
detectors? 

(ll.6) Radial trajectory. (i) Show that E = 1 in eqn 
(11.22) represents the case of a particle falling 
from rest at 7' --+ 00. In units where c = 7's = 1, 
show that for such a particle the proper time as a 
function of r is 

± 2 ( 3/2 3/2) 
T = 3" ro - r (11.61 ) 

where 7'0 is the position at T = 0 and the plus sign 
gives the infalling case. (ii) Show that in terms of 
Schwarzschild time, the trajectory satisfies 

and hence 

dr 1 - 7' 

dt = 7'3/2 

(The substitution u = 1/1' helps to do the inte­
gral) . 

(11.7) A circular orbit in Schwarzschild spacetime does 
not follow a geodesic of Flamm's paraboloid 
(Fig. ll.3). Explain. 

(ll.8) Check that eqns (ll.48) and (11.49) agree. 

(ll.9) Show that the relationship between the acceler_ 
ation clue to gravity at a light-sphere and the 
circumference of the sphere is C = 27rc2

/ V3g. 
(ll.10) (i) Show that the surface at ruler distance b out_ 

side the horizon of a Schwarzschild black hole is 
at radial coordinate r = rs + b2/4rs for b « rs. 
(ii) An object of rest mass mo is slowly lowered 
on a rope from infinity towards a Schwarzschild 
black hole, until it reaches a ruler distance b frorn 
the horizon, at which point it is released and then 
the rope is retrieved. Show that if b « rs then the 
mass of the black hole grows by t:"M = mob/2rs . 

(l1.ll) Find the focal length of the Sun for rays at grazing 
incidence. 

(11.12) Show that for a metric of the form (11.4), the 
Gaussian curvature in the tx 'plane' is K = at /0.. 

(11.13) Obtain the effective refractive index in the uni­
form gravitational field. Using eqn (ll.48), show 
that the downwards acceleration of a light-ray is 
equal to 9 at the moment when the ray is horizon­
tal, in agreement with the Equivalence Principle. 

(11.14) Suppose an astronaut in the Rindler frame (con­
stantly accelerating frame in flat spacetime) only 
has access to the line y = z = O. Explain precisely 
what observations he might use in order to dis­
cover that his spacetime is flat. 

(ll.15) In a science fiction story by Ursala Ie Guin it is 
proposed that astronauts could travel into the far 
future in comfort by 'parking' their spaceship in a 
fast orbit around a dense star, thus taking advan­
tage of time dilation. Could the method work? 

(ll.16) Advance of the perihelion. If we change vari­
able to W == (2L2/C2rs)u, show that eqn (11.38) 
becomes 

W+W = 1 + €W
2 

where the dot signifies d/dif> and € = 3r;c2 /4L2. 
For € « 1 this equation can be solved by pertur­
bation theory. Try the form W = Wo + €Wl, where 
Wo = 1 + e cos if> . Show that, to first order in E, 

Wi + Wi = 1 + e2 /2 + 2e cos if> + (e 2 /2) cos 2 if> 

We already have enough degrees of freedom in Wo 

to satisfy boundary conditions, so we only need 



a particular solution (not the general solution) 
for Wl . Show that Wl =A+B¢sin¢+Ccos2¢ 
is a solution with B = e. The ¢ sin ¢ term dom­
inates, since it grows with ¢, so we have W ~ 

1 + e( cos ¢ + E¢ sin ¢). Show that this is 

W = 1 + ecos(¢(l - 1')) + 0(1'2) 

and hence obtain eqn (11.41), where now the cal­
culation is valid for any ellipticity. 

(11.17) Given that neutron stars have a radius of order 
twice their Schwarzschild radius, could the star 
considered in exercise 9.15 of chapter 9 be a neu­
tron star? 

(11.18) Using a change of coordinates to u, r, 8, ¢ 
with u == ct + r - rs log(r/rs - 1), show that the 
Schwarzschild line element becomes 

ds 2 = -(1 - rs/r)du2 + 2dudr 

+ r2(d82 + sin2 8d¢2). 
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Confirm that in these Eddington-Finkelstein 
coordinates a radial null line has either du/dr = 0 
or du/dr = 2r/(r - rs), and indicate which is the 
future direction on these lines. 

(11.19) A rigid circular scaffold is constructed around a 
large black hole, some distance outside the hori­
zon, so that it is prevented by its compressive 
reaction forces from falling towards the hole. An 
astronaut attaches one end of a rope to the scaf­
fold, then jumps into hole. She allows the rope to 
play out behind her on a spool so that it does not 
restrict her free fall. What happens to the rope? 

(11.20) Confirm that in the absence of pressure, both 
eqns (9 .16) and (10.19) agree with the predic­
tions of Newtonian gravity. In view of the fact 
that these exact General Relativistic equations 
agree with Newtonian physics, how does it come 
about that the General Relativistic predictions for 
trajectories in gravitational fields do not match 
Newtonian predictions? 
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Tensors and index notation 

In this chapter we shall introduce some methods of tensor algebra, which 
are needed to take the subject further. The study of tensors and their 
manipulation is a rich field of mathematics in its own right, and this 
can be daunting for a physics student meeting the ideas for the first 
time. For Special Relativity, however, we do not need to invoke all the 
methods. We will take a 'gentle' approach that is intended to bridge the 
gap between the 4-vectors we have met so far, and the complicated multi­
dimensional objects whose treatment requires a whole new notation. We 
shall concentrate our attention mostly on scalars, 4-vectors, and the 
type of tensor quantity that was introduced in section 7.5- the second 
rank tensor. Occasionally, higher-rank quantities appear in equations, 
but only as a stepping stone to a simpler result. 

Tensor analysis is used extensively in General Relativity. Most of the 
results of this chapter can be used in General Relativity. We will point 
out the main occasions where Special Relativity is assumed. 

An important theme is the introduction of a new notation, called 
index notation. This notation is needed for some of the more advanced 
results. However, we will not completely abandon matrix notation, but 
use whichever notation is more convenient for any given calculation. We 
shall also display many results in both notations. This will help to clarify 
the meaning of some of the tensor equations that are hard to read when 
one first sees them written down. 

12.1 Index notation in a nutshell 

The essential elements of index notation are as follows (the list IS 

followed by explanatory comments): 

(1) Displaying an element. We display a 4-vector or tensor by writing 
down a representative element. For example, 

signifies the element a of the 4-vector A. Since a could take any of the 
values 0,1,2,3, by writing down a representative element, we implicitly 
show the whole 4-vector. Similarly, a second rank tensor is displayed 
thus: 

Tab 
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where the indices a, b both take on values 0, 1,2,3, so there are sixteen 
elements in full. A scalar quantity needs no indices. 

(2) Lorentz transformation. The Lorentz transformation matrix is writ_ 
ten Aa~. 
(3) Summation rule. It often happens that a sum is involved, for example 
when one takes an inner product, or when a matrix multiplies a vector: 

3 

Aa' = L Aa; A'\ 
-X=O 

We introduce the summation rule: when an index is repeated in any given 
term or product of terms, the sum over all values of that index is taken. 
That is, instead of writing the summation I:-x explicitly, it is assUmed 
to be there. For example, the above expression is written as 

Aa' = Aa;A-X. 

(4) Metric tensor. The metric tensor gab is written with lowered indices 
and is defined to be such a tensor that, for any pair of 4-vectors Aa, Bb, 
the combination 

(12 .1) 

is Lorentz-invariant. (Note that there are two repeated indices here, so 
two sums, giving a scalar result.) 

(5) Index lowering. If Aa is a 4-vector, then we define a new quantity 
Aa by 

(12.2) 

Thus the placement up or down of the index is significant, and this 
operation is called index lowering. 

(6) Index raising. Let 6g be the Kronecker delta, whose value is 1 for 
a = band 0 otherwise. (When written out as a matrix, 6g is the 4 x 4 
identity matrix.) Then the matrix gab is defined by 

a-X _ .ea 
g g-Xb = ub· (12.3) 

Interpreted as a matrix equation, this says that the matrix gab is the 
inverse of gab. By using the definition, one can easily show (see below) 
that 

Aa = ga-X A-x . 

This operation is called index raising. 

(7) Differential operator. The differential operator is defined 

a 
aa=~ uxa 

(12.4) 

(12.5) 

where (XO, Xl, X 2 , x 3 ) is the coordinate system of the reference frame 
under consideration. For example, for rectangular coordinates we would 
have 



By raising the index one can also define 

oa = ga>.o>.. 
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In rectangular coordinates, and assuming the Minkowski metric, this is 

Comments 

(1) Since the number of indices can always be used to specify what type 
of quantity one is dealing with, it is no longer necessary to adopt a 
different font. However, we will mostly retain the use of special fonts, 
as in A and 'f, so that we can move between index and matrix notation 
when it suits us. 

(2) The Lorentz boost matrix is symmetric, so we do not need to separate 
the indices horizontally in order to know which refers to the column 
and which the row: it does not matter. More generally, however (e.g., 
rotations, and General Relativity), the transformation matrix is not 
always symmetric. 

(3) The summation rule takes care of matrix multiplication, but it is 
more general. In a matrix multiplication such as MN there is, built in to 
the definition, the rule that we must sum over the last index of the left 
matrix (M) and the first index of the right matrix (N). In index notation 
this rule does not have to be obeyed: one can sum over any index. For 
example, the equation 

A ab = Ma/-Lg/-LV Nvb 

can be easily 'translated' to the matrix equation 

A=MgN 

but, be careful, the equation 

Aab = M/-Lag/-LV Nbv 

corresponds to 

(12.6) 

Why? Because M/-La = (MT)a/-L, so we have 

A ab = (MT)a/-Lg/-LvCNTtb . 

Now the repeated indices are adjacent in both products (last index of 
left-hand term, first index of right-hand term), which means they are in 
the places assumed for matrix multiplication, and we can translate to 
the matrix equation (12.6) as claimed. 
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The result can also be expressed as 

A7 = NgTM. (12.7) 

We could obtain this form by rearranging the terms appearing in the 
double sum: 

MIW g ILV Nbv = Nbv 9 ILV MILa. 

This is correct, since multiplication of scalars is commutative, so in 
any sum each term can be rearranged; for example, su + vw = us + Wv. 
Then, using glLv = g'[;lL we have 

A.. ab = Nbv g:;1L MILa. 

The right-hand side has the repeated indices adjacent, so is easy to 
translate into matrix notation; but now we have to take care to notice 
that the indices a and b are in reverse order on the right-hand side 
compared to the left (a refers to a row of A.. ab, but to a column of MILa, 
etc.), leading to eqn (12.7). 

(4) This definition of the metric tensor is valid in General Relativity. 
By using the definition of index lowering, the invariant quantity can be 
written 

(12.8) 

and you can see that this is precisely the inner product that we have 
written A· B up until now. The metric tensor is always symmetric. 

(5) Symbols with all upper indices are called contravariant, those with 
all lower indices are called covariant, and those with some indices up 
and some down are called mixed. 

(6) To prove eqn (12.4), let A == gAo Then, by pre-multiplying by the 
inverse of g, 

QED. Alternatively, for a little practice with index notation, use 

Ab gblLAIL 

=} gab Ab = gab gblLAIL = b~AIL = A a 

where we used eqn (12.3) (the defining equation for gab), and in the last 
step, notice that a sum involving b~ has the effect of changing the name 
of the index that remains (you should convince yourself that this is so 
by thinking about all values of the indices and doing the sum). 

(7) The 4-gradient operator that we have used until now should be 
displayed with an upper index, so that 0 becomes oa == aa. In a 
rectangular coordinate system in Special Relativity, aa and aa differ 
only by a sign in the first term; more generally, however, the relationship 
between them is more complicated, and one should start from definition 
(12.5) . 



A final remark on index letters. In principle one can use any symbol as 
an index, including, for example, all t he letters of the Roman and Greek 
alphabets. However, it is useful to adopt the convention that the Roman 
letters i,j, k range only over values 1,2,3, so that these are used for 
3-vector analysis, while other letters are used to indicate the full range 
0,1,2,3. Also, it is helpful to make repeated indices easy to notice. This 
can be done by reserving early letters such as a, f3 for repeated indices, 
or by using Roman letters for non-repeated indices and Greek letters for 
repeated ones. I shall mostly adopt the latter practice. Note that when 
an index is repeated, and so being summed over, it is a 'dummy' variable 
whose name can be changed with impunity. For example: 

AABA = N'BI-' = AaBa 

etc. (The last example did not adopt the convention of using 
Greek letters for repeated indices, to show that this is perfectly 
allowable. ) 

12.2 Tensor analysis 

Tensors in general are mathematical objects expressed by a set of com­
ponents that change in a given way under a change of coordinate system. 
In particular, the 4-vector or 'first-rank tensor' transforms as A -+ AA, 
and higher-rank objects transform in the same way as outer products 
of 4-vectors. (Not all tensors can be written as an outer product-those 
that can are called 'pure'- but they can always be written as a sum 
of outer products, so the outer product is sufficient to tell us how they 
behave.) 

Prime notation. It is useful to indicate two different coordinate sys­
tems (associated with two different reference frames) by the use of a 
prime, as in {t, x, y, z} and {t', x', y', Z/}. SO far, when referring to a 
4-vector quantity in either frame we have used A and A'. In index 
notation we have two choices: the prime can be attached to the main 
letter ('kernel') as in A'a or to the index as in Aa' . The latter choice 
is arguably more logical, since when transforming from one coordinate 
system to another the 4-vector does not itself change, but its components 
change because the basis vectors change. Therefore we will use Aa' in 
the following. 

We already know how a 4-vector changes from one frame to another: 

Aa' = Aa;A).. . 

By considering the outer product , we also found how second-rank tensors 
transform, eqn (7.38), which in index notation is 

where the first version is a direct translation from our earlier matrix 
result, and the second version is the way it is usually written. One could 
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1 assuming we evaluate the sum in 
either frame at the same set events. 

also obtain the latter directly in index notation by considering the outer 
product: 

12.2.1 Rules for tensor algebra 

We can now extend the ideas to tensors in general. We define a tensor of 
any rank to be an entity which transforms in the right way: namely, in 
the same way as an outer product, which means that for a contravariant 
(upper index) tensor of any rank, one factor of A a; should be used to 
convert each index. We allow operations that take tensors to tensors 
(not necessarily of the same rank). The legal operations are: sum, outer 
product, contraction, and index permutation. By using the metric We 
obtain two further operations: index lowering and raising. 

The valence of a tensor refers to the number of upper and lower indices. 
The rank is equal to the total number of indices. 

The sum of two tensors of the same valence is defined as 

i.e., just add corresponding elements. It is easy to prove that this is 
a tensor if A and B are being evaluated at the same event. Note, 
however, that when summing tensors at different points in the coordinate 
space (i.e., different events in spacetime) the sum is a tensor when the 
transformation is linear, 1 as, for example, the Lorentz transformation, 
but not always if it is non-linear, as in General Relativity. 

The outer product of two tensors is obtained by forming the product 
of their representative components, as in 

Contraction consists in replacing one upper and one lower index by a 
dummy index, and summing over it. For example, the scalar product of 
a pair of 4-vectors is obtained by first forming their outer product, then 
lowering an index, and then contracting, so as to obtain: 

More generally one could have combinations such as 

and 

cf. C = AglB\ 

B ab = AaAb 
C AC • 

Contraction reduces each valence by 1, and therefore the rank of the 
tensor by 2. Contracting all the way down to a scalar results in an 
invariant, so this is an important operation. Examples include 



(12.9) 

To calculate the first, starting from F ab , multiply by the metric and then 
take the trace. To calculate the second, use the metric if necessary to 
calculate G)..I-" and then multiply corresponding elements and sum. 

Index permutation consists in reordering either the upper or the lower 
indices (of all terms in a sum). This is a generalized form of the transpose 
operation (for a second-rank t ensor, it is equivalent to a transpose of its 
matrix representation). 

Index lowering/raising can be used to show the result of multiplying 
an equation by the metric or its inverse. 

12.2.2 Contravariant and covariant 

The rules we have supplied for index notation are all that one requires to 
carry out legal manipulations. However, it is helpful to have some idea 
of what the upper/lower index signifies. A good way to explore this is 
to examine the question, whether the metric is itself a tensor. We have 
been calling it a tensor , so you will not be surprised to learn that it is 
one-but can we prove it? 

The proof is easy in matrix notation. The metric is defined to be that 
quantity such that the combination 

ATgB 

is invariant. This means that 

AT gB = A'T g'B' 

where A' = AA, B' = AB, and g' is to be discovered. We have 

and the result is valid for all 4-vectors A, B. It follows that 

g=ATg'A ::::} g'=(A-1fgA - 1. 

Compare this with the rule for a contravariant tensor: 

'][" =A,][,AT . 

(12.10) 

(12.11) 

We have found that 9 does not transform in the same way as a con­
travariant tensor, but it does transform in a way that is easily obtained 
from the Lorentz transformation: to transform g, treat it like a tensor, 
but instead of A use (A- 1)T. 

In the case of the Lorentz transformation, the definition (6.64) results 
in (A -1)T gA -1 = g, so g' = g-which we have in fact assumed until now 
in this book. For more general transformations (General Relativity) one 
would find g' i= g. 

A tensor which transforms in the standard way is called contravariant. 
An entity which transforms in the other way, like g , is also called a tensor 
and is said to be covariant. 
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Fig. 12.1 Contravariant and covari­
ant components . A given vector v can 
be expressed in more than one way: 
either using t he set of basis vectors 
{ad, or the set of basis vectors {bi }. 
T hus v = v lal + v2a2 = vlbl + v2 b2 
where {vi } and {Vi} are the respec­
t ive sets of components . Neither set of 
basis vectors need itself be orthonor­
mal. However, t he i th basis vector 
in the second set (b') is chosen to 
be ort hogonal to all of the first set 
except the ith member (a;), and it 
is given a length such that its inner 
product with a; is 1. Thus a; . b i = 
8;.,j. This permits the inner product 
between any pair of vectors u , v 
to be written L A uAvA as you can 

confirm by expanding (ulal + u 2a2) . 
(vl b 1 + v2 b 2). If a i are along the coor­
dinate axes then the components vi 
are said to be contravaria nt. The other 
set of components, Vi, are said to be 
covariant. 

Contravariant vector or contravariant components? 

Some types of argument require care to distinguish between a vector 
and the set of components which may be used to describe it . Be 
warned: this can be confusing. My advice is: do not worry about 
it but just learn the rules of index notation. However, for General 
Relativity, greater clarity is required. Here is a brief discussion. 

A vector is not described by a set of components alone, but by a set 
of components and another set of vectors: namely, the basis vectors. 
The notation Aa refers to each of the components when the basis is 
the standard one: i.e., unit vectors along the directions of the axes of 
some chosen reference frame. The notation Aa refers to a different set 
of components for the same vector; this is possible because a given 
vector can be expressed in terms of more than one basis. When using 
index notation, one does not need to know what this second basis 
is; it suffices to know that AAAA is a Lorentz scalar. However, if you 
want to take an interest in the basis vectors, consult Fig. 12.1. 

When we change reference frame, any given 4-vector such as a 
4-momentum does not change, but the basis vectors do change, and 
usually we would prefer to know the components in terms of the 
new basis vectors. A matrix equation such as A' = AA should be 

I I A 
regarded as shorthand for the index notation version, A a = A A A . 
This makes it clear that we are here talking about each component of 
the vector, not the vector itself. The idea of 'a contravariant 4-vector ' 
or 'a covariant 4-vector' is meaningless, according to this stricter use 
of terminology. Rather, the set of components Aa is contravariant, 
and the set Aa is covariant. 

Once we have discovered one covariant tensor, it is easy to form others. 
Consider, for example, (gA), where A is contravariant. Under a change 
of reference frame, 

so (gA) is a covariant 4-vector. This fact is indicated in index notation 
by index lowering: (gaA AA) = Aa. The upper/lower index signifies the 
contravariant/covariant nature of the entity. 

All the 4-vectors and second-rank tensors we have been using in matrix 
notation have been contravariant, with the single exception of the metric. 
The terminology seems strange at first: why are the 'ordinary' ones called 
contravariant , and the 'contrary' ones called covariant? The reason is 
partly historical accident, but is connected to behaviour of the metric: 
the word 'covariant' has the connotation 'transforming in the same way 
as the metric tensor '. 

There is a simple geometric interpretation of the contravariant and 
covariant sets of components of a vector, illustrated in Fig. 12.1. This 
makes it clear that one must regard the contravariant and covariant 
forms as two versions of the same object, not two different objects. 



The metric tensor can now be understood to play two roles. Its 
primary role is to show how to calculate an invariant 'distance' in 
spacetime, and its secondary role is to allow easy conversion between 
contravariant and covariant forms of tensors. 

12.2.3 Useful methods and ideas 

The combination A· IF . B (i.e. AJLlF1.tVB v) is a scalar and therefore is 
unaffected by a transpose, hence 

A . IF . B = B . lFT . A. (12.12) 

If the tensor is antisymmetric, then this gives A . IF . B = -B ·IF . A, and 
therefore 

A·lF·A=O for antisymmetric IF. (12.13) 

We have already used this in eqn (7.44) in order to argue that the 
Faraday tensor should be antisymmetric in order to produce a pure 
force, and we shall use it again in chapter 15. More generally, you can 
prove that if IF is antisymmetric and § is symmetric, then 

for sym, antisym. (12.14) 

Some tips for tensor manipulations are shown in the box below. By using 
gaA gAb = og one can prove the useful 'see-saw' rule, as follows. We have 
Aa ... = gaAAA .. and Ba .. . = gaJLB~" for any A, B, where the dots signify 
other indices (which may more generally be up or down and in any 
order). Therefore 

A Ba .. · = AA B'" aJL = AA B'" s::JL = AA B'" a .. · ... JL gAag ... JL U A ... A 

where the first step used that 9 is symmetric. 
The order of the indices of a given tensor in index notation does 

matter and must be respected. For example, A ab is not necessarily 
equal to Aba, and A a b is not necessarily equal to Aba. This point is 
sometimes treated rather loosely in the literature. The only exception is 
when a tensor is symmetric. The Kronecker delta can safely be written 
og without bothering to indicate which index is first, which second, 
because2 o'b = 0ba

. 

In order to 'read' a tensor M ab as a matrix, it is helpful to think of the 
indices a, b as a two-digit number, and to 'read' the matrix in the way 
one reads text in most western languages: i.e., across the top row from 
left to right , then down to the next row, etc. As the 'two-digit number' 
a, b increments, the second digit b changes fastest, and this corresponds 
to moving along a row in the matrix. 

Lowering a first index of a tensor corresponds to pre-multiplying the 
matrix by g, thus changing the sign of the first row. Lowering a second 
index corresponds to post-multiplying by g, thus changing the sign of the 
first column. Lowering both indices changes the sign only of the time­
space part (i.e., the 0, 0 element and the lower right block are unaffected). 
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2 Note that here we are not comparing 
c5b with c5~, which one would obtain 
from the former by lowering one index 
and raising another, a quite different 
operation, involving the metric twice. 
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Tips for manipulating tensor equations 

(1) Name your indices sensibly; make repeated indices easy to Spot. 

(2) Look for scalars: e.g., IF>'J.LAblF>'1L is sAb where s = IF>'J.LlF>'lL. 

(3) You can always change the names of dummy (summed Over) 
indices; if there are two or more, you can swap names. 

(4) The 'see-saw rule' 

A>.B>' = A>' B>. (works for any rank) 

(5) oa behaves like a/ax 
(6) In the absence of oa, everything commutes. 

(7) oaxb = 8~; OaXb = gab. 

(8) Oak>'x>. = ka for constant ka. 

Non-tensors. The transformation matrix A a~ is not itself a tensor: it 
cannot be written down in anyone reference frame, but rather acts as 
the 'bridge' between reference frames. There can be other matrix-like 
quantities that are not tensors (because they do not transform in the 
right way) but are nonetheless useful. 

Consider now the equation used to define gab, eqn (12.3). The com­
bination on the left-hand side could also be written g;, since it can be 
read as gab with the first index lowered, so we have 

b .s:b 
ga = U a • 

and therefore g~ = 8~ = 4. 
In Special Relativity using rectangular coordinates, one finds that gab 

and gab are represented by the same matrix. More generally, this need 
not be the case, but eqn (12.3) is always true. We met some examples in 
chapter 9. The first metric in eqn (9.47) reads gab = diag( _h2, 1, 1, 1). 
Taking the inverse, we find gab = diag( - 1 / h 2 , 1, 1, 1). 

It is interesting to ask whether the Kronecker delta db is a tensor. If 
it is, then the placement of the indices implies that it is of mixed rank, 
so it ought to transform as A for one index, (A -l)T for the other. Using 
matrix notation, this means the transformed version, db: is the matrix 
given by 

where I is the identity matrix. This matrix product evaluates to I: i.e., 
we get back the Kronecker delta once again. This shows that db respects 
the rules: it is a tensor of the type indicated by the placement of its 
indices. This can also be proved from the quotient rule. 

Quotient rule. The quotient rule states that if an expression of the 
form 

(12.15) 



yi Id' a, 4-vector whenever C is a 4-vector, then B must be a tensor 
(of th type indicated by the placement of its indices), and similar 
.taLemenL apply at all ranks. This idea can be expressed 'if when 
~Oll1 tbjng mu}l,iplies a vector it always yields a vector, then the thing is 
~ tensor'. This is familiar in 3-vector analysis, where, for example, one 
h~s expressions such as 

j = CE 

where j is the current density produced by an electric field E in a 
crystalline material whose conductivity is given by the 3 x 3 tensor C. 
'The i, j element of C tells how much current density in the ith direction 
is produced by an electric field in the jth direction. Further examples are 
polarizability, magnetic susceptibility, and moment of inertia-whenever 
the conditions are not isotropic these are tensor rather than scalar 
quantities. 

We shall now prove the quotient rule. In matrix notation, we have 

A=BgC 

where A and Care 4-vectors, and we want to prove that B transforms as 
a tensor. Under a change of frame, A --+ AA, B --+ B', 9 --+ (A - l)T gA- 1 

and C --+ AC, so 

A(BgC) = B'(A- 1 fgA- 1 AC 

=} BgC = A- 1 B'(A- 1 fgC 

and this is true for all C. It follows that B = A-I B' (A - 1 ) T, and therefore 

B' = ABAT. 

This is the defining property of a tensor, therefore B is a (contravari­
ant) second-rank tensor. The proof for tensors of higher rank proceeds 
similarly. 

At first sight the index notation is not very appealing: it appears to 
offer rather cluttered expressions, and one needs to look hard to keep 
track of the indices. However, it comes into its own when differentiation 
is needed, and it makes it easy to construct the all-important invariants, 
by contracting tensors of even rank. It also makes some basic calculations 
easier. 

Example Find the transformation of electric and magnetic fields 
under a change of inertial reference frame. 

Solution 
We use the Faraday tensor (7.46), and calculate 

(12.16) 

From the anti symmetry of lFab and the symmetry of A we know that 
'b' lFa is antisymmetric, so the diagonal elements are zero. Next consider 

the element lFO'I': i.e., a' = 0, b' = 1. In the double sum over J1. and v 
there are sixteen terms, but for frames in standard configuration only 
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two are non-zero, because A o~ is only non-zero for I-" = 0,1, AI: is onl 
non-zero for v = 0,1, and lFfLV is only non-zero for I-" =f v. Hence only thY 
combinations (1-", v) = (0, 1) and (1,0) survive, and we have e 

lFO'l' = AO~Al;lFol + AO;Al~lFlO = ('l- 'i.B2 )lFol = lFOl. 

Therefore Ell = Ell' Proceeding similarly, one finds 

and 

E~/c = ,,/(Ey/c - .BBz) 

E~/c = ,,/(Ez/c +.BB ) y , 

therefore E~ = ,,/(E-L + v 1\ B). It is also easy to see that lF2'3' = lF23 

therefore BII = BII ' and the equation for B-L follows from lF l '2' and lF1'3: 

(exercise for the reader). 

The above method of calculation is simpler than evaluating the matrix 
product AlF AT. 

A summary of some of the merits or otherwise of the two notations is 
given in the following table. Note that both notations allow you to write 

? ? 
nonsense such as AU ~ BUACA or A ~ lBlC (in both cases the symbol on 
the left seems to be a 4-vector, but the combination on the right is not). 
To avoid nonsense it is up to you to obey the rules! 

index notation 

number of indices tells you the 
rank 

lots of fiddly indices 
use further labels with caution 
upper, lower index to take care 

of 9 
all ranks 
handles everything 
identify invariants easily 
longer derivations easier 

vectors and matrices 

font or underline tells you the rank 

less clutter 
labels are ok, e.g. Ptot = Ei Pi 
use . or remember 9 

only rank ° to 2 
restricted 
invariants less obvious 
good for the simplest derivations 

12.2.4 Parity inversion and the vector product 

We still have not exhibited a 4-vector quantity similar to the well-known 
vector product a 1\ b for 3-vectors. The reason is connected with the fact 
that a 1\ b is not quite a 'perfectly proper' vector. It is (quite rightly) 
called a vector because it behaves the right way under rotations, but 
it gets up to no good when you try reflections or inversions through 
the origin (parity transformation). Consider a rotating object and its 
angular momentum L = E r 1\ p for example. The angular momentum 
vector is defined by convention to point along the axis of rotation, with 
a direction such that the rotation is right-handed. Now imagine placing 



an ordinary arrow-shaped rod next to a rotating wheel, with the arrow 
pointing in the direction of the angular momentum L of the wheel. Place 
a mirror next to them. First suppose that the au'<:is of rotation of the 
wheel is vertical and so is the mirror surface (Fig. 12.2) . Now look in 
the mirror: the arrow, seen in reflection, is still pointing in the same 
direction, but what has happened to the wheel? Its reflection is rotating 
in the opposite sense, so its L vector has reversed direction! The angular 
momentum vector and the arrow have done opposite things: one reversed 
direction , the other did not. 

Now lay the mirror flat, in a horizontal plane (Fig. 12.3). This time 
the arrow changes direction but the rotation does not. 

We have in r A p a quantity that behaves like a vector under rotations, 
but has exactly the 'wrong' behaviour under reflections. Such a quantity 
is called a pseudovector. Alternatively, the ordinary vectors are called 
polar vectors, and ones like angular momentum are called axial vectors. 
A polar vector is one that changes sign under spatial inversion (also 
called parity transformation); an axial vector is one that does not. 
Spatial inversion is a reversal of all three coordinate axes. Under such an 
inversion an ordinary vector changes sign- what you would expect-but 
an axial vector does not (Fig. 12.4). 

Axial vectors might seem to be an invention that should have been 
avoided, but once you are aware of them you will find them throughout 
physics. We already mentioned one important example, the angular 
momentum, and another is the magnetic field vector B. The electric 
field, on the other hand, is a 'straightforward' polar vector. The vector 
product of two polar vectors (e.g. rAp) gives an axial vector. The scalar 
product of a polar vector with an axial vector produces a scalar that 
changes sign under parity inversions; it is called a pseudoscalar. 

We mentioned this business of polar and axial vectors in order to 
introduce the fact that the vector product has to be reconsidered before 
we can generalize it to more than three dimensions. 

If we examine the vector product 

r A p = (rypz - rzpy)i + (rzpx - rxpz)j + (rxpy - rypx)k, (12.17) 

we find all combinations of elements of r with elements of p, except for 
those along the same direction. This suggests that we should consider the 
outer product rpT. After trying that, and also trying prT , one discovers 
that the interesting combination is 

( 

. r xPy - r yPx . ) 

. rypz -. rzpy 
rzpx - rxpz 

(12.18) 

where we have written out three of the elements, and the dots signify the 
other elements, which can be obtained by using the fact that the whole 
matrix is antisymmetric. IL is, by construction, a (three-dimensional) 
second-rank tensor. Notice that the x component of the vector L appears 
in the 'y, z' slot (second row, third column) of the tensor IL, and Ly 
appears in the 'z, x' slot, and Lz appears in the 'x, y' slot: 
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Fig. 12.2 

Fig. 12.3 

Fig. 12.4 Inversion through the ori­
gin: spatial displacements and linear 
velocities reverse direction, hut angular 
momentum does not. 
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The 4-vector generalization of the vector product is, then, a second-rank 
tensor defined by 

(12.19) 

For example, an important antisymmetric tensor is the angular momen_ 
tum tensor defined by 

(12.20) 

for a particle whose position and momentum are given by X and P. 
The tensor lL behaves the same way under parity changes as other 

second-rank tensors: it does not change sign. Picking out some elements 
of this second-rank tensor and calling them a vector is a 'trick' that 
only works in three dimensions. It works because those elements do 
transform as a vector under rotations, and this is partly because an 
antisymmetric second-rank tensor in three dimensions has just three 
non-zero independent elements. In four dimensions we can construct the 
tensor; it is antisymmetric and so now has six independent non-zero 
elements, but that is two too many to have any hope of making a 4-
vector out of them! Instead we can find two 3-vectors, one polar and 
one axial: recall eqn (7.42). For example, for angular momentum the 
definition (12.20) gives the top row LOi = ctp - (E/c)x which is clearly 
polar, and the space-space part is equal to the 3-angular momentum 
tensor, which we already showed is related to an axial vector. It follows 
that a polar and an axial vector can be similarly extracted from any 
antisymmetric tensor, since they all transform in the same way. 

12.2.5 Differentiation 

We have already defined the 4-gradient O¢, the 4-divergence 0 . F, and 
the d'Alembertian 0 2 == 0 . O. The quantity 

or O·J.;,. 

is a 'divergence of a tensor'; it yields a 4-vector. 
Two more derivatives naturally suggest themselves: 

and 

and 

01\ A == OAT - (OATf, 

aaAb _ abAa) (12.21 ) 

where we displayed them in both notations (the index notation is clearer 
for these outer products). The first of these was exhibited in eqn (7.47). 
It should be read as a sort of 'gradient' of a vector field, but now 
the gradient has to say how every component of the vector changes 
in every direction. For example, you should confirm that aaXb = d~ and 
aaXb = gab· 
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The second quantity in eqn (12.21), a sort of '4-curl', gives an antisym­
metric tensor, therefore a set of 6 independent non-zero elements. You 
can read the result as 0 1\ A = '(thing) - (transpose of thing)' which 
makes it clear that the outcome is antisymmetric. 

The 'gradient of a vector' idea is quite useful in 3-vector analysis too. 
Compare, for example, the horrible 

V(u· v) = (u· V)v + (v . V)u + u 1\ (V 1\ v) + v 1\ (V 1\ u) (12.22) 

with the much more elegant 

(12.23) 

(You can prove the latter without much difficulty by converting to 
components in a rectangular coordinate system.) 

Further information on derivatives is contained in appendix C. 

12.3 Antisymmetric tensors and the dual 

Most tensors one encounters in physics are either symmetric or anti­
symmetric. A symmetric tensor has ten independent elements (six for 
the upper triangle, which also gives the lower triangle, plus four more 
on the diagonal). An antisymmetric tensor in four dimensions has six 
independent elements (if these form the upper triangle then the lower 
triangle is the negative of this and the diagonal is zero). 

Since tensors of given rank all transform the same way, we can 
obtain the transformation of 3-angular momentum (for example) by 
substituting E -+ cw, B -+ L into the equations for the transformation 
of the electromagnetic field, where w = ctp - (E/c)x = '"YffiC(Vt - x). 

Some relationships between tensors can be found by using the Levi­
Civita symbol or 'permutation symbol' Eabcd. This is defined as 

if abcd is an even permutation of 0123 
if abcd is an odd permutation of 0123 
otherwise 

(12.24) 

This is a four-dimensional object (there are versions for any number of 
dimensions), but only 4! = 24 of its elements are non-zero-half of them 
+1 and half -1; see table 12.1. It is defined to be invariant (it is what 
it is: it does not matter what reference frame you are working in), but 
it is easy to prove that it always converts tensors to pseudotensors, so it 
is itself a pseudotensor, by the quotient rule. Note that Eabcd = _Eabcd , 

which is a source of ambiguity in the literature: some authors chose E0123 
to be 1. 

Consider the combination EabAILIFAIL . Choose, for example, a = 2, b = 3. 
You can see that the (2,3) element of the result is made from IF01 and 
IF10, the latter subtracted from the former. If IF is symmetric then this 
is zero, if it is antisymmetric then this is 2IF01. 
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Table 12.1 Evaluating t he Levi-Civita symbol. 

o 
o 

-1 

E02cd = (0 0
1 

0 -01), etc. 

Eqn (12.18) can be written 

lLij = Eijk Lk (12.25) 

where L = r /\ p is the 3-angular momentum (axial), and Eijk is the 
permutation symbol in three dimensions. 

For antisymmetric IF, the tensor (actually a pseudo tensor ) 

IF- - 1 lF1w 
cd = '2EcdJ.LV (12 .26) 

is called the dual of IF. It does not take long to check the six terms to 
find that the matrix for JF cd looks like the one for lFcd but with a and 
b swapped, where a, b are the polar and axial vectors forming IF by the 
recipe of eqn (7.42). It follows that JFcd can be obtained from lFcd by 
the substitutions a -+ -b, b -+ a. For an example, see eqns (7.46) and 
(13.10). 

Exercises 

(12.1) If A
ab and B

abc are tensors, then which 
of the following expressions yield a tensorial 
result : A aA B Abc ; AaABbAc; A ab + Aba; A ab + A cd ; 

A
ab + Acd; A

ab 
A cd ; B

Ab
A? Give the valence of any 

that are tensorial. 

(12.2) Describe the relationship between the tensor Aab 

and A
a
b , Aba , Ad' , Aba' 

(12.3) Prove eqn (12.14) (by using that JFJ.w = _JFVJ.L 

if IF is antisymmetric, and §J.LV = §VJ.L if § is 
symmetric) . 

(12.4) Consider the effect of parity transformation (spa­
tial inversion) on Maxwell 's equations and the 
Lorentz force equation. Show that all phenomena 
of classical electromagnetism are invariant under 
spatial inversion. (It follows that if a given elec­
tromagnetic phenomenon is possible, then so is its 
mirror image.) 

(12.5) Evaluate O(K· X) and 8a (K AXA ) where K is a 
constant 4-vector-and decide which notation you 
prefer! 

(12.6) In a given inertial frame, whose 4-velocity is U, a 
tensor ,[,ab has just one non-vanishing component: 
'['00 = c2

• Find a way of writing such a tensor 
in terms of a pair of 4-vectors. Hence find the 
components of this tensor in an arbitrary frame 
moving at velocity v relative to the first . 

(12.7) Useeqn (12.25) to prove that Eijk is a pseudo-tensor. 

(12.8) Confirm the statements made after eqn (12.26). 

(12.9) Prove that any second-rank tensor can be written 
as a sum of a symmetric and an antisymmetric 
tensor: M ab = sab + A ab, and give expressions for 
sab and A ab in terms of M ab . State how the result 
extends to higher ranks. 

(12.10) Show that EaAJ.LV EbAJ.LV = -681:. 



Rediscovering 13 
electromagnetism 

We are now ready to 'reinvent' electromagnetism. The approach taken 
in chapter 7 was to introduce the electric and magnetic fields in terms 
of the forces exerted on charged particles, and to reason from Lorentz 
transformations, from easily analysed basic phenomena, and from the 
Maxwell equations. We mentioned that the electric and magnetic fields 
should be regarded as two parts of a single entity, and at the end of the 
chapter we briefly introduced that entity: the antisymmetric second-rank 
tensor called the Faraday tensor IF'. 

In chapters 7 and 8 (section 8.2.3) we also examined the claim that 
the whole theory of electromagnetism can be derived from Coulomb's 
Law and Lorentz covariance. This claim seemed attractive at first, but 
on further consideration it turned out to be far too sweeping. It is 
based on several tacit assumptions, some of which are quite subtle. It 
is an important skill in physics to be able to identify what non-trivial 
assumptions have in fact been invoked in any given argument. 

In this chapter we shall obtain the Lorentz force equation and the 
Maxwell equations from an explicit set of assumptions, restricting our­
selves as far as possible to the simplest possible assumptions that are 
consistent with Lorentz covariance, and that give rise to some sort of 
field theory (i.e., a theory of point-like entities called particles interact­
ing via extended entities called fields) . In this way we will show that 
electromagnetic theory can be considered to be one of the most simple 
possible field theories. The mathematical language of tensors guides us 
very quickly to the right formulation. 

13.1 Fundamental equations 

Suppose we want to construct a field theory with two basic physical 
elements. These will be fields (whose nature is to be discovered) and 
material particles. By a field we mean simply something that exerts a 
force on a particle, and we shall assume that the particles in turn give rise 
to the field through a property we shall call their charge. For simplicity, 
we take it that the charge is a scalar invariant. Do not forget that we 
are in the process of inventing a theory, so we can hypothesize anything 
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13.2 Invariants of the 
electromagnetic field 324 
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we like; we are constrained only by the language of tensors (to maintain 
covariance) and the policy of simplicity. 

We shall therefore further assume that the force is pure: i.e., rest-mass 
preserving: that is a great simplification if we can achieve it . 

Now let us consider whether the 4-force exerted by the field at a given 
event might depend on anything else in addition to the charge of the 
particle. Suppose, for example, that it is independent of the particle's 4-
velocity U and 4-acceleration dU/dT, etc. A field theory can be built from 
such an assumption, but it is not the one we are looking for because it 
cannot give rise to a pure force. For a pure force we require F . U = 0, but 
if the force is independent of U, then F . U can only vanish for all U if F is 
itself zero. We conclude that we shall need some dependence of F on U. 

The next simplest assumption would seem to be that the 4-force is 
proportional to the charge and to the 4-velocity of the particle, but is 
independent of its 4-acceleration: 

? 

F ~ q¢U (13.1) 

for some scalar field ¢. This is no good, however: still not pure: F . U == 
q¢U . U =f=. O. Next we try 

electromagnetic force equation 

Fa = qlFalLU
IL [ F = qlF· U (13.2) 

where IF is an object that describes the field. It is a second-rank tensor. 
This is the simplest thing (other than a scalar) that can take a 4-vector 
as 'input' and give back a 4-vector force. So is the force pure now? We 
have already given the answer in the discussion following eqn (7.44): the 
force is pure for all U if IF is antisymmetric (and you can easily prove 
this condition is necessary as well as sufficient, by finding a U for which 
F . U =f=. 0 if IF is not antisymmetric). The conclusion is requiring IF to be 
antisymmetric is both necessary and sufficient to guarantee a pure force. 

We now know our tensor is antisymmetric. That is good, because this 
is the least complicated type of second-rank tensor. It can be regarded as 
being composed of two 3-vectors, so our tensor field can be interpreted 
as a linked pair 3-vector fields. We have already shown in eqn (7.45) 
that the spatial part of eqn (13.2) gives the Lorentz force equation, and 
hence IF is as given in eqn (7.46). We immediately know how the fields 
transform under a change of reference frame; see eqn (12.16), which gives 
our old friend eqn (7.13). Note that, as before, we have obtained the field 
transformation by using the force equation without needing to evoke the 
field equations. 

So far we have established how our field IF affects particles, and we 
have learned that we can, if we so chose, interpret it as a linked pair of 
3-vector fields. It remains to propose how the particles might generate 
the field. We shall assume that some sort of differential equation is 
needed, so we take an interest in OAlFAb, which is a sort of divergence of 



the tensor field. This reduces the rank of the object from 2 to 1; it is 
arguably the simplest differential operator we could use. It is certainly 
one of the simplest anyway, so let us try it. 

We have already proposed that the effect of the field on the particles 
is proportional to their charges and their velocities. Some sort of general 
notion of a 'third law' (action and reaction), which we know will be 
needed to respect momentum conservation, leads us to guess that the 
particles should in return affect the field also through their charges and 
their velocities, so we guess 

First field equation 

O>.W>'b = -MoPoU b [ 0 . W = -MoPoU (13.3) 

where Mo is a proportionality constant, and Po is the proper charge per 
unit volume: i.e., for any given event it is the charge density in the 
reference frame in which the local charge is at rest. 

So far we only assumed the charge was Lorentz invariant. Our field 
equation (13.3) gives us something more: it can be valid only if the charge 
is conserved. This is the well-known connection between the completion 
of Maxwell's equations and the conservation of charge. To prove it, we 
investigate the 4-divergence of the 4-vector on the right-hand side of eqn 
(13.3) : 

0JL(poUJL) = OJLo>.W>'JL 

= o>.0JLWJL>' swap A, M 

= -o>.0JLW>'JL antisymmetric W 

= -OJL0>.W>'JL commute partial differentiation 

===} o>.(poU>') = O. 

In the first step we simply swapped the indices: this is valid because they 
are dummy indices (being summed over): we can call them what we like. 
You can imagine that A was first changed to CT, then M to A, then CT to 
/1-. In the second step we invoked the antisymmetry of W. In the third we 
invoked the symmetry of second partial derivatives: o>.0JL! = oJLo>.! for 
any well-behaved scalar !, and thus for all the elements of W. The whole 
argument is essentially the same as the one leading to eqn (7.45), but 
now we have o · (0· W) instead of U . W· U. 

Defining the 4-vector J == PoU, we can write the conclusion o>.J>' = O. 
This is the continuity equation (previously we wrote it o · J = 0), so we 
have deduced that the quantity whose flow is described by J-i.e., the 
charge-is conserved! 

This conservation law greatly cheers us. In fact, one might argue 
that for a simple theory one should insist on such a conservation, and 
this is further evidence that eqn (13.3) is a unique choice: it is the 
only one that is remotely simple and that is consistent with charge 
conservation. 
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1 See section 16.5 for a discussion of 
whether or not the Lorentz force equa­
tion is axiom atic. 

We have already seen in eqn (7.49) that eqn (13.3) is the MaxWell 
equations M1 and M4 in tensor notation. 

Eqn (13.3) is our first field equation. It does not yet fully describe 
the field, because it is only a 4-vector equation: i.e., it contains four 
equations, while we need six altogether. The problem is that the diver_ 
gence of a field does not in itself fully characterize the field. The natural 
next step is t o consider the 'curl' of the field- some sort of derivative 
that would generate a third-rank tensor. There are many possibilities. 
However , we can keep the problem under control by noticing that We 
have not yet taken advantage of another feature that can arise in field 
theories: the concept of a potential. Therefore we shall assume next that 
IF can be derived from a potential. We can soon convince ourselves that 
a scalar potential will not suffice, so we try a vector potential A, and 
propose 

(13.4) 

It follows that 

Second field equation 

aalFbc + aClFab + ablFca = 0, (13.5) 

as you can verify. Now, it can be shown that eqn (13.5) is not only a 
necessary but also a sufficient condition that IF can be obtained from a 
4-potential as in eqn (13.4). Therefore we can describe either of eqn 
(13.4) or eqn (13.5) as our second field equation. The form of eqn 
(13.5) represents sixty-four equations, and yet only four of them are 
independent , so the index notation is introducing a lot of unwanted 
redundancy. However, there is something attractive about having a set 
of equations only in terms of IF and the charges, and the tensor technique 
is still playing its crucial role of guaranteeing Lorentz covariance. 

With the benefit of the assumption that IF is completely determined 
by a 4-vector potential (so there are only four unknowns), now our first 
field eqn (13.3) becomes sufficient to determine the field. Substituting 
from eqn (13.4) it becomes 

(13.6) 

This is 02A - 0(0 . A) = -J-.loJ, which we previously wrote in compo­
nent form in eqns (7.26) and (7.27). 

We now have a complete theory, consistent unto itself. It remains to 
extract predictions and compare with experiment , and of course we know 
well that we shall be richly rewarded with experimental confirmation. 
The foundat ional equations are summarized in the box below. We added 
the equation of motion F = dP / dT in order to provide a complete story: 
the field equat ions say how the fields move, the equation of motion says 
how the particles move.1 All of classical physics except gravitation is 
included in this box! 



Electromagnetic field theory 

Force equation 

Fa = qIFa,\U,\ 

(pure force <=> IF is antisymmetric). 
Field equations 

o,\IF
Ab = -/-loJ b 

oClFab + oalFbc + oblFca = o. 

(13.7) 

(13.8) 

The first =} O,\JA = 0, charge is conserved. 
The second <=> IFab = oa A b - Ob A a, the field 
potential. 

can be derived from a 

Equation of motion of a test particle 

dU
a 

IFaAU 
m dT = q ,\. (13.9) 

Variations 

Variations which give rise to other sensible and reasonably simple the­
ories are mainly of two types. We can give up the requirement of a 
pure force and try a simpler potential, such as a scalar potential (i.e., 
a Lorentz scalar, not part of a 4-vector) . An example of this is the 
Yukawa scalar meson theory, which was a forerunner of some aspects 
of the Standard Model of particle physics. Or we can introduce further 
sources to gain more symmetry between the electric and magnetic parts, 
at the expense however of losing the 4-potential. 

Consider the 'dual' field tensor defined by 

Wab = ~ Eab'.LVIF!t1/ = (=;; 
-Bz 

The second field equation (13 .5) can be written 

O,\JFAb = 0, (13.11) 

i.e., the dual field is 'source free. ' This suggests that one natural modifi­
cation of the Maxwell theory is to introduce a magnetic current density 
Jtnag, which would represent a density and flux of magnetic monopoles. 

One replaces the second field equation by O,\JF Ab ex J~ag . The magnetic 
'charge' of a monopole would be invariant and conserved (like electric 
charge). This might seem like a modest modification, and one which 
Nature might have adopted. However, it has profound consequences, 
because it results in a loss of symmetry under space inversion (par­
ity transformation) and under time reversal. Extensive searches for 
magnetic monopoles have so far yielded null results, which suggests that 

13.1 Fundamental equations 323 



324 Rediscovering electromagnetism 

they do not exist and Maxwell's theory is the correct one. Nevertheless 
such searches will continue, in part because of an ingenious quantu~ 
mechanical argument due to Dirac, which suggests that the existence of 
magnetic monopoles would allow one to infer that electric charge must 
be quantized. The argument examines the motion of a particle moving 
in the field of a magnetic monopole, and the quantization condition 
emerges as a consistency requirement. 

The wonderful succinctness of eqs. (13.7) and (13.8) does not mean 
that the equations are simple: they remain precisely the full Maxwell 
equations, with all their complexity and richness. However, we have 
shown that we cannot expect to find anything much simpler than this. 
Furthermore, the introduction of IF gives us a sense that we are getting to 
grips with what the electromagnetic field really is. It is a 'tensor thing' 
that exists throughout spacetime. At each event in spacetime there is 
this four-dimensional 'thing' that looks like two 3-vectors when you pick 
any given reference frame. (It is four-dimensional in the same sense that 
a moment of inertia 3-tensor is three-dimensional.) It exerts forces and, 
as we shall explore in chapter 16, it carries energy and momentum. It 
may be right to say that it is part and parcel of the structure of spacetime 
itself, or else that spacetime is 'made of' things like this: this is the type 
of question that attempts to unify quantum field theory and General 
Relativity are trying to resolve. 

13.2 Invariants of the electromagnetic 
field 

Tensor analysis yields up some fruit straight away. We know we can 
obtain at least one scalar invariant from any tensor, and from an 
antisymmetric second-rank tensor we can get two. The first is easy: 

D == ~IF ILvIFILV = B2 - E2/C
2 

2 
(13.12) 

(obtain this by summing the squares of the elements, with a minus sign 
for the time-space part coming from the presence of gIF g). The second 
is found by using the 'dual' field tensor given in eqn (13.10). Using this 
we can form the invariant 

(13.13) 

Our two invariants D (for 'difference') and a (for 'angle' or 'alignment') 
allow some general observations about the fields. For example, if the 
fields are orthogonal at some event in one reference frame, then they 
are orthogonal at that event in all reference frames (a = 0). If the 
magnitudes are 'equal' (i.e., cB = E) in one frame, then they are in 
all frames (D = 0). If the magnetic field vanishes in one frame then the 
field cannot be purely electric in another (since D < 0), and vice versa 
(when D > 0). If the angle between E and B is acute in one frame 
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(0: > 0) it cannot be obtuse in another. There can be a frame in which 
one of the fields vanishes only if 0: = 0: i.e., the fields are orthogonal in 
other frames. 

Supposing 0: = 0, then are we guaranteed to be able to find a frame 
in which the magnetic field vanishes? Clearly only if D < 0, but suppose 
that it is. Then we can use the field transformation equations (7.13) to 
find a frame in which B' = 0, as follows. 

Let the fields in some frame S be E, B. To get BII = 0 we need BII = 

o so we are clearly going to have to pick a frame S' with velocity v 
perpendicular to B. Then we have B .l = B, so 

For this to be zero, we need Band E to be perpendicular-but they are 
(if 0: = 0), so there exists a solution: the component of v perpendicular 
to E must be e2 B / E, and the component v E along E does not matter. 
It remains to check that this solution can have v < e: we require 

v~ + e4 B2 / E2 < e2 =? V~E2 < e2(E2 _ e2 B2) 

but D < 0 by hypothesis, so the right-hand side is positive and there 
exists a solution for a range of values of VE. Note that all the frames 
determined by this analysis have velocity in the plane perpendicular to 
B and with the same component of velocity perpendicular to E. This 
means they have a common direction of motion relative to one another; 
see Fig. 13.1. The simplest case is where v is perpendicular to E (as well 
as to B), then 

E' = E/i, B' = O. (13.14) 

A similar argument allows one to find a set of frames in which E' 
vanishes if 0: = 0 and D > O. The simplest case is 

E!\B 
v= -W--' B'=B/i, E'=O. (13.15) 

It can also be shown that when 0: =1= 0 there is a continuum of frames 
in which E is parallel to B. One such frame moves in the direction E !\ B 
with speed (3e given by the smaller root of the quadratic (32 - b(3 + 1 = 0 
where b = (E2 + e2 B2)/IE!\ Bel. 

13.2.1 Motion of particles in an electromagnetic field 

The equation of motion of a particle moving in an electromagnetic field 
can be written either 

(13.16) 

or 

(13.17) 

E 
• 

Fig. 13.1 If E and B are perpendic­
ular in one frame, with cB < E, then 
there is a set of frames in which B = O. 
Their velocities v relative to the first 
frame are in the plane perpendicular 
to B , and have the same component in 
the direction perpendicular to E, there­
fore they have a common direction of 
motion relative to one another. Similar 
statements apply to frames in which E 
vanishes when E . B = 0 and E < cB. 



326 Rediscovering electromagnetism 

The first equation offers a way to find the motion as a function of 
reference frame time, the second as a function of proper time along 
the worldline. 

Static, uniform field 

In chapter 4 we treated the motion of a charged particle in a static 
uniform purely electric field and in a static uniform purely magnetic 
field, using the three-vector approach. The discussion in the preceding 
section shows one way to treat the case of a general static uniform field. 
If the electric and magnetic fields are orthogonal, then first identify 
a frame in which one or the other is zero, solve the motion in that 
frame, then transform back. One may as well pick a frame that is moving 
orthogonally to both the fields, then its speed has to be E / B to null the 
E field, or c2 B / E to null the B field. 

For E . B = 0, cB > E, the motion is helical in the special frame, and 
therefore a combination of the drift velocity E !\ B / B2 and the (Lorentz 
transformed) helix in the original frame. Since the drift is perpendicular 
to B, it is in the plane of the circular motion. 

For E· B = 0, cB < E, the motion is hyperbolic (with increasing 
momentum along the direction E') in the special frame, and there­
fore a combination of the drift velocity c2 E !\ B / E2 and the (Lorentz­
transformed) hyperbolic motion the original frame. 

If the fields are not orthogonal, then a simplification is obtained by 
adopting a frame in which they are parallel. However, this does not save 
much labour compared with the 'brute force' approach of setting out 
and solving the equations of motion in the original frame in rectangular 
coordinates. 

The motion as a function of proper time is best obtained by solving 
eqn (13.17). To this end, it is convenient to write the equation using 
matrix notation: 

dU 
m dT = q(lFg)U . (13.18) 

This can be solved by noticing that for a uniform constant field, IF, is 
independent of space and time, and therefore the equation is precisely 
the same as the one obtained in a classical normal modes problem, and 
can be solved by the same methods. One proposes a solution of the form 
U = Uo exp(rT), where Uo is a constant 4-vector, and then the equation 
becomes an eigenvalue equation, with eigenvalues A = mr / q. 

We are looking for eigenvalues and eigenvectors of the matrix (lFg). 
This matrix is is not symmetric so the right-eigenvectors are not the 
same as the left-eigenvectors. We only need the right-eigenvectors here. 
Without loss of generality we can take the z-axis along Band E in the 
xz plane. One finds that the eigenvalues are 

(13.19) 



where D and a are the invariants defined in eqns (13.12) and (13.13). 
Using these values one can find the four corresponding eigenvectors UO(i), 

and the general solution is 
4 

U(T) = L aiUO(i) eq).,i
T

/
m 

i=l 

(13.20) 

where ai are constant coefficients that are given by the initial conditions. 
Note that it is allowable to include eigenvectors UO(i) that would be 
unphysical on their own (for example, having v > c), as long as the 
solution 4-velocity U (T) is physical at all times. 

When a = 0 (orthogonal fields) there is a zero eigenvalue. For E < 
cB this is the well-known case U =constant when f = 0; for E> cB it 
corresponds to a solution with v > c, which is unphysical on its own, but 
may be needed as part of an allowed solution. 

Arbitmry field 

To treat more general problems, one may use Lagrangian methods to 
find constants of the motion (chapter 14), or simply write down and try 
to integrate eqns (13.16) or (13.17). It is often useful to treat the former 
using eqn (4.13), which give 

3
d2q 

mOl dt2 = qEII' (13.21 ) 

not forgetting that the parallel and perpendicular directions change 
when v rotates. If the moving body radiates significantly, these equations 
are still valid but the electromagnetic field will not be known at the 
outset, and it is necessary to reconsider whether or not a point-like 
model for the body is appropriate. For a non-point-like body the charge 
on one part of the body experiences a field which is in part produced by 
the charge on another part of the body, and when the body accelerates 
the sum of such interactions over the body does not in general cancel 
(see exercise 8.5 of chapter 8). This self-force or mdiation reaction will 
be discussed in volume 2. 

Exercises 

Exercises for Chapter 13 327 

(13.1) Change of metric. The form of some of the 
basic equations of electromagnetism depends on 
which Minkowski metric (( + - - - ) or (- + ++ )) 
is assumed. The effect of a change of metric 
on equations using index notation is summarized 
by the rule 'introduce one sign change for each 
index in the "sensitive" place', where a 'sensi­
tive' place is down for an ordinary vector, and 
up for the gradient operator. Thus Aa and aa 

change sign, Aa and aa do not. However, thought 
is required because the presence of a gradient 
operator may be hidden, as may the presence 
of U,\U'\ (which becomes either _c2 or c2

). Also 
some equations serve as definitions which are 
independent of the metric. For example, we take 
the force equation (13.2) to be the definition 
of the field tensor IF no matter which metric is 
adopted. 
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Confirm that the main changes required if (+ -
--) is adopted instead of (- + ++) are as fol­
lows: 

(i) the relation of IF to the electric and magnetic 
fields changes sign; 

(ii) 8.>.lF'>'b = P,oJ b. Thus, for given (E and B) 
fields, IF and gab change sign. 

(13.2) Derive eqn (13.11): e.g., by using Maxwell's equa­
tions. 

(13.3) Show that det(lF) = (E· B)2/C2. (Hint: save your­
self a lot of trouble by choosing a coordinate 
axis direction in a helpful way.) Hence show that 
det(lF) is Lorentz-invariant. 

(13.4) §Introduce the complex 3-vector K == E + icB. 
Show from the known transformation properties 
of E and B that this transforms as 

o 
coshp 

-isinhp 

iSi~hP ) K. 

coshp 

(13.22) 

for frames in standard configuration. This is a 
rotation through a complex angle. Deduce that 
E2 - c2 B2 and E . B are invariants, and that no 
other invariants can be made from E and B. 

(13.5) If (E, B) and (E', B') are two different electro­
magnetic fields, prove that E . E' - c2 B . B' and 
E· B' + B . E' are invariants. 

(13.6) §]n a certain u:a.me her is a uniform eI ctl'ic fi 
E in th y direction and a uniform magntic ~ Id 
B = 5E/3c in the z direction. A partie] of ch l~ld 
to lD.ass ratio q/m is released from rest. on n~~ , 
x axIS. Show that the particle returns 0 th 
a."cis aft r a tLm.e 377rmc/16qE. (Hint: consider ~h:t 
ituat.ion ill a I'raJ:Qe where one fieJdvanishes.) e 

(13.7) Prove the statement about frames with parallel 
fields made after eqn (13.15). 

(13.8) Derive eqn. (13.19) for a particle moving in a 
constant umform electromagnetic field. Consider 
the case ex = O. What does this tells us about the 
fields? Interpret the solution corresponding to 
zero eigenvalue. Find U (T) for a particle initiaU a 
at rest in a uniform purely electric field, and fo~ 
a particle moving in a plane perpendicular to a 
uniform purely magnetic field. (Hint: first show 
that the right eigenvectors of the matrix 

(~1 ~) may be written G), G)') 
(13.9) Physically interpret the tensor M ab == Xa Jb _ 

Xb Ja where J is the electric 4-current density in 
some region of space. Hence deduce that polar­
ization and magnetization (density of electric and 
magnetic dipole moment) form the components of 
an antisymmetric second rank t ensor, and trans­
form in the same way as electromagnetic fields 
with the replacement E --+ P, B --+ M. 



Lagrangian mechanics 

It is assumed that the reader has met the Principle of Least Action in 
classical mechanics, and the rela ted concepts of the Lagrangian, the 
Hamiltonian, and the Euler- Lagrange equations. In this chapter we 
shall examine their Special Relativisitic generalisation. We begin with a 
summary of the classical results, both as a reminder, and to introduce 
notation. 

14.1 Classical Lagrangian mechanics 

Students usually first meet classical mechanics in the setting of Newton's 
laws, and the formula 

f = dp 
dt ' 

which we shall write in the form 

dx 
-V'V = m dt' 

The basic idea of Lagrangian mechanics is to replace this vector treat­
ment by a treatment based on a scalar quantity called the Lagrangian, 
which allows vector equations to be extracted by taking derivatives (just 
as V'V is a vector extracted from the potential energy V). This approach 
proves to be more flexible and it simplifies many problems in mechanics. 

At any given instant of time, the state of a physical system is described 
by a set of n variables qi called coordinates, and their time-derivatives qi 
called velocities. For example, these could be the positions and velocities 
of a set of particles making up the system, though later we shall allow 
a more general notion of a coordinate. 

Define a function £ called the Lagrangian, given by 

£=T - V (14.1) 

where T and V are the kinetic energy and potential energies of the 
system. The Lagrangian is therefore a function of the positions and 
velocities, and it can be a function of time. This is indicated by the 
notation £ = £( {qd, {qd, t) , which we shall abbreviate to £ = £(q, q, t). 

For particle motion with no external time-dependent fields, the 
Lagrangian has no explicit dependance on time. The phrase 'no explicit 
dependence on time' means it has no dependence on time over and above 
that which is already implied by the fact that q and q may depend on 
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t ime. For exam pi , a single particl undergoing impJe barmoni tnotio 
has the Lagrangian C = (1/2)m(:i:2 

- w2 x 2
). An example motion of t4l\ 

particle is x = Xo sin (wt) and for hi motion t.h Lagrangian au al 
be wri ten (mw2x~/2) co 2wt- a fun tioll of tim. However, th lat e 
form hid th d p ud u e n x and X, which i what ware hiefly intet~ 

t d in, and furth rmor in general the Lagrangian annot be deduced 
from th mot.ion, bu he motioll can b d duced from th Lagrangian 
wh n the latter js writt n as a function of coordinates and velocities. 
For this reason t he variables {gi Cii } are said to b the 'natural 01' 

'prop r' variables of C. (A simBru' is 'ue ari e. in the treatm nt. of 
functions of state in thermodynamics.) 

The t ime integral of the Lagrangian along a path q(t ) is called the 
action S: 

l
q 2 ,t2 

S[q(t)] = C(q, q, t)dt 
ql,tl 

(14.2) 

The Principle of Least Action states that the path followed by the system 
is the one that gives an extreme value (maximum or minimum) of S with 
respect to small changes in the path. (The title 'Least' action comes from 
the fact that in practice a minimum is more usual than a maximum.) 
The path is to be taken between given starting and finishing 'positions' 
ql, q2 at times h, t2' 

To find the extremum of S we need to ask for a zero derivative with 
respect to changes in all the variables describing the path. The calculus 
of variations may be used to show that the result is that S reaches an 
extremum for the path satisfying 

Euler-Lagrange equations 

:t (~~) = ~~ . (14.3) 

The physical interpretation of this set of equations is found by discover­
ing its implications. The end result of such a study may be summarized: 

d 
<it 

(rate of change of) 
( ~~ ) = ( ~~ ) 

('momentum') = (,force') 

The 'force ' here is called a generalized force, and the 'momentum' is 
called canonical momentum, defined by 

(14.4) 

In the simplest cases such as motion of a free particle, or a particle 
subject to conservative forces, the canonical momentum may be equal to 
a familiar momentum such as linear momentum or angular momentum, 
but this does not have to happen. A counter-example occurs for the 
motion of a particle in a magnetic field, as we shall see. 



The Hamiltonian of a system is defined as 

t{(q ,p,t) = (~Piqi) - C(q ,q,t) (14.5) 

where the qi are to be written as functions of the qi and Pi, so that the 
result is a function of coordinates and canonical momenta (the natural 
variables of the Hamiltonian). For conservative forces one finds that 
the sum in eqn (14.5) evaluates to twice the kinetic energy, and then 
1i = T + V, which is clearly the total energy of the system. 

The Euler- Lagrange equations imply 

Hamilton's canonical equations 

dqi ot{ dPi ot{ 
cit = OPi I cit = - Oqi . (14.6) 

Thus the Hamiltonian with the canonical equations offer an alternative 
to the Lagrangian with the Euler- Lagrange equations. In practice, both 
are useful. 

14.2 Relativistic motion 

In generalizing Lagrangian mechanics to Special Relativity, we shall 
proceed in two steps. First we ask the question: are the Euler- Lagrange 
equations (and their counterparts, the canonical equations) still valid? 
The answer is yes, as long we use the right Lagrangian. However, such 
a formulation is only partially useful. It can correctly generate 3-vector 
equations such as - V V = ,mv , but it does not immediately give t he 
4-force. Therefore the second step will be to reconsider the action and 
Lagrangian from a more thoroughly 'four-dimensional' (spacetime) point 
of view. 

14.2.1 From classical Euler- Lagrange 

First we consider t he argument based on the classical formula for the 
action, eqn (14.2). We restrict attention to a single particle, and write 
the Lagrangian 

C = Cfree + C int (14.7) 

where Cfree is the Lagrangian for a free particle, and C int is the part 
describing interaction with something else such as an electromagnetic 
field. 

For a single particle the complete path of the system (i.e ., the spec­
ification of qi (t) for all the coordinates) is simply the worldline of the 
particle. In this case it is straightforward to write the action integral as 
an integral with respect to proper time T along the worldline: 

l
q2 ,t2 1(2) 

S[q(t)] = C(q, q, t)dt = C,dT 
q, ,t, (1) 

(14.8) 

1{2 Relativistic motion 331 
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where w hay u ad the by now familiar dt/dT = ,. We already know 
important property of ire' r\loLion: it maximizes the proper time. 1'~b. 
sugge 't that th Lagrangian for free motion should be such that -y f2 S 

is a constant. v ith this hhlt we propose free 

Lfree = -mc2 h = -mc2(1- V
2 /C2

)1/2. (14.9) 

You can check that this gives the canonical momenta OLfree/OVi :=: -ymv .. 
i.e., the three components of the relativistic 3-momentum. ,. 

Next let us treat the case of electromagnetic interactions. We propose 
(or guess) the interaction term Lint and then prove that it gives the right 
equation of motion of the particle. Consider, then, 

Lint = qU . Ah = q( - ¢ + V· A). (14.10) 

After adding this to Lfree one obtains the three canonical momenta 

OL 
- = -ymvi + qAi (14.11) 
OVi 

which can be expressed as 

:P = -ymv + qA. (14.12) 

This equation commonly causes confusion. It does not mean that the 
momentum of the particle has changed. The momentum (i.e., that which 
is conserved in collisions and influenced by forces) is still -ymv. The 
canonical momentum (i.e., that which has a rate of change given by the 
gradient of £) is -ymv + qA. 

Now write the Euler- Lagrange equations: 

d 
dt (-ymv + qA) = q(-V¢+ V(v · A)) (14.13) 

The dA/ dt term on the left has two parts, because a change in A along 
the worldline is made of the time change of the field, plus a part owing 
to the fact that the moving particle visits a different place: 

dA oA 
cit = at + (v· V)A (14.14) 

(see eqn (14.25)). Substituting this in eqn (14.13) gives 

:t (-ymv) = -q (V¢ + aa~) + q (V(v· A) - (v· V)A) 

= q(E + v 1\ B) (14.15) 

where we have used the vector identity 

v 1\ (V 1\ A) = V(v· A) - (v· V)A. 

Eqn (14.15) is the correct equation for relativistic motion in an electro­
magnetic field, so we have confirmed that our choice of Lagrangian was 
correct and also that the Euler-Lagrange equations are valid as they 
are: they do not need to be modified, and they take the same form in 
all inertial frames of reference. They are covariant, but not manifestly 



covariant. The only drawback of the present approach is that one must 
pick a frame of reference before starting the calculation of the motion in 
any given case. In practice the mathematics is often easier if one does 
that anyway, so it is not much of a drawback. Nevertheless, we should 
like to see, if we can, a frame-independent formulation: i.e., a manifestly 
covariant formulation. That is the subject of the next section. 

The Hamiltonian is obtained from eqn (14.5). We have 

mc2 

1-l = bmv + qA)· v + - + q(¢ - v · A) = rymc2 + q¢. 
ry 

This is what one might expect: a sum of motional energy and potential 
energy. However, we should express the result in terms of the canonical 
momenta. To this end, use rymc2 = (m2 c4 + p2 C2 )1/2, where p = rymv = 

p - qA. We find 

(14.16) 

14.2.2 Manifestly covariant 

The 'problem' with the Lagrangian presented in eqns (14.9) and (14.10) 
is that it is not a Lorentz scalar. However , it gives a hint to what Lorentz 
scalar Lagrangian we could try: 

.c(X, U) = -mc( -U . U)1/2 + qU . A. (14.17) 

We use this in the action integral 

l
(X2) 

S[X(T)] = .c(X, u, T)dT 
(Xd 

(14.18) 

which is also a Lorentz scalar. 
The inclusion of eqn U . U in eqn (14.17) raises a subtle point that 

merits a comment. We know that the velocity is a 'unit vector' with 
U . U = _c2 , so why not write .c = -mc2 + qU . A? The problem with 
this version is that when substituted into the relativistic Euler- Lagrange 
equations it does not result in the correct equation of motion. We have 
lost the information about the kinetic energy of the particle. One can get 
around this problem in more than one way, but the most convenient is to 
insist on the form mc( -U . U)1/2 and keep in mind that the Lagrangian 
is not to be regarded as a property of the particle, but as a function 
whose 'job' is to tell us how the action changes if there are changes in 
the path. We shall comment further on this at the end. 

One way to handle t he minimisation of the action (14.18) is to change 
variables back to t in the integral, and then look for a minimum with 
respect to variations in t he path. It is immediately clear that we shall 
regain the same Euler- Lagrange equations as before, and the same equa­
tions of motion. Nonetheless, we shall pursue the manifestly covariant 
formulation a little further, to see if we can learn anything new. 
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Use of a parameter to m inimize the action. Ther is an imp r­
taut cliffer ·(t e btwe n 'Ins ( 4.18) and (14.2) . although they app at­
a firs glan e to b e similar. The difference is that in eqn (14.2) We 
know from he outset the values of t1 ) t 2 (a' well as ql q2) at tb . 
beginuing and end of an path. Thi ' j importan, as t il val'iatiolJ I 
alculatiou r quires t,ha th y at: fixed: i. . th same for aU path 

In aqn (1 .1 ) a' it . a.nds 11 end point a1' d fin. d by two events' 
but til valu of h · int gration vC:ll'iabl 7' at tho'e events will will 
be different from one path to another. Therefore the calculus of 
variations cannot be applied to the integral as it stands. This situation 
is handled by introducing a parameter>. that increases monotonically 
along the path, and whose start and end values can be fixed at some 
>'1 and >'2 . The action integral then reads 

J £(X, X, T)dT = 1~2 £ ~~ d>.. 

This version has fixed limits, and now the Lagrangian is 

f. = £dT 
d>' 

where f. should be written and treated as a function of X and dX/d,\. 
In our case we have dT2 = dt2 - (dx2 + dy2 + dz2 )lc2 so 

dT _ ~ (_ dXJI dXV) 1/2 
d>' - c gJIV d>' d>' (14.19) 

The minimization procedure can now go through, and we have the 
Euler-Lagrange equations 

d aE af. 
(14.20) 

where the dot signifies did>.. Owing to the presence of dT Id>' the 
new Lagrangian looks rather cumbersome, but fortunately, by a good 
choice of the parameter >. , we can now simplify the equations. One 
possible choice is to define >. as the value of T along the solution 
worldline. For that worldline, and for that worldline only (but it 
is the only one we are interested in from now on), we must then 
find dT/d>' = 1 and f. = £ and Xa = Ua . Then the Euler-Lagrange 
equations become the very equations (14.21) that we would have 
written had we been ignorant of this issue! 

There is one limitation to this 'trick', however. If the original 
Lagrangian has no dependence on one of the variables and its velocity, 
then the set (14.21) will include an equation reading 0 = 0, which is 
true but not helpful. Then we must return to eqn (14.20) and make 
some other choice of >.. For example, setting >. equal to one of the 
variables xa is often a good choice. 



By minimizing the action with respect to variations of the worldline 
(see box), one finds the manifestly covariant Euler- Lagrange equations 

d [)£ [)£ 

dT [)Ua = [)X a ' 

Now we extract the relativistic canonical momentum 

[)£ 

[)Ua 

where we have used 

[)~a (U . U) = o~a (UAgAJ.tUJ.t) = c5~gAJ.tUJ.t + U AgAJ.tc5~ 
= gaJ.tUJ.t + UAg Aa = 2U a 

(14.21 ) 

(14.22) 

and have assumed A is independent of U. (A is the potential experienced 
by the particle, not the one produced by the particle.) 

Now we can safely replace U . U by -c2 because we no longer need 
partial derivatives of this quantity with respect to components of U, so 
we find 

- [)£ 
Pa == [)Ua = mU a + qAa· (14.23) 

(compare with eqn (14.12)). 

Evaluation of dAjdr 

For any function that depends on position and time, we may write 

(Of) (Of) (Of) df = - dt + - dx + - dy 
ot x,y ,z ox t,y,z oy t ,x,Z 

+ - dz (Of) 
oz t,x,y 

df = (Of) dt + (Of) dx + (Of) dy + (Of) dz 
~ ~ ~ & ~ ~ ~ & ~ 

= (oAf) dXA. 
dT 

Since this result applies to all f, we may write 

d dxA 

- = -OA 
dT dT 

(14.24) 

and this may be applied to all the components of any tensor. For 
example, 

(14.25) 
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Notice that OUT manifestly covariant Lagrangian (14.17) differs by a 
factor "( from the one we used in the previous section, yet we obtain 
the same canonical momentum: f> in eqn (14.12) is the spatial part of 
P. The reason is that the relation between Lagrangian and action is 
different: in the first case we had an integral with respect to reference 
frame time t, now we have an integral with respect to proper time T. This 
resulted in a different set of Euler-Lagrange equations: (14.21) instead 
of (14.3). To confirm the agreement between the two approaches, one 
can manipulate eqn (14.21), replacing d/dT on the left-hand side by 
(dt/dT)d/dt = ,,(d/dt, and writing Ua = "(dXa/dt , then one regains eqn 
(14.3) as long as one makes the replacement £ --+ £h. 

The right-hand side of the Euler- Lagrange equation (14.21) is 
qOa(UAA>J = qUAoaAA, so the equation reads 

d A 
dT (mU a + qAa) = qU OaAA. 

This is like eqn (14.13). Now use 

dAa = UAoAAa 
dT 

(see eqns (14.25) and (14.14)), giving 

or 

m dd~a = q ((Oa AA ) - (oA Aa)) UA 

dP - = qeD 1\ A) . U 
dT 

(14.26) 

(14.27) 

We have found that the 4-force associated with the potential A is qeD 1\ 
A) . U. You can verify that this gives once again the correct equation for 
motion in an electromagnetic field, or else just recognize from eqn (13.4) 
that we have the equation of motion under the Lorentz force, eqn (13.9). 

Further comment on U . U 

Since the combination U· U = -c2 , one may wish to adopt the 
Lagrangian - mc2 for free motion. This can be done, but then the 
information that U· U = _c2 has to be incorporated into the action 
minimisation procedUTe. One has a constrained minimization. 

Keeping U· U in the Lagrangian leads to an easier solution, but 
one may be uneasy about the meaning of terms such as o£/oua, 
because this quantity refers to a change in the Lagrangian when 
one component of U is changed while keeping other components of U 
fixed. One might argue that iL i not possible to change one com­
pon nL of a 4-velo ity while ke ping all the other components fixed. 
If one omponent cbange on its own, the size of the 4-velocity will 
change. To maintain the size fixed, another component must change to 
compensate. 

This objection muddles two different things: namely, path variations 
considered in the calculus of variations, and the evolution actually 
followed by the system. Consider a more familiar and simpler example: 
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classical motion in a circle. When a particle moves in a fixed uniform 
magnetic field, t he speed remains constant. Therefore, throughout the 
motion, changes in Vx are accompanied by changes in v y , with the 
result that (v; + v;) is independent of time (for a B field in the z 
direction) . However, this does not mean that it is illegal to consider 
8L/8vx or 8L/8vy. By considering the effect of such 'excursions' while 
minimizing the action, one arrives at the very equation (Euler- Lagrange) 
which ensures that the Vx and Vy changes are coupled in the right 
way. Similarly, in the relativistic case, one may postpone applying the 
constraint on the size of U, because after the whole procedure yields a 
prediction for the worldline, one finds that the worldline satisfies the 
constraint anyway! 

14.3 Conservation 

Lagrangian mechanics reveals an important connection between sym­
metry and conservation. The Euler-Lagrange equations show that if 
L is independent of a coordinate, then the corresponding canonical 
momentum is constant in time: i.e., conserved. It is very reasonable 
to postulate that the Lagrangian describing an isolated body ought to 
be independent of the position of that body relative to other bodies. 
For, if the body is isolated- i.e., not interacting with anything else-­
then who cares where it is? For a Lagrangian having this symmetry 
(independence of translation in space), the corresponding canonical 
momentum is the total linear momentum. It follows that we can replace 
the conservation-of-momentum postulate introduced in section 1.2.1 
by a (very reasonable) symmetry postulate, namely that L must be 
translation-invariant for isolated systems. Conservation of energy then 
follows, as we showed in chapter 5, or it can be obtained from time­
independence of the Lagrangian. 

14.4 Equation of motion in General 
Relativity* 

Since the equation of motion of a test particle in GR is given by the 
Principle of Most Proper Time (equivalently, a time-like geodesic) , it 
can be conveniently treated using Euler-Lagrange equations. We wish 
to find a path having a maximum value of 

1(2) 1"2 dT 
T = dT = -dA 

(1) "1 dA 

where A is a parameter increasing monotonically along the worldline, 
and dT / dA is given by eqn (14.19) in which gab is now the GR metric 
tensor. The Lagrangian is clearly 
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where x a is the position 4-vector of the particle. Adopting the 'trick' 
explained in the box, after completing the variational calculation We 
choose A equal to the value of T along the solution world line. Then the 
Lagrangian can also be written .c = (l/c)( -U . U)1/2; see eqn (14.17). 
For this choice we must find .c = 1 at points on the path, since the path 
length is J dT = J .cdA. The property ".c = I" is a statement about the 
value of the function .c( xa , :i;a) at a certain locus of events, it says nothing 
about derivatives with respect to the coordinates and velocities, which 
need not be zero. However, it does imply that, along the solution path 
d.c/dT = o. ' 

With this in mind let us consider a different variational problem: 
namely, one in which the Lagrangian is 

(14.28) 

We then have the Euler-Lagrange equations 

(14.29) 

- ---d (8.c) 8.c 
dT 8:i;a - 8xa' 

where the last step used d.c/dT = O. We thus find that the new 
Lagrangian f. yields Euler- Lagrange equations that are satisfied if and 
only if the Euler- Lagrange equations for .c are satisfied. Since g!-,v:i;!-':i;v 
(which can also be written U . U) is considerably simpler to work with 
than its square root, we much prefer f. to .c, so we adopt it to treat 
geodesics in GR (see exercises 14.3 and 14.4). 

For example, if the metric is of the static form 

ds2 = _e2 if>/c
2 
c2dt2 + d0'2 

where the spatial part d0'2 is time-independent but not necessarily flat , 
then we have 

Since this is time-independent, we have that 8f./8i is a constant of the 
motion: i.e., 

(14.30) 

This is eqn (9.57). We have thus provided the further details that were 
promised in section 9.4, with regard to the arguments about time dilation 
and energy. 
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The Schwarzschild line element, eqn (11.5), yields the Lagrangian 

l = (1 - rs) c2i2 _ ( 1 1',2 + r2¢2 + r2 sin2etP) = c2 (14.31) 
r 1 - rs/r 

Since there is no dependence on r or cp, the Euler-Lagrange equations for 
those variables yield the constants of the motion shown in eqns (11.30) 
and (11.31). Since the orbit stays in one plane (see section 11.3.3) we 
may set e = 7r/2 and iJ = O. Finally, f = c2 gives eqn (11.30). 

The Euler- Lagrange equations remain valid also for non-static met­
ricS, and can be used to find space-like as well as time-like geodesics. 
They also apply to null geodesics if one uses a parameter (not proper 
time) to measure arc-length along the line. In this case £ is still constant 
(equal to zero) along the solution worldline. 

Refractive index m ethod for photons 

Consider a spacetime which can be described by a static isotropic metric: 

ds2 = -a2c2dt2 + a 2 n 2 (dx2 + dy2 + dz2) (14.32) 

where a(x, y, z) and n(x, y, z) are functions of position. Then the 
Lagrangian is (dropping the tilde): 

£ = a 2 (c2P - n2 (x2 + il + i 2
)) (14.33) 

From the time-independence we have 

o£ 2' -. = 2a t = const 
at 

and the canonical momentum associated with x is 
o£ 
- = -2a2n 2x ax . 

Its rate of change is governed by 

o£ oa £ 2 an 2 2 an 2 
- = 2a-- - a 2n-v = -2a n-v 
ax ax a 2 ox ax 

(14.34) 

(14.35) 

(14.36) 

where we introduced v 2 == x2 + il + i 2 and in the second step we used 
£ = 0, so we are treating null worldlines. Therefore the Euler- Lagrange 
equation for x reads 

(14.37) 

After using our constant of the motion, eqn (14.34), to replace a 2 , and 
using i = nv (which follows from £ = 0), this reads 

(14.38) 

Now let the parameter A be equal to the coordinate distance along the 
path. Then v = 1 and (after similar reasoning for y, z) we have eqn 
(11.49) . This shows that, for a static isotropic metric, the refractive 
index method reproduces the null geodesics exactly. 
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L-__________________________________________ ~ 

Exercises 

(14.1) Graded index optics. In optics, Fermat's Prin­
ciple of Least Time says that light-rays follow 
paths for which the travel time t = J ndslc is 
stationary with respect to small changes in the 
path, where n(x, y, z) is the refractive index and 
s is distance along the path. By introducing a 
suitable parameter 0, show that this corresponds 
to a least action calculation with Lagrangian 

where the dot signifies didO. Hence derive eqn 
(11.49). 

(14.2) (i) Show that the manifestly covariant 
Lagrangian (14.17) leads to the Hamiltonian 

1{ = (P - qA/lm + cJ -(? - qA)2. 

(ii) Show that the associated Hamilton's equa­
tions are 

dX" 
dT 

dP" q - a .x - = - (P.x - qA.x)8 A , 
dT m 

and that these are equivalent to the Euler­
Lagrange equation (14.26). Note, however, 
that because this Hamiltonian always evalu-

ates to zero (prove it!), problems can arise 
when using it, because some commonly used 
methods assume non-zero partial derivatives. 

(14.3) Show that in an arbitrary variational problem, if a 
Lagrangian L is constant along the solution path: 
i.e., dLlds = 0 where s is ~ parameter along the 
path, then replacing L by L = f(L) in the Euler_ 
Lagrange equations, for an arbitrary function I, 
leads to the same predicted path. 

(14.4) Show that the following Lorentz-invariant 
Lagrangian leads to the same equations of motion 
as were obtained from eqn (14.17): 

L = ~mU . U + qU . A. 

Show that the Hamiltonian is now 1{ = ~( P _ 
qA?lm: 

(14.5) Use the Euler- Lagrange method to find the 
equation of motion in three dimensions in the 
Rindler spacetime (constantly accelerating refer­
ence frame). 

(14.6) Is it possible to write down a manifestly covariant 
Lagrangian that is invariant under displacements 
in space but not time? What does this tell us 
about conservation laws? 



Angular momentum* 

For a particle whose position and momentum are given by X and P, the 
angular momentum tensor is defined by 

Lab == Xapb _ xbpa = (_O_+--_W-;-co o'--./c_) 
W/C L'J 

(15.1) 

where w = xE - pc2t The two 3-vectors associated with this are w 
(polar) and the 3-angular momentum L = x 1\ p (axial). 

15.1 Conservation of angular momentum 

The conservation of angular momentum can be investigated by defining 
the total angular momentum of a system of particles by 

Lab ~ Lab 
tot - ~ (i) (15.2) 

particles(i) 

where the sum is over the angular momenta of the different particles. 
Just as was the case in the discussion of conservation of momentum, we 
need to check whether this sum over tensors evaluated at different events 
is itself a tensor. First we check that any single freely moving particle 
has constant Lab. Using that P is constant for a free particle, 

dL
ab 

= dX
a 

pb _ dX
b 

pa = UamoU b _ UbmoU a = 0 
dT dT dT ' 

(15.3) 

so Lab is constant along the worldline. 
Next we examine the effect of a collision involving several particles. 

In this case the angular momenta are all being evaluated at the same 
event so the X's factor out of the sum (for those particles participating 
in the collision): 

But the 4-momenta are conserved, so the sums are not changed by the 
collision, so neither is L~gt. It follows that the total angular momentum 
we have defined for a composite system is indeed conserved under inter­
nal interactions, and hence that L~gt is a valid tensor (see section 5.2). 

We deduce from the spatial part that the 3-angular momentum is 
conserved in any given reference frame. Also, from the time-space part 
we have that 

15 
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is constant in time. The sum 

(15.5) 

can be interpreted as the position of the 'centre of energy' or centro'd 
(loosely speaking, this is the 'centre of mass'). So, upon differentiatil~ 
eqn (15.4) with respect to reference frame time t, we have g 

dxc PtotC2 
- - = -- =VCM· 
dt Etot 

Therefore, the centroid moves uniformly, at a speed equal to that of the 
centre of momentum frame. This is an interesting and non-trivial result. 
When a composite body moves freely with a tumbling motion, most 
or all of its particles undergo non-inertial motion . It is not surprising 
that there is a uniformly moving point which remains always somewhere 
near the middle of the body, but it is surprising, or at least interesting, 
that such a point can be found, at all times, by means of the simple 
sum presented in eqn (15.5). This guarantees that, in the absence of 
external forces, the particles of the body will not all veer to one side 
simultaneously, or all get ahead or lag behind, even though the body may 
change shape in complicated ways. This also shows that our policy of 
treating composite objects as single entities with well-defined properties 
(velocity, momentum, energy etc.) continues to make good sense. 

15.2 Spin 

Next we investigate a form of angular momentum called intrinsic angular 
momentum or spin. For a composite system (i.e., a set of interacting par­
ticles, such as a 'rigid' body) the intrinsic angular momentum is defined 
to be the angular momentum of the system in the centre of momentum 
frame. We shall show that this definition makes sense. This connects 
naturally to the familiar idea in classical mechanics of a body rotating 
about its centre of mass, while the latter may also undergo translational 
motion. We shall be interested to know whether this angular momentum 
can be related to a 4-vector. 

The issue also arises of whether point-like particles can possess 
intrinsic angular momentum. When experimental evidence of angular 
momentum of particles began to emerge in the early twentieth century, 
this caused some controversy, because for a very small extended object 
to possess significant angular momentum associated with rotation about 
its centre of mass, it must rotate very fast. Consider, for example, 
the electron, which possesses an intrinsic angular momentum of order 
n r::= 10-34 Js. An attempt to model the electron as a particle of finite 
size might propose a radius of order 10-15 m, but then to produce the 
observed angular momentum the outer part of this notional electron 



would have to be moving at about 400 times the speed of light. More 
generally, consider a ring of radius r and rest mass mo rotating with 
angular frequency w, giving it angular momentum L = ,r2mow. The 
speed of a point on the ring is v = wr. If this speed cannot exceed c then 
it appears the angular momentum cannot exceed Lmax = rmc where 
m == ,mo is the mass that the ring presents to 'the rest of the world', 
i.e. it is Etot/ c2 of the particles in the ring, evaluated in the centre of 
momentum frame. This is finite as long as v < c. The conclusion is that 
if r --t 0 with finite m, then Lmax --t O. Therefore infinitesimally small 
particles have infinitesimally small angular momentum associated with 
any rotation they may undergo about their centre of mass-energy. 

However, the Poincare group (i.e., the group of translations and 
Lorentz transformations (including rotations)) allows one to investigate 
in general what sort of quantities can be rotated, translated and Lorentz­
boosted, and it turns out that an angular-momentum-like property that 
can be associated with point particles naturally arises in the mathe­
matical description of the Poincare group. This does not necessarily 
imply that particles in Nature will be found to possess such a property, 
but it shows that if they did then a sensible mathematical treatment is 
available. This treatment introduces the notion of a spinor that we shall 
present in volume 2. 

It is found that most elementary particles do possess such a property, 
called spin. The property is not associated with a rotation of the particle, 
it is an intrinsic property like mass or charge, but instead of a scalar it 
has an axial vector-like character. 

Historically, spin was discovered at the same time as quantum mechan­
ics, and this has led to some confusion over whether spin is an essentially 
quantum mechanical (or 'non classical') property. Ultimately, all physical 
properties such as momentum, position, mass, etc. are quantum mechan­
ical, but their behaviour in the classical limit matches the behaviour of 
the corresponding quantities in classical physics. The same can be said 
of spin. That is to say, there is a classical theory of spin as well as a 
quantum-mechanical one. Given that the concept of spin arises naturally 
in mathematical analysis of the Poincare group, one may say (but one 
does not have to say) that it is a relativistic concept. The connection with 
quantum mechanics is the following. Whereas one can have a classical 
relativistic mechanics either with spin or without spin, it appears to be 
impossible to construct a quantum-relativistic mechanics without spin. 
So in quantum mechanics, spin is not an optional extra: it is an essential 
property of elementary particles. 

15.2.1 Introducing spin 

Recall the definition (15.2) of the angular momentum tensor for a 
collection of particles. In the sum each term is given by eqn (15.1) where 
X = (ct, r) is the 4-displacement of the particle from the origin 0, so 
we have defined the total angular momentum about the origin. Here 
the origin (of the chosen inertial frame) is serving as the 'pivot' for the 
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Fig. 15.1 



344 Angular momentum 

definition of angular momentum. The angular momentum about 
other pivot R is given by any 

Lf~t(R) = 2)Xa - Ra)pb - (Xb - Rb)pa 

= Lf~t(O) - (Rap~ot - RbPfot)· (15.6) 

In the centre of momentum frame the 3-momentum part of Ptot is zero 
so we find the space-space part of Lfit(R) equals that of Lfit(O). In othe; 
words, the 3-angular momentum in the CM frame is independent of the 
pivot. This means that we can regard the angular momentum in the CM 
frame as the 'intrinsic' or 'spin' angular momentum of the system. 

So far we have discussed only the angular momentum associated with 
motion of point particles, but we have shown that a composite system 
possesses a 3-angular momentum in its centre of momentum frame that 
is independent of the pivot. 

Now let us drop the subscript 'tot' on our labels, and take it for granted 
that the angular momentum under discussion describes a system of one 
or more particles. Also, we define Jab to be the total angular momentum 
about the origin. Then in the absence of intrinsic spin of the particles 
Jab = Lab(o) and we can rewrite eqn (15.6) as ' 

In the case of a point particle at R we would recognize the second term on 
the right-hand side as the angular momentum 4-tensor about the origin. 
More generally, we can choose the case R = Xc, the displacement from 
the origin to the centroid of the system, and define 

so that we have 

(15.7) 

(15.8) 

(15.9) 

This makes perfect sense: the total angular momentum about the origin 
is the sum of a part associated with rotation about the centroid and 
a part associated with movement of the centroid. The former is called 
'spin angular momentum', the latter 'orbital angular momentum'. 

The tensor sab is antisymmetric, and therefore in principle it has two 
3-vectors associated with it. However, the definition ensures that 

(15.10) 

(obtain this by using (15.6) to calculate Lab(xc), with Xc = (ct,xc)). 
Therefore the polar vector is zero and we are left with just the axial 
vector. The definition of sab makes the axial vector S equal to the 
3-angular momentum about the centroid (and see box below). 

Further remark. Eqn (15.10) states that the first row and column 
of the spin tensor sab is zero, but how can this property survive a 
change of reference frame? Upon applying a Lorentz transform we 
shall find So' b' i=- 0, unless some further physics intervenes. It does: 
the centroid must also be transformed. The property (15.10) should 
be read LOb(Xc) = 0; it holds for the angular momentum about the 
centroid, in any frame. Equation eqn (15.10) is not in itself tensorial, 
but it leads to the Fokker-Synge equation: 

PALAb(XPC) = 0 (15.11) 

where PC is the proper centroid (the centroid in the CM frame). 
This equation is tensorial and correct in the CM frame, therefore 
in all frames. When introducing intrinsic spin angular momentum of 
particles, we assume it too satisfies eqn (15.11). 

We can incorporate intrinsic spin of particles into this notation by 
claiming that it is a property that makes a further contribution to sab 
without contributing to Lab. We merely remark that there is nothing 
mathematically wrong with such a concept1 . We shall assume that Jab 
is conserved in collisions. For those collisions that conserve L't! it follows 
that sab is also conserved; in general, however, there can be a transfer 
of angular momentum between orbital and spin forms. 

15.2.2 Pauli-Lubanski vector 

We have already commented that 4-angular momentum is, in its essential 
character, a second-rank tensor not a 4-vector. However, this does not 
stop us from enquiring into 4-vectors that can be related to angular 
momentum. Consider, for example, the total angular momentum in the 
CM frame, So, for some system that has a CM frame (i.e., any system 
having non-zero rest mass). Let us define a four-vector sa to be that 
4-vector whose components in the CM frame are 

sa = (0, so) (15.12) 

where the subscripted zero emphasizes that So is the angular momentum 
in the rest frame. This '4-spin' provides a useful way to discuss spin. The 
Lorentz-invariant scalar quantity associated with S is 

S . S = s~. (15.13) 

i.e., the Lorentz-invariant size of the 4-spin is equal to the size of the 
3-spin in the rest frame. We also find 

S· U = 0 (15.14) 

(since this is the result in the CM frame and the equation is covariant). 
That is, the 4-spin is orthogonal to the 4-velocity of the CM frame. This 
means the 4-spin of a particle is parallel to the plane of simultaneity of 
the particle. One can study the evolution of the 4-spin by proposing an 
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1 Sometimes it is useful to reserve the 
letter S for the intrinsic spin contribu­
tion alone, then eqn (15.9) would be 
written Jab = Lab + L't} with Lab = 

Lab(xc) + sab 
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definition of angular momentum. The angular momentum about 
other pivot R is given by any 
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= Lf~t(O) - (Rap~ot - RbPfot)· (15.6) 

In the centre of momentum frame the 3-momentum part of Ptot is zero 
so we find the space-space part of Lfit(R) equals that of Lfit(O). In othe; 
words, the 3-angular momentum in the CM frame is independent of the 
pivot. This means that we can regard the angular momentum in the CM 
frame as the 'intrinsic' or 'spin' angular momentum of the system. 

So far we have discussed only the angular momentum associated with 
motion of point particles, but we have shown that a composite system 
possesses a 3-angular momentum in its centre of momentum frame that 
is independent of the pivot. 

Now let us drop the subscript 'tot' on our labels, and take it for granted 
that the angular momentum under discussion describes a system of one 
or more particles. Also, we define Jab to be the total angular momentum 
about the origin. Then in the absence of intrinsic spin of the particles 
Jab = Lab(o) and we can rewrite eqn (15.6) as ' 

In the case of a point particle at R we would recognize the second term on 
the right-hand side as the angular momentum 4-tensor about the origin. 
More generally, we can choose the case R = Xc, the displacement from 
the origin to the centroid of the system, and define 

so that we have 

(15.7) 

(15.8) 

(15.9) 

This makes perfect sense: the total angular momentum about the origin 
is the sum of a part associated with rotation about the centroid and 
a part associated with movement of the centroid. The former is called 
'spin angular momentum', the latter 'orbital angular momentum'. 

The tensor sab is antisymmetric, and therefore in principle it has two 
3-vectors associated with it. However, the definition ensures that 

(15.10) 

(obtain this by using (15.6) to calculate Lab(xc), with Xc = (ct,xc)). 
Therefore the polar vector is zero and we are left with just the axial 
vector. The definition of sab makes the axial vector S equal to the 
3-angular momentum about the centroid (and see box below). 

Further remark. Eqn (15.10) states that the first row and column 
of the spin tensor sab is zero, but how can this property survive a 
change of reference frame? Upon applying a Lorentz transform we 
shall find So' b' i=- 0, unless some further physics intervenes. It does: 
the centroid must also be transformed. The property (15.10) should 
be read LOb(Xc) = 0; it holds for the angular momentum about the 
centroid, in any frame. Equation eqn (15.10) is not in itself tensorial, 
but it leads to the Fokker-Synge equation: 

PALAb(XPC) = 0 (15.11) 

where PC is the proper centroid (the centroid in the CM frame). 
This equation is tensorial and correct in the CM frame, therefore 
in all frames. When introducing intrinsic spin angular momentum of 
particles, we assume it too satisfies eqn (15.11). 

We can incorporate intrinsic spin of particles into this notation by 
claiming that it is a property that makes a further contribution to sab 
without contributing to Lab. We merely remark that there is nothing 
mathematically wrong with such a concept1 . We shall assume that Jab 
is conserved in collisions. For those collisions that conserve L't! it follows 
that sab is also conserved; in general, however, there can be a transfer 
of angular momentum between orbital and spin forms. 

15.2.2 Pauli-Lubanski vector 

We have already commented that 4-angular momentum is, in its essential 
character, a second-rank tensor not a 4-vector. However, this does not 
stop us from enquiring into 4-vectors that can be related to angular 
momentum. Consider, for example, the total angular momentum in the 
CM frame, So, for some system that has a CM frame (i.e., any system 
having non-zero rest mass). Let us define a four-vector sa to be that 
4-vector whose components in the CM frame are 

sa = (0, so) (15.12) 

where the subscripted zero emphasizes that So is the angular momentum 
in the rest frame. This '4-spin' provides a useful way to discuss spin. The 
Lorentz-invariant scalar quantity associated with S is 

S . S = s~. (15.13) 

i.e., the Lorentz-invariant size of the 4-spin is equal to the size of the 
3-spin in the rest frame. We also find 

S· U = 0 (15.14) 

(since this is the result in the CM frame and the equation is covariant). 
That is, the 4-spin is orthogonal to the 4-velocity of the CM frame. This 
means the 4-spin of a particle is parallel to the plane of simultaneity of 
the particle. One can study the evolution of the 4-spin by proposing an 
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1 Sometimes it is useful to reserve the 
letter S for the intrinsic spin contribu­
tion alone, then eqn (15.9) would be 
written Jab = Lab + L't} with Lab = 

Lab(xc) + sab 
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equation of motion, and interpret the results by examining the situatio 
in the eM frame. However, ~his definition does not offer any immediat 
physical interpretation of the component of sa in other frames. e 

We an get some more infol'ma,tion by exploring further ways of con.~ 
structing 4-vectors. Let us try combinjng the an.gular momentum tensOr 
with other quantities such as position and momentum. For ,exanrpl 
,p~)..X).. is a Ii-vector and so is JCt).. P)... The first of these depends On 

po ition and t ime, so it is not associated with a.ny property (such as 
intrinsic spin) that is independent of position and time for an isolated 
system. The second looks more promising, but it does not reduce to an 
angular-momentum-like property in the low-velocity limit. In that limit 
we have P -+ (E/c, O) so 

This product of energy-squared and position vector has no particular 
physical significance. 

A more thorough search yields up a result. A usefu14-vector associated 
with angular momentum can be obtained by combining the dual of 
Jab with the 4-momentum of the particle (or total 4-momentum for 
a composite system): 

W - J- p.\ - 1 J!-'Vp.\ - 1 P.\J!-'V 
a = - a.\ - -'2ca.\!-,v - '2 c )..a!-,v . 

You can confirm that 

and therefore only the spin part of J contributes to W: i.e., 

W - 1 P.\S!-,V 
a - '2 c .\a!-,v 

(15.15) 

(15.16) 

This is called the Pauli-Lubanski spin 4-vector. We have already deduced 
one important property: it has nothing to do with orbital angular 
momentum. You can also verify that it is independent of the pivot, and 
in any frame the spatial part is equal to (E/c)s, where s is the axial 
vector associated with the spin tensor sab (i.e., the angular momentum 
about the centroid). To obtain this, recall that the time-space part of 
sab is zero, so in the calculation of Wx , for example, only two terms 
contribute: 

Wx = ~ (c0123S23pO + c0132S32pO) 

1 
= "2 (sx E / c - (-sx)E/c) = (E/c)sx (15.17) 

and similarly for the other components. These are the spatial compo­
nents of the covariant form Wa' It follows that the contravariant form 
is wa = (WO, (E/c)s). You can verify that the zeroth component is 
WO = s· p, so the summary is 

W = (s· p, (E/c)s) (15.18) 



where s is the 3-spin: i.e., the angular momentum about the centroid. 
In the eM frame this reduces to W = (0, mcso). Therefore W = mcS for 
systems or particles possessing rest mass. The Pauli-Lubanski spin 4-
vector is somewhat more general than S, since it remains well-defined 
for particles having no rest mass and no rest frame, such as photons. 
We can use eqn (15.18) to interpret the components of S in an arbitrary 
frame: 

S = W / mc = (-ys . v / c, ,s). (15.19) 

We shall now revert to the language of particles and speak of 'rest 
frame', 'position', 'velocity ' , 'energy' and 'momentum'; for a composite 
system it is understood that these refer to eM frame, centroid, velocity 
of the eM frame, total energy, and total momentum respectively. 

Under the action of a Lorentz boost, the Pauli-Lubanski vector 
transforms like any other 4-vector. To investigate this we shall perform 
a Lorentz boost starting from the rest frame (where W is (0, mcso)) 
to a frame moving at relative velocity -v. Unprimed symbols refer to 
the situation in the new frame, where the velocity of the particle is v. 
Recalling eqn (15.18) and using the Lorentz boost eqns (6.35) we find 

WO = s . p = , v . sam = so' p , 

. ,2mv · So 
W· = (E/c)s = mcso + ( ) v 

1+ ,c 

P'So 
= mcso + E/ P mc+ c 

(15.20) 

where to obtain the second form we used ,mv = p and ,mc2 = E. 
The components of the 3-spin vector parallel and perpendicular to the 

velocity are 

1 
8J.. = -80J.. . , (15 .21) 

These results can be obtained from eqn (15.20), but it is easier to get 
them directly by applying a Lorentz transform to (0, so) and interpreting 
the outcome using eqn (15.19). Both results are interesting. The first says 
that the component of the spin along the particle's velocity direction 
is given by the amount of spin in t he rest frame along that direction. 
Therefore, when one considers a given particle from the point of view 
of anyone of a set of frames all moving in the same direction relative 
to the rest frame, this spin projection is invariant. The two together 
imply that at low velocities the spin direction is almost unaffected by 
Lorentz boosts (a change in angle only appears at order V

2
/C

2
, whereas 

orbital angular momentum is strongly affected by a change of reference 
frame). Also, in the limit v -* C, SJ.. -* 0 so the spin is directed along the 
velocity: either aligned or anti-aligned. 

In the limit v -* c, eqns (15.20) become 

s· p 
W -* so' p (1, p c/E) = - P, (15.22) 

p 
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(wh J' we hav us IE 4 pc). For a mas le~ partic1 w can 110 long. 
interpret So as the -spin in the rest frame ince ther is no res fral'n€t 
Therefore we express the result in terms of s, the, pin of th patti 1'­
in whatever frame is under consideration. We find that for a massl 
parti Je the spin 4-v tor is proportional to the 4-momentum, Thi~ 
means that the, pin must be aligned or anti-aligned with t11 velocit,;~ 
which is consistent with the behaviotti' w all'cady 110t· d in th litnit 
v 4 c, TheH:fore s· p ip evaluates to eitheJ.' +8 or - ,We till have 
W· P = 0 (see eqn 15.14) since for a massless particle the 4-momenturn 
is null (p. P = 0). 

The projection of the spin along the velocity: i.e. , 

s· p 
slI = --

p 

is called the helicity. For a massive particle this can depend on reference 
frame. For example, by adopting a frame that overtakes a particle one 
could reverse the direction of p without reversing the direction of s. 
Therefore the helicity is not a Lorentz-invariant property in general. 
However, for massless particles there is no reference frame that can 
overtake the particle. Eqn (15.22) shows that the helicity for a massless 
particle is a constant of proportionality between two 4-vectors. It follows 
that it is a Lorentz scalar: i.e., a Lorentz-invariant quantity. Its value is 
either +S or -So 

In the quantum theory the helicity is quantised. It has eigenvalues 
mh where m is an integer or half-integer depending on the spin of the 
particle. For electrons m can be ±1/2, and which value is obtained, + 1/2 
or -1/2, is frame-dependent. For photons m can be ±1, and the value 
is frame-independent. 

15.2.3 Thomas precession revisited 

Eqn (15.14) has interesting consequences for the kinematics of spin 
angular momentum. In the absence of torque, one might be tempted to 
expect that dS / dT = O. However, if this were so then we could not uphold 
(15.14). Differentiating that equation with respect to proper time, one 
finds 

(15.23) 

therefore 5 cannot be zero in general if the particle is accelerating. This 
leads one to insist that the evolution of 4-spin in the absence of torque 
must be governed by 

dS = S· U U 
dT c2 

(15.24) 

since then we can guarantee (15.23) and we used the only available 4-
vectors. By 'absence of torque' here we mean that the situation in the 
instantaneous rest frame is dsa/dT = O. 



For convenience let us treat the case of constant rest mass, then U = 
P / m and the spatial part of eqn (15.24) reads 

d ( ')'s· v E .) ')'v -(')'s) = --- -+')'s·p -
dT C C mc2 

( 
. ( . . )) ')'v = -,),s·v,),+,),s· ')'v+')'v 2"" 

C 

. . 3( . ) v 
==? ')'S + ')'S = ')' s· v 2". 

C 
(15.25) 

Now use 'Y = ,),3(v . v)/c2 and one finds 

ds ')'2 . 
- = -v!\(v!\s). 
dT c2 

(15.26) 

Since the quantities are all as observed in some given inertial frame, it 
makes sense to express the result in terms of reference frame time using 
d/dT = ,),d/dt and therefore v = ')'a where a = dv/dt, giving 

ds ')'2 
dt = c2 a!\ (v!\ s). (15.27) 

This equation shows that the 3-spin of a particle which accelerates 
without torque has a constant component along the acceleration, but an 
evolving perpendicular component. For example, for rectilinear motion 
the sign of ds/dt is such as to align the spin more and more onto the 
direction of motion as the velocity increases. 

This is of some interest, but an even more interesting observation 
emerges if we consider the proper spin, that is, the 3-spin in the rest 
frame . We should like to discuss the evolution of So for a particle which 
is accelerating. It is useful to do the analysis in an inertial frame. We 
shall then have a 'mixed-frame' type of quantity: dso/dt gives the rate 
of change, with respect to laboratory frame time t, of the proper spin 
So . In case it seems odd to discuss this type of 'mixed' quantity, let us 
consider some other examples in order to show that it is in fact a sensible 
thing to do. 

Consider the Doppler effect in the case of an accelerating source such 
as a flying singing bird. We observe waves of changing frequency in some 
given direction in our inertial frame fixed to the ground. We might well 
want to know, is the changing frequency wholly owing to the Doppler 
effect (the bird whistling at fixed frequency, but darting too and fro), 
or is the bird chirping? In this case an interesting quantity is fo(t): i.e., 
the frequency fa in the instantaneous rest frame of the bird, evaluated 
at the bird event whose time is t in our inertial frame. 

For a more apt example, suppose there is a magnetic compass fixed 
in a rally car which is racing down a bumpy twisting track. We might 
take an interest in the question: is the compass needle maintaining a 
true indication of north, or is its violent motion throwing it off? The 
answer to this question depends on the nature of the force between 
the needle and its pivot (which may not be accurately at the needle's 
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entr ) as well < the flow or Lhe surrounding fluid and the interactio 
with Earth' magnetic field. W have no way to carry out th · cal U1atio n 
in th accel rating fram of th car (unless w 'borrow' techniques ho~ 
General Relativity) 0 we much prefer to do Lh a1 ulation in an in J:tial 
frame such as that of the Ear h. Nonetheless, th dir etion we Want to 
know is the one observed by the driver. 

I hope I have persuaded you that calculating dso/ dt is a worthWhile 
thing to do, where t is time in some inertial frame, and So is the proPer 
spin of a particle which may be accelerating. 

By 'proper spin' we mean, of course, the spin as observed in the 
instantaneous rest frame. But wait-'the' rest frame? Which rest frame? 
For any given particle at any given event there are an infinite number of 
rest frames, all related to one another by rotations. For scalar properties 
such as mass this issue is irrelevant, but for a vector property such as spin 
we must specify which rest frame we mean. In the following argument We 
first pick one inertial frame, called the lab frame, which remains fixed 
throughout, and we study the particle as it moves relative to the lab 
frame. At any event on the particle's worldline, by 'the instantaneous 
rest frame' we mean that instantaneous rest frame which is related to the 
lab frame purely by a boost. 

Our starting point is eqn (15.24). By dotting eqn (15.24) with 5 we 
obtain 

d5 1 d 
5 · - = - -(5·5) = 0 

dT 2 dT 
(15.28) 

(using eqn (15.14)), therefore 5 is of fixed size, and therefore, by eqn 
(15.13), the proper 3-spin is of fixed size So during the motion. Only its 
direction changes. 

Let eo be the angle in the instantaneous rest frame between So and 
the particle's velocity vector v. It will be important to be clear about 
the definition of this angle. Keep in mind that v is the relative velocity 
of the particle and the lab frame, so it is well-defined in both frames and 
they agree on its angle relative to their respective coordinate axes (since 
the boost relating them is along v). With this definition the parallel and 
perpendicular components appearing in eqn (15.21) are 

SOil = So cos eo, SOl. = So sin eo· 

Using eqns (15.19) and (15.21) we therefore have 

5 = bso(v/c) cos eo, ,so cos Bov + So sin eon) (15.29) 

where v is a unit vector along v, and n is a unit vector perpendicular 
to v in the plane formed by v and s. 

To find the evolution of eo, the method of calculation involves a trick: 
we express 5 in terms of two convenient 4-vectors M and N: 

5 = so(M cosBo + N sin eo) 

where in our chosen frame (the lab frame) , 

N = (0, n) and· M = bv/c, ,v). 

(15.30) 

(15.31 ) 



By noticing that M is the Lorentz-boosted version of (0, v) in the rest 
frame, it is easy to prove that 

M·M=N·N=l 

and hence 

M· M = N · N = o. 
You can also confirm (by evaluating in a convenient frame) that 

M . U = N . U = M . N = O. 

With these preliminaries over, let us calculate 5: 

5 = So (M cos ()o + N sin ()o + Bo ( - M sin ()o + N cos ()o) ) 

where we used that So is constant. Substituting into eqn (15.24) and 
dotting both sides with N gives 

Hence 

Therefore 

N . M cos ()o + Bo cos ()o = 0 

d()o dM d 
- = -N . - = - n· - bv Iv) 
dT dT dT 

(

. A V v) = -no ,v+,- -,- v 
v v2 

d()o a· n -=-,-. 
dt v 

n·v -,--. 
v 

(15.32) 

(15.33) 

(15.34) 

This equation says that the proper spin 3-vector rotates relative to 
the velocity whenever the acceleration has a component along n: i.e., 
perpendicular to the velocity. This is not in itself surprising: classically 
we would expect the net result to be that the velocity changes direction 
while the spin does not. However the Lorentz factor, says that the angle 
between So and v is opening up 'too quickly'. Consider, for example, the 
case of circular motion: then the velocity changes direction at the rate 
Wv = a/v in the lab frame. This is the rotation of the axis relative to 
which ()o was defined, so the proper spin must be rotating relative to a 
fixed direction, such as one of the lab frame coordinate axes, at the rate 

d() dOo a 
dt = ill + Wv = - b - 1) :;; (15.35) 

(in the simplest case, where a , v and So are coplanar). This is precisely 
the Thomas precession that we derived previously in eqn (6.50). 

15.2.4 Precession of the spin of a charged particle 

We now discuss the motion of a magnetic dipole in a magnetic field. 
Classically, a dipole,." in a field B experiences a torque 

T =,." 1\ B. 
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Therefore, if s is the angular momentum of a particle possessing both 
angular momentum and dipole moment, the equation of motion of the 
angular momentum is 

ds 
dt = JL 1\ B. (15.36) 

When t he dipole moment is proportional to the angular momentum, as 
is the case for the intrinsic spin and dipole of a charged particle, for 
example, the equation of motion becomes 

ds = .!lJ... s 1\ B 
dt 2m ' 

(15.37) 

where q/m is the charge/mass ratio of the particle, and g is the gyro­
magnetic ratio (equal to 1 in the case of orbital angular momentum). 
We now generalize to the relativistic case by arguing that eqn (15.37) 
is the low-velocity limit of a covariant equation. Introduce the 4-spin­
vector S whose components are (0, so) in the rest frame (eqn (15.12)), 
and investigate its product with the field tensor. In the rest frame one 
obtains 

Ex/c Ey/c 
o Bz 

-Bz 0 
By -Bx 

~~~ ) ( ~x) = (SO' E/C). 
Ex SOli So 1\ B 

o BOr 

This leads us to suggest that the generalization of eqn (15.37) is 

dS ~ .!lJ...IF. S. 
dT 2m 

(15.38) 

(15.39) 

There is a problem, however: this equation does not guarantee to pre­
serve the orthogonality between the spin 4-vector and the 4-velocity, eqn 
(15.14) . Dotting with 4-velocity U gives 

U . dS = .!lJ...U.IF.S. 
dT 2m 

For a constant U the left-hand side can be written (d/dT)(U . S) = 0, 
while the right-hand side is not necessarily zero. However, we can see 
how to fix the problem: add a term to the right-hand side, so that 

dS ? gq ( 1 ) - = - IF· S + - [U . IF . SJ U . 
dT 2m c2 

Now, dotting the right-hand side with U always gives zero, which you 
can easily see by noticing that the term in square brackets is a scalar. 
We still have not finished, however, because if the particle is accelerating 
then we ought not to get zero: we have already discussed this in section 
15.2.3, see eqn (15.24), where we saw that an extra term associated with 
Thomas precession is present. The equation we need is 



d5 gq ( 1 ) 5· U 
dT=2m IF.5+ c2 [U.lF.5jU +7U, (15.40) 

We now have a satisfactory covariant equation for the evolution of the 
spin of a charged particle in an electromagnetic field. It gives the classical 
result in the rest frame and ensures that 5 remains perpendicular to U. 

If the particle's acceleration is due to the electromagnetic force, then 
after substituting from eqn (13.9) we have2 

d5 = !L (9lF. 5 - (g - 2) [5 ·IF· Uj U) (15.41) 
dT 2m c2 

where we have used that IF is antisymmetric, so 5 . IF . U = -U ·IF . 5. 
This equation can serve as the starting-point of the treatment of spin­
orbit interaction in an atom, and of the precession of the spin of high­
velocity particles in high-energy physics experiments. In the case 9 = 2 (a 
good approximation for electrons) the extra torque term exactly cancels 
with the Thomas precession term, and we are left with our original 
conjecture (15.39) after all. 

By dotting eqn (15.41) with 5 you can confirm that (d/dT)(5 . 5) = 0 
(on the right use 5· U = 0 and 5·lF· 5 = 0, see eqn (12.13)). Therefore 
the electromagnetic interaction does not change the size of the spin! 

The evolution of the spin direction can be obtained by using the 
method introduced in section 15.2.3 (see exercise 15.5). The result is 

~tO = 2~ [(g - 2) (B 1\ n) . v - ~ (1 - ~ ~:) E . n l (15.42) 

This is the Bargmann, Michel, Telegdi equation. For example, if E = 0 
and B is perpendicular to the velocity then we have circular motion in 
which the proper spin rotates relative to the velocity at the rate 

deo = !L(g _ 2)B. 
dt 2m 

Each time the particle has completed a circle its velocity comes back 
along the initial direction, whereas its spin has precessed by an amount 
proportional to 9 - 2. Observation of such a precession offers a precise 
measure of the difference of 9 from 2, which constitutes a precise test of 
quantum field theory. 

The case B = 0 applies to an electron in an atom with no externally 
applied magnetic field. This can be used to calculate the spin-orbit 
coupling effect, with the Thomas precession fully taken into account. 

Exercises 

Exercises for Chapter 15 353 

2 We here neglect the force on the 
dipole moment; this is exact in a uni­
form static B field, but more generally 
involves approximation. 

(15.1) (i) Prove that the time rate of change of the angu­
lar momentum L = r 1\ p of a particle about 

an origin 0 is equal to the couple r 1\ f of the 
applied force about O. 
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(ii) If Lab is the particle's 4-angular momen­
tum, and we define the 4-couple cab == XaFb 

-

xbF a
, prove that (d/dT)L ab = cab, and that 

the space-space part of this equation corre­
sponds to the previous 3-vector result. 

(15.2) A gyroscope consists of a flat disc rotating about 
an axis which is fixed in one frame (the CM frame 
or 'rest frame' of the gyroscope). In that frame 
the rotation is rigid and the disc is uniform. Show 
that the intrinsic angular momentum s of such 
a gyroscope is aligned with the axis in the rest 
frame, but not in most frames. 

(15.3) A system is formed of two particles of rest mass 
m, one lying at {x,y,z} = {a,-a,a} in frame S, 
the other moving on the trajectory {x,y,z} = 
{vt, a, a} with constant speed v. Find the cen­
troid at t = O. Find all components of the ten­
sors Lab(a) (total angula r momentum about the 
origin) and sab (total angular momentum about 
the centroid). Show that the centroid in S never 
coincides with the centroid in the rest frame of the 
second particle. 

(15.4) Let S' be the rest frame of a gyroscope as 
described in exercise 15.2. Show that in frame S 

(in tandard ·onfiguration with ') , if the gy 
cope's axi is parallel to the y direction Lhen ~~ 

centroid is not ill the xy plane. (1\ qualitati~13 
a rgmoent suffices.) Show that a force appli d t.o 
the axis in the y dil"eotion will create a tOto 
about Lha centroid, with a directi )l in the CO~l.~lI~ 
s nse to cau e ThOmas preces$ion. C 

(15.5) Precession of spin in EM field. Let the 4-spi 
be written 5 = So (M cos eo + N sin eo), where ~ 
and N are the 4-vectors introduced in eqn (15.31) 
From eqn (15.41) deduce . 

. qg . 
eo = 2m N . IF . M - N . M. 

Examine the second term in order to relate it to 
N . U; hence obtain 

. qg q 
eo = - N . IF . M - - N . IF . U. 

2m mv 

Thus obtain eqn (15.42). 

(15.6) Confirm that if the metric (+ - --) is adopted 
instead of ( - + ++) then c2 -+ _c2 in eqn (15.41) 
and equations leading up to it. 



Energy density 

In chapter 6 we introduced the idea of flow, and the 4-current J. 
Its components, in any reference frame, are density and flux of some 
Lorentz-invariant quantity such as electric charge or rest mass. Another 
quantity that can flow, and that we might naturally take an interest 
in, is energy. In this chapter we take as our starting point the idea of 
energy per unit volume- energy density. Starting from a frame where 
everything is static, upon changing reference frame , we find we have 
to consider the flow of energy, and also momentum, since energy and 
momentum are partners in Special Relativity. This leads to the idea 
of both energy transport and momentum transport. The former idea is 
reasonably intuitive, the second is more challenging. We shall see that it 
can be connected to, or interpreted as, another way of describing internal 
forces in a fluid or solid body, such as pressure and stress. 

With these concepts in hand, we can then apply the requirement of 
energy-momentum conservation. We thus obtain equations of motion 
for internal movements in any continuous body (whether a fluid or a 
solid- even a solid can vibrate). They describe the relationships between 
movements in the body and the internal pressures and stresses and 
applied forces. These are the fundamental equations for relativistic fluid 
mechanics (called hydrodynamics) , and they also give some important 
insight into conservation of energy-momentum in general. This in turn 
reveals one of the basic ingredients in General Relativity. 

16.1 Introducing the stress-energy tensor 

Consider a set of inert particles all at rest in some reference frame So. 
Let no be the number of particles per unit volume in that frame, and 
let m be the rest mass of each particle. The energy density (energy per 
unit volume) in frame So is then 

Poc
2 

= nomc
2 

In chapter 6 we associated a 4-vector with a charge density, so let us try 
associating a 4-vector with this energy density, by writing 

? 

N ~PocU 

where U is the 4-velocity of the set of particles (they all have the same 
4-velocity in the simple scenario we are considering) and the question­
mark here signifies that we are tentatively exploring an idea. Now 
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consider the very same particles, but as observed in a reference franle S 
moving in the negative x-direction relative to So· In the new frame the 
components of N are 

There is nothing mathematically wrong with these statements, but We 
find that this 4-vector is of limited usefulness. In the new frame the 
energy of every particle is increased by a factor " and the size of any 
region containing a fixed number of particles has contracted by a factor 
"so the energy density is now ,2poc2, but this is not equal to the zeroth 
component of N. This issue did not arise with the 4-current of electric 
charge because that described a flow of a Lorentz invariant quantity 
(charge), whereas now we have a quantity that is not invariant (energy). 
N is a 4-vector, but not a useful one. 

To obtain a more useful quantity, we try defining a tensor instead: 

(16.1) 

In the rest frame, this tensor is very simple: it has only one non-zero 
element, TOO = poc2

, which is the energy density. By evaluating ATAT, 
or simply by writing the general form U = bc, ,v), we can find out how 
this tensor appears in a general frame. For simplicity, let us first consider 
the frame S, in which the particles all move in the positive x direction 
with speed v. In this frame we find 

(16.2) 

Now the TOO element is readily interpreted: it has two factors of " so 
it is the energy density in the new frame. We can also recognise ,2 Poc'V: 
this is c times the momentum per unit volume in the new frame, since 
the momentum of any given particle is ,mv and the number of particles 
per unit volume is n = ,no, which upon multiplying by c gives 

This same quantity can also be interpreted as the energy flux divided by 
c, recall eqn (5.58). Thus both T OI and TlO are readily interpreted (there 
is just an ambiguity over whether we should think of them as energy flux 
or momentum density, or one of each). It remains to interpret Tll = ,2 Pov2 . With the hint that flux might be relevant, we interpret this as 
a momentum flux. This is a more subtle idea: it concerns the idea that 
momentum itself can be 'transported' from one place to another, like a 
sack of potatoes. Before going further, we must first stop to appreciate 
this more thoroughly. 
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16.1.1 Transport of energy and momentum 

Suppose that, in frame S, a particle having energy E and momentum 
p moves from {x,y,z} = {-1,-1, O} to {2,1,0}. Then it is clear that 
the energy E, which used to be located at {-I, -1,0}, has moved to 
{2, 1, O}. This is energy transport. Equally, the momentum p, which used 
to be located at { -1, -1, O}, is now at {2, 1, O}. What this means is that 
if an observer were to sit at {x, y, z} = {2, 1, O} and collect everything 
that arrives, then he will find himself, after the arrival of the particle, 
to be in possession of extra energy E and extra momentum p. Unless 
he somehow delivers an impulse to counter that momentum, he must 
now be moving. Equally, an observer sitting at {-I, -1, O} and claiming 
ownership of everything there, will find that, when the particle departs 
from him, he loses energy E and momentum p. 

We can also talk about energy flux and momentum flux. Consider now 
many particles, uniformly spread with n per unit volume, all with the 
same energy E and momentum p. We can ask: at what rate does energy 
cross the plane at x = 0 (i.e. the yz plane)? In any given time t, a volume 
Avxt of the particle beam moves across an area A of the yz plane, so the 
amount of energy crossing, per unit area, per unit time-which is what 
we call the energy flux-is 

(16.3) 

Similarly, the amount of energy crossing the plane y = 0, per unit area 
per unit time, is Sy = nVyE, and crossing the plane z = 0 is Sz = nvzE. 
In total we find the energy flux is a vector, which for a particle beam 
is given by S = nEv (the product of energy density and velocity of the 
beam). 

Next let us ask the same questions about momentum. There are now 
nine quantities to consider. A particle crossing any given plane, say the 
plane x = 0, carries all three components of its momentum across. The 
amount of x-momentum crossing the plane, per unit area per unit time, 
is calculated just as before, except that where previously we had energy 
E, now we have x-momentum Px' The flux of x-momentum in the x­
direction is therefore 

The flux of y-momentum across this same plane is 

and the flux of z-momentum is 

Next consider the rate at which particles cross the plane y = O. This tells 
us about the flow of Px and Py and pz across the plane y = O. We again 
obtain three quantities: nvypx, nvypy, nvypz. Upon considering also the 

y 

x 

Fig. 16.1 TI'ansporting energy and 
momentum across a plane. 

y 

-+.L...t-:Irlr----I• 
X 

Fig. 16.2 



358 Energy density 

wall 

Fig. 16.3 A special wall erected in the 
x = 0 plane in a fluid such as to leave 
the momentum flow in the fluid undis­
turbed. For 0'00 > 0 in a time Ot the 
left face of the wall absorbs momentum 
AaO°Ot and recoils to the right; the 
right face of the wall emits momentum 
Aa008t and recoils to the left. Hence 
the wall is squeezed. In the absence 
of the wall, the forces are experienced 
by each layer of the fluid itself. Other 
components of a,j contribute further 
forces. 

plane z = 0 we find that in total nine quantities are required to describ 
momentum flux in a simple particle beam: e 

~:~: ~:~:) 
VzPy Vzpz 

( 

VxPx 
ij i ' 

a = nv 1; = n vyPx 

vzPx 
( 16,4) 

The. (i,j)th c?mpo~en: of r:ij tells us how much j-~omentum is being 
carned along m the ~-dlrectlOn by movement of materIal (here, particles). 

Next , observe that the notion of energy and momentum transport 
must also occur in a situation where particles are not flying freely but 
pushing on one another, such as in a solid. If every atom on a solid 
pushes on its neighbours, then energy and momentum will be mOved 
around just as surely as if the atoms each moved freely. Therefore We 
can still define an energy flux vector S and a momentum flux tensor 
a ij , although their expressions in terms of motions of the atoms may 
be more complicated. In a solid there are, indeed, more possibilities 

" , 
because the diagonal elements of at} do not need to be positive. How 
shall we interpret that? The idea is to connect momentum flux to force 
per unit area. Imagine erect ing a wall at x = 0 in the solid or fluid under 
consideration, and suppose the wall absorbs or supplies all energy and 
momentum incident on it or carried away from it. Absorbing energy 
is easy: just suppose the wall heats up. Absorbing momentum is less 
easy, but we can imagine that the wall is very massive so it acquires or 
supplies all the momentum without acquiring any significant velocity. 
Such a wall finds momentum aO j brought up to it per unit area per 
unit t ime on one side, and carried away on the other. Therefore, on the 
x < 0 side it experiences a force aOj per unit area, and on the x > 0 side 
it experiences an equal and opposite force per unit area (Fig. 16.3). In 
short, momentum flux is force per unit area- and this is a statement not 
merely about shared physical dimensions , but about identical physical 
effects. We have already looked at this idea briefly in section 5.6, and 
now we are considering it again. The implication is that in the case of 
a solid or fluid at rest, we can consider the diagonal elements of aij 

to represent pressure. A negative value for one of these elements says 
there is negative pressure, which is tension. The off-diagonal elements 
represent sheer stress. 

Having used a wall to think about this , now remove the wall and then 
the forces under consideration are exerted by the material on one side 
of any given plane on the material on the other side. 

For a fluid possessing both internal forces and motion, the total 
momentum flux tensor is 

(16.5) 

where tij is the 3-tensor describing the pressure and stress, u is the local 
flow velocity, and g is the momentum density associated with the flow 
of material and a subtle contribution connected with the rate of doing 
work, which we shall examine in section 16.2.1. 
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In classical mechanics, the tensor a ij is called the stress tensor. In 
relativistic mechincs, the tensor Tab that we have begun to investigate 
is called the stress-energy tensor, or the 4-stress. 

16.1.2 Ideal fluid 

Now let us return to the tensor that we constructed from energy density 
for particles at rest; eqn (16.1). If we change frame again, but now such 
that the particles move in the negative x direction, then the tensor will 
become 

(

I-v Ic 0 
Tab _ 2 2 - v I C v2 I c2 0 

- , Poc 0 0 0 

o 0 0 

(16.6) 

This is to be contrasted with eqn (16.2). Notice that the momentum and 
energy are now flowing in the other direction, as we should expect , but 
the Tll term has the same sign. This is because negative momentum 
now passes from right to left (from positive x to negative x), which is 
the same as positive momentum passing from left to right. 

Now suppose that in some reference frame there are two particle 
beams moving in the x-direction with equal and opposite velocities. By 
summing eqns (16.2) and (16 .6) we find the total stress-energy tensor 
must be 

TO' = p,' (! o 
o 
o 
o 

(16.7) 

where P = ,2 Po is the total energy density (each beam contributes half 
of p). Finally, consider a set of particles moving with a range of velocities , 
distributed isotropically (e.g., an ideal gas). The stress-energy tensor will 
have the form 

(16.8) 

where p is the pressure. More generally, any system whose stress-energy 
tensor has this diagonal form in some frame is called an ideal fluid. 
The frame in which the tensor is diagonal is the rest frame of the fluid 
(since there is no momentum density or energy flux in that frame). In 
a general frame such a tensor can be written as shown in table 16.1. 
This table summarizes the two example systems we have considered. 
T he first system (particles not interacting and all sharing a common 
4-velocity near any given event) is called 'dust'. 

Fig. 16.4 An example of 'dust (top) 
and an ' ideal fluid ' (bottom). Dust can 
flow but does not have internal pressure 
or stress; an ideal fluid has pressure but 
not sheer stress. 
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Fig. 16.5 A summary of t he physica l 
interpretation of t he stress-energy t en­
sor. The terms 'pressure' and 'stress' 
here refer to contributions to the 
momentum flux; in the case of a flowing 
fluid they equate to what is ordinar­
ily called 'pressure' and 'stress ' in the 
rest frame, but not necessarily in other 
frames. 

Table 16.1 Two example stress-energy tensors . Entries left blank are zero. 
T he examples are necessarily given in some suitably chosen reference frame 
(the rest frame of the local fluid). The equation gives the form in an 
arbitrary frame. 

16.2 Stress-energy tensor for 
an arbitrary system 

Figure 16.5 summarizes the physical interpretation of the elements of the 
stress-energy tensor. So far we have explained how this interpretation 
arises for the case of an ideal fluid and for the case of a system at rest 
but possessing internal forces. To prove that the interpretation is valid in 
general one can adopt one of two strategies. The first strategy is to guess 
that this must be the interpretation in general, in which case one can 
now skip straight to section 16.3, and then upon examining the physical 
predictions one is driven to the conclusion t hat the guess was correct. 
The second strategy is to start from the rest frame and transform to an 
arbitrary frame, looking into the physical interpretation in detail of the 
various quantities that arise in the expression for ']['ab. This strategy is 
more laborious, but one can learn something from it, so we shall display 
it next. 

energy 
energy flux density 

fi==ir===='====jl 

momentum 
density 

sheer 
stress 
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First consider the pressure on the walls of a cubic chamber of ideal 
gas. In the rest frame So the pressure Po is isotropic. The force on each 
wall is therefore PoA where A is the area of a side of the cube. Now 
adopt a reference frame in standard configuration with So. Applying the 
equations for the transformation of force, eqn (4.6) (for the case of a 
pure force) , we find the forces on the faces perpendicular to the motion 
is unchanged, while that on the other faces is reduced by T Those faces 
are also contracted by /, so the pressure is P = Po on all faces: uniform 
motion does not change the pressure (we shall generalize this to arbitrary 
shapes in the following). 

Now consider the stress-energy tensor for some given small portion 
of a continuous system such as a solid or a fluid. Since we allow that 
the system may flow, we shall call it a fluid, but the ideas will apply 
also to a solid which may be regarded as a fluid with restricted flow. 
The fluid is not necessarily ideal (i.e., it can have stress). We consider a 
small portion so that all the fluid within it has the same velocity, and 
therefore we may speak of a rest frame. In the rest frame there is no 
momentum flux, so the stress-energy tensor of the portion of fluid must 
take the form 

( 

poc~ 
']['0 = o 

o 

0) 13 ao 
0"53 

ITo 

(16.9) 

where we wrote p~,y,z for the diagonal elements of ao, signifying pressure. 
By applying an inverse Lorentz transformation '][' = A - 1 ']['0 A -1 (so that 
u = c(3 is the velocity of the fluid in the new frame), we find 

_ (pc
2 

gc) 
- gc a'] . (16.10) 

The diagonal element ']['11 is not the same as in the rest frame, but did we 
not just establish that the pressure is invariant? The answer is simply 
that the spatial elements of '][' in a frame other than the rest frame 
do not represent pressure and stress alone. Rather, they represent total 
momentum density. When the fluid is flowing the momentum density 
along the direction of flow has two contributions: one from the pressure 
or stress, one from the transport of material, as shown in eqn (16.5), in 
which gi = ']['Oi / c. For example, the 11 component of 1f is 

(16.11 ) 

(16.12) 
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y 

x 

Fig. 16.6 Directions associated with 
elements of t'J . 

where we have used eqn (16.10) on th 1 ft and al.o to obtain 91 On ~h 
right. Solving for tll gives tU = 1)5 ) confirming the i:nterpr-etatiol1 tha~ 
tll is pressure. In the following we shall prove this physical interpretation 
more generally. 

16.2.1 Interpreting the terms* 

We would like to interpret the terms arising in the Lorentz-transformed 
stress-energy tensor (16.10). As we have just seen, it is necessary to do 
this in order to avoid misapplying concepts such as pressure. Let So be 
the rest frame. We are interested in what is observed in some other frame 
S relative to which the fluid moves at velocity u. In writing down eqn 
(16.10) we arranged the axes so that u is along the x direction. 

First we define the 3-tensor t ij to be that tensor which gives the forces 
per unit area on the sides of any small region within the moving portion 
of fluid. This is obviously a tensor, since it acts on vectors to produce 
vectors. That is, the net 3-force per unit area on a boundary normal to 
the n direction is 

/ = t ijnj. 

e.g., for n along the ith coordinate axis, f is given by the ith column 
of tij. Now, using the transformation of 3-force (4.6) and the Lorentz 
contraction where appropriate, you can easily confirm that tij must 
transform as 

(16.13) 

For example, the (12) entry gives the force in the x direction, per unit 
area, on a boundary normal to the y direction. The force is unchanged 
but the boundary is contracted, yielding ,tb2 . The (21) entry gives the 
force in the y direction, per unit area, on a boundary normal to the x 
direction. The force is reduced while the boundary is unchanged, yielding 
t61 h. Note that the result is not symmetric. 

Now consider the momentum flowing across a fixed plane. If pc2 

is the energy density in the moving portion of fluid, we might guess 
that the momentum density is g = pu (eqn (5.58», but by now we are 
prepared for the fact that the forces may also contribute momentum 
flow (sections 5.6 and 16.1). For example, suppose I pull on a rope in 
order to move a heavy object towards me. I am doing work, the heavy 
object is acquiring kinetic energy. The energy must travel down the rope 
from me to the object, and therefore (eqn (5.58) again) there is "hidden" 
momentum in the rope, in the direction from me to the object. If the 
rate of doing work is fv, then the size of this momentum is fv/c2 per 
unit length of rope. 

Now consider that any small region of fluid is serving as the 'rope' 
via which forces are communicated, and energy transported, from one 
place to another in the fluid. Consider a boundary across the 'rope' (i.e., 
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in the fluid), placed normal to the xi axis. The matter on the positive 
side of the boundary experiences a force t (i) per unit area, where for 
convenience we wrote t(i) for the vector (tii, t2i , t3i ). Note that this is 
a column not a row of t. The matter is moving, so this force does work 
at the rate t (i) . u. (Note that it does not matter whether or not you 
consider that the boundary moves with the fluid; what is important is 
that the matter on which the force acts moves.) It should be apparent to 
you that, equally, the matter on the other side of the boundary has work 
done on it at the rate _t(i) . u. However, this does not mean there is no 
energy flow: consider the rope example again, where similar statements 
apply. In the case of a rope in tension, the direction of energy flow is 
against the direction of motion of the rope; for a rod in compression the 
energy flow is along the direction of motion of the rod. In general, we 
find that t he energy flow per unit area in the direction xi is 

(16.14) 

(not tijuj - the 3-tensor is not symmetric). Therefore the total momen­
tum density of a small portion of fluid is 

(16.15) 

Using eqns (16.15) and (16.13) we are almost ready to interpret the 
first row and column of 1['. First we need an expression for p. 

In the absence of forces (e.g., for dust) we expect p = ,2pO: one factor 
of, for the energy, one for the Lorentz contraction of the volume. In the 
presence of forces we must also consider the work done by those forces. 
The argument hinges on the relativity of simultaneity. Figure 16.7 shows 
the relevant region of spacetime. The quantity Po refers to the energy 
content (per unit volume) in frame So of a set of particles at the events 
along the line OA. p refers to the energy content (per unit volume) of the 
same set of particles, but now as observed in frame S, and at the events 
along the line OB. We have already mentioned that in the absence of 
forces we would have p = ,2 Po . It remains to consider the work done, 
in frame S, between OA and OB. We only need to consider the particle 
at the end AB of the region of fluid: all other forces are either internal 
or, at end 0, do no work. The other fluid does work on the particles at 
AB (these are the particles at the boundary) at the rate pAu, where p 
is pressure and A is the area of the boundary face. If event 0 is at the 
origin, then event B is at t = ° in S, and event A is at t = -,uLo/ c2 (by 
Lorentz transformation from (O,-Lo,O,O), where Lo is the rest length 
of the portion of fluid) . Therefore the work done is 

pAu2,Lo/c2
. 

The volume of the fluid portion in S is ALo/J, so the total energy per 
unit volume is 

(16.16) 

to 

Fig. 16.7 Spacetime diagram to aid 
the calculation of work done in a fluid. 
The arrows mark the time axes of 
frames S and So. The shaded region is 
a small portion of fluid at rest in So. 
OA is a line of simultaneity in So; OB 
is a line of simultaneity in S. 
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where we have substituted tl/ for p. Now, by combining eqns (16.16) 
(16.15) , and (16.13) one can describe the stress-energy tensor in 8 i~ 
terms of its components in 80 , and by comparison with eqn (16.10) thus 
confirm eqn (16.5). The net result is to gain a correct interpretation (the 
one offered by eqn (16.5)) of the stress-energy tensor of a moving fluid: 
the tensor expresses the density and flux of energy and momentum. 

We have considered the case where the energy transfer was purely by 
work and by flow of material; if there was also heat flow then this would 
contribute a further term to eqn (16.15). This would also change the 
situation in the rest frame, and a term would correspondingly have to 
be added to eqn (16.9). 

Note that in the case of a fluid moving at the speed of light- for exam_ 
ple, a set of electromagnetic waves all moving in the same direction- the 
concept of 4-stress still applies (as elucidated in section 16.4.3 below), 
but it is no longer possible to speak of a rest frame, so the decomposition 
(16.5) is meaningless and tij becomes irrelevant. 

16.3 Conservation of energy and 
momentum for a fluid 

80 far we have established what physical quantities are expressed by the 
elements of ']['. We have not yet established any constraint on how '][' may 
vary as a function of position and time-from a purely mathematical 
point of view, it might have any functional form whatsoever. However 
if '][' is to describe a real fluid, then it must be constrained by the 
laws of physics, and in particular the laws of energy and momentum 
conservation. 

We learned how to apply the idea of conservation to a scalar invariant 
quantity in chapter 6, where we discussed the continuity equation 
(6.13), which we reproduce here for convenience: 

~=-V'.j , or O·J = o. (16. 17) 

If we now examine the 4-divergence of the stress-energy tensor, then by 
setting it equal to zero we get four continuity equations: one for energy, 
and one for each of the components of momentum: 

D ·']]' 0 

Co ~ at' v-)($) 0 

as 2 ogi 
(16.18) {:} - = -V'. (c g) - = -V'. a (j) at at 

where s is energy density, g is momentum density, (so (c2 g) is energy 
flux) , and a (j) is the jth column of (J'ii. In order to physically interpret 
these equations, integrate each of them over the volume of some region of 
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space. This makes the interpretation easier because most of us find flux 
through a surface easier to think about than divergence. The integral 
of V . (cg) over the volume of some region is equal to the net flux of 
energy out of that region, so the first equation says that the rate of 
increase of energy in any region is equal to minus the amount of energy 
flowing out of that region. The second equation says that the rate of 
increase of x-momentum in any region is equal to minus the amount of 
x-momentum flowing out of that region, and similarly for y-momentum 
and z-momentum. 

The above is a perfectly legitimate way to interpret the stress-energy 
tensor. It implies that each column of 1I' has a density followed by a 
flux. However, in the literature the following version of the continuity 
equation for the stress-energy tensor is very often used: 

(16.19) 

This is slightly different , because it takes a sum over a given row rather 
than a given column of 1I'ab. Since 1I'ab is symmetric this is equally valid, 
but it implies a slightly different point of view, in which each /Ow of 
1I' is to be interpreted as a density followed by a flux. This is why the 
components of the stress-energy tensor are usually interpreted as shown 
in Fig. 16.5. 

Now suppose a fluid is flowing in a region where it is subjected to an 
external force (not just the internal forces it generates between parts of 
itself). For example, think of an electrically charged fluid flowing in a 
region of externally applied electric field. The external field can 'reach 
in' and 'grab' any part of the fluid, adding to the forces experienced 
there. In this case we must write 

D·1I'=K (16.20) 

where K is the density of external 4-force. If the idea of 'force density' is 
unfamiliar, get some insight once again by integrating the equation over 
a small region: the integral of K with respect to volume, over any small 
region, is the net 4-force on the material inside the region. 

For a pure force, K takes the form (k . ul c, k) where u is the local flow 
velocity and k is the external 3-force per unit volume. In component 
form, eqn (16.20) then reads 

Conservation of 4-momentum for a fluid 

k· u/e, k ) = (~~ V.) (~) 
cot' ~ 

(16.21) 

which gives 

2 0P -c2 V . g + k . u, (16.22) c -at 
ogi 

-ojaij + k i. (16.23) at 
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We hav u ed p = s / c2 her sinc till. i u:ually don , I ut on hould 
k ep in mind that th phy ic h l'e i about en rgy not rna s. Th fits 
of these equations may be called the continuity equation f01' eneT9Y .t 

equival ntly, the expression of conservation of energy. Th econd qua­
tion may be called any or all of the continuity equation for momentum 
t he expression of conservation of momentum, the equation of motio~ 
(since it relates momentum changes to forces), or the relativistic EUler 
equation for a fluid . 

Let us apply eqn (16 .20) to the case of an ideal fluid, whose stress_ 
energy tensor t akes t he form 

(see table 16.1) where we used 'flab for the Minkowski metric in order to 
avoid confusion with momentum density. We then find 

It is interesting to note t hat the proper density of the fluid always enters 
this expression in company with the pressure (divided by c2 ). To draw 
out the implications we shall first manipulate the expression into an 
exact statement about energy, and then obtain the equation of motion 
in the case of a slowly-moving fluid. 

Absolute derivative. In discussions involving flow or movement 
along a curve, the Eulerian derivative or absolute derivative is often 
useful. For any quantity q associated with a flow or with a curve (e.g., 
a worldline), the absolute derivative of q is the rate of change of q as 
it would appear to an observer following along the flow or moving 
along the curve. In Newtonian mechanics this is 

Dq aq 
Dt = at + V· Vq. 

In Special Relativity it is 

Dq 
Dr 

[= U ·Oq. (16.25) 

The proof of this is given before eqn (14.25) , which is an example of 
precisely this same idea; we merely postponed naming it until now. 
In particle mechanics, if q is a property of a particle then Dq /Dr == 
dq/dr: in other words, the absolute derivative is merely a new name 
for something we have already met- DX/Dr is 4-velocity, DU/Dr 
is 4-acceleration, etc. In the case of fluid flow the notation can be 
useful in order to clarify which change and which proper time is being 
referred to. 



16.3 Conservation of energy and momentum for a fluid 367 

First, apply the product rule (C.6) of differentiation: 

(o>. u >') Ub + U>'o>.U b 

(o>.U>')U b + DUb 
DT 

where in the second step we used eqn (16.25) (see box above). The second 
term on the right is the 4-acceleration of a fluid element. Noting this , we 
can obtain a simpler equation by substituting this expression into eqn 
(16.24) and then dotting the whole equation with U (i.e., contract with 
Ub). Then, since UbAb = U . A = 0, the acceleration term disappears and 
we have (after also using 7]>.bU b = U>') 

_ c2 (U>'o>.(po + plc2
) + (Po + plc2 )o>.U>') + (o>.p)U>' KbU b 

=} c2 U>' o>'PO +(Poc2 +p)o>.U>' = -KbUb 

2 Dpo (2) 
C DT = - Poc + p O· U + K . U (16.26) 

which may be read as a partner to eqn (16.22), giving the rate of change 
of proper energy density with respect to proper time. 

Now let us examine the case of a slowly-moving fluid, such that UO ~ c 
and Ui « c. Then, returning to eqn (16.24) and writing out the b = 0 
and b = i equations separately, we have 

cU>'a>.(po + plc2
) + (Po + plc2 )0>. (U>'c) - ~P k · u /c 

uct 

u i u>'a>.(po + plc2
) + (Po + plc2 )o>. (U>'Ui) + ::i = ki 

Now multiply the first equation by Ui I c and subtract it from the second 
equation: 

( I 2) >. i ap U
i 

op i ( ) U
i 

Po + p c U a>. U + -. + - - = k - k· u -ax' c2 ot c2 (16.27) 

where we have used the product rule (C .6) for the differential a>. (U>'U i ), 

which then allowed two terms to be cancelled. The first term on the left is 
(Po + plc2

) Du/DT by making use of eqn (16.25) again. Upon neglecting 
terms of order u 2 I c2 (including time dilation: i.e., we write t = T) we 
have the overall result 

( P) Du Po + - - = k - Vp. 
c2 Dt 

(16.28) 

This is the classical Euler equation for an ideal fluid , also called the 
N avier-Stokes equation, except that the term representing the inertia 
of t he fluid is augmented by the pressure. So, according to Special Rel­
ativity, internal pressure as well as mass contributes to inertia! A high­
pressure fluid will respond more sluggishly to a given force, compared 
to a low-pressure fluid of the same density. For ordinary fluids this is a 
small effect, but for thermal radiation, or a gas at very high temperature, 
it is significant. 
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~) 

Fig. 16.8 Two charged particles move 
on orthogonal trajectories. At the 
moment when one passes directly in 
front of the other, the forces are not in 
opposite directions (the electric contri­
butions are opposed, but the magnetic 
contributions are not). Does this mean 
that momentum is not conserved? 

16.4 Electromagnetic energy and 
momentum 

Now we turn our attention from material fluids to electromagnetic fields 
Consider two identical point charges that are released from rest a~ 

the same moment , at some modest distance from one another. The 
will repel one another, so fly apart with equal and opposite moment; 
Thus momentum is conserved. However, consider these events from the 
perspective of another frame of reference moving along the line between 
the particles. In the new frame the release events are not simultaneous: 
one particle starts to accelerate before the other one. It has changed its 
momentum, but the other has not, so what has happened to conservation 
of momentum? 

Consider another scenario, depicted in Fig. 16.8. Two charges are 
moving at right angles to one another in a common plane, so that one 
passes in front of the other. The electric field produced by each particle 
at the other is directed along the line between them, so the electric forces 
are in opposite directions. Since a moving charge produces no magnetic 
field along its line of motion, at the moment when q2 is moving directly 
towards ql, the latter experiences no magnetic field, so experiences no 
further force: the net force on it is directly away from Q2 . However, it 
produces a non-zero magnetic field at Q2, and the latter is in motion 
through this field. Therefore Q2 experiences a transverse force: the total 
force on it is not directly away from Ql, but somewhat off to one side. 
So the forces are not equal and opposite! No momentum conservation 
again? 

In both these examples an attempt was being made to talk about 
momentum conservation between events at separate locations. However, 
Relativity teaches us that this is doomed to failure. A conservation law 
has to be local, not just global. That is, the conservation of a substance 
such as water does not mean merely that the total amount of water in the 
room is fixed (assuming the door is shut and no chemistry is going on): 
it means much more than that. If water were to disappear from a vase, 
it is not enough merely that an equal quantity of water should appear 
somewhere else such as on the window. We insist that the water has to 
get there by flowing across from the one place to the other (for example, 
by evaporation and convection). In classical physics we might imagine 
that a less tangible quantity such as momentum might disappear from 
one place and appear in another without flowing across the intervening 
space, but Relativity teaches us that a quantity is conserved locally or 
not at all . The Principle of Relativity requires that the law, if it is valid, 
should apply in all reference frames, and the relativity of simultaneity 
shows that a conservation law that relies on simultaneous behaviour at 
separate places cannot hold in all reference frames. 

Faced with the observed behaviour of charged particles, we must either 
abandon the principles of conservation of energy and momentum, or 
else assert that something in addition to the particles, and near to 
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them, can carry energy and momentum. The obvious candidate is the 
electromagnetic field (or possibly the potentials, but in view of gauge 
freedom, it would seem less likely that it should work out that way). 
We have in fact assumed this already when we allowed ourselves to talk 
about 'the energy carried by a pulse of light', and when we applied to 
light-pulses concepts such as an energy-momentum 4-vector. Now we 
shall investigate whether this idea can be made precise and extended to 
all fields, including static ones. It turns out that it can, and it will lead 
to a new and more satisfactory way of understanding 'potential energy'. 

We shall start with energy, and turn to momentum afterwards, but 
aim to finish with a covariant treatment in terms of a stress-energy 
tensor. We could restrict ourselves to covariant 4-tensor notation from 
the outset, but I think it is easier to understand what is going on in the 
more familiar language of flow through space and rate of change with 
time. 

In what follows we shall need to discuss the energies both of particles 
and of fields. It will help if you agree at the outset to abandon all talk 
of 'potential energy'. You may have been taught that a charged particle 
'possesses potential energy q¢' when it is in a static electric field whose 
scalar potential is ¢, but we are going to show that this sort of talk 
is quite muddled and misleading. The only energy a particle has is its 
rest energy moc2 and its kinetic energy (r -1)moc2 , which together 
make its total energy "/moc2 . The kinetic energy is the energy a particle 
has because it is moving, not because of where it is, and the rest mass 
is constant, unchanged by interactions with the electromagnetic field. 
Note the great contrast with gravitational physics. 

Now let us suppose that an electromagnetic field possesses an energy 
per unit volume (scalar, called u) and an energy current density (vec­
tor, N) which is the energy flowing across a small area, per unit area 
per unit time. These quantities should satisfy the continuity equation 

At least, that is what we should expect for fields in free space, when 
there are no charged particles around. But of course, electromagnetic 
fields can interact with particles, and presumably exchange energy with 
them. How does that come about? Only and wholly through the Lorentz 
force equation, because according to our theory that is the only 'point of 
impact' of the fields onto matter. Since we have a pure force, we can use 
f . v to get the rate of doing work by the force. To be precise, this is the 
rate of change of kinetic energy of the particle being pushed (that is, the 
rate of change of its full, relativistic kinetic energy). This is dW / dt = 
qE . v for a particle of charge q. We model a general distribution of 
charge as many small volumes dV, each containing charge q = pdV. The 
combination qv = pvdV can be recognized as jdV, where j is the current 
density, so the rate of doing work at some given point, per unit volume, 
is E . j. This work is the energy being given to the charged particles 
(increasing their kinetic energy) and therefore being taken from the field. 
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If the particles are being slowed then this is taken care of by the sign of 
E . j. Therefore the conservation of energy is represented by the equation 

- ~~ = V' . N + E . j . (16.29) 

The left-hand side says how much energy is going out ofthe field in sorne 
small volume (per unit volume), and the right-hand side says how mUch 
is field energy but is flowing out of the region, and how much is being 
given to the particles. We have accounted for the total energy of field 
and particles, and asserted that it is conserved. 

You may be concerned that in a typical electric circuit with a constant 
current, there is inside any resistor a field E and a constant current 
density j. The E . j says that work is being done, but the constant j says 
that the particles are not in fact speeding up- so where is the energy 
going? Is it 'potential energy' after all? The answer is that the current 
carriers inside the resistor are continually being accelerated by the field, 
but they immediately suffer collisions with the material of the resistor 
(nuclei and bound electrons) , transferring their new-found kinetic energy 
to kinetic energy and field energy of the rest of the resistor, in a random 
form called 'heat'. A detailed model of all these effects must end up 
confirming eqn (16.29) , because it is derived from the only fundamental 
point of interaction of field and matter. 

The following beautiful argument is due to John Henry Poynting 
(1852- 1914). 

We should like to find out how u and N in eqn (16.29) depend on the 
fields E and B . To this end, we can use the Maxwell equation M4 to 
express j in terms of the fields, giving 

E . j = Eoc2E . (V' 1\ B) - EoE · ~~. 
The last term is (a/at)(~EoE . E), so it looks as though that this is at 
least a part of au/at. Therefore, we want to turn the first term into the 
divergence of something. 

A divergence involves V'. and a vector. The vectors we have available 
are E , B and E 1\ B. The term we are investigating involves both E and 
B so we try taking a look at V' . (E 1\ B). The general result for the 
divergence of a vector product is 

V' . (E 1\ B) = B . (V' 1\ E) - E . (V' 1\ B) . (16.30) 

The last term is just what we have. We deduce that 

E · j = -EOC2V' . (E 1\ B) + Eoc2B . (V' 1\ E ) - ! (~EoE· E). 

This is a nice divergence and a time-derivative, plus a part in the middle 
that is not in the form we want. However, Maxwell's equations will sort 
it out for us again, this time by using M3 to replace V' 1\ E, giving 

E . j = -EOC2 V' . (E 1\ B) - %t (~EOC2B . B + ~EoE . E). (16.31) 
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This beautiful result shows that we can make our energy conservation 
equation (16.29) apply very nicely to fields and particles together. We 
just need to define 

(16.32) 

We have not proved that eqn (16.32) represents a unique solution: it 
is possible to define more complicated versions of u and N, such that 
after differentiating one and taking the divergence of the other, one still 
obtains eqn (16.31); but this form is the most obvious, and is consistent 
with all observations in electromagnetism. It is believed to be correct. 1 

N = Eoc2E!\ B is called the Poynting vector, after its discoverer. It 
gives the energy flow per unit area per unit time (also called flux). For 
an oscillating field such as a light-wave, its time average is the power 
per unit area, called the intensity. The Poynting vector is often written 

N=E!\H 

where H is a field closely related to B, being given in free space by 
H = B/l1-o = EoC2B. 

16.4.1 Examples of energy density and energy flow 

N ow we shall explore the physical meaning of u and N by considering 
some examples. 

Consider a stationary spherical ball of charge. We suppose the ball 
has a uniform charge density p. There is no movement , so no magnetic 
field. Suppose we had to construct such a ball: we would have to arrange 
to bring up some charge from a long way away, and push it onto the 
ball. At any given moment, part way through this construction process; 
the ball has radius r and therefore total charge 

q(r) = (4/3) 7rr3 p. 

The work required to bring up the next little piece dq of charge from 
infinity to the edge of the ball is 

dW = -lr fdr' = q(r)dq 
00 4m'or 

where f is the Coulomb force. Let us write Q = (4/3)7ra3 p for the total 
charge on the ball when it reaches its final size a, then 

This allows us to perform the integral for W, obtaining 

Q q (Q)1/3 
W- -- - dq -10 47rEoa q 

Now let us calculate the energy stored in the fields, according to the 
energy density eqn (16.32i). 

1 It is not possible to use electromag­
netic theory alone to distinguish this 
choice of u and N from other choices 
that still satisfy eqn (16.31). In Gen­
eral Relativity, however, these quanti­
ties enter into the formula for the grav­
itational field. A precise gravitational 
experiment could therefore allow a test 
to distinguish Poynting's choice of u, 
N from others that could be made. 
However, observations to date are not 
sufficiently accurate to carry out such 
a test. 
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Fig. 16.9 The energy density u and 
Poynting vector N in the vicinity of 
a uniform sphere of charge in uniform 
motion, with no fields present other 
than its own. The shading indicates u, 
and the arrows indicate N (by their 
length and direction). 

Outside the ball the electric field is the same as the field due to a Point 
charge: E = Q/(47rEor2), radially outwards. Inside the ball the field at 
any given r is also the same as the field due to a point charge, but the 
charge in question is now that contained inside the radius r: i.e., q(r). 
This leads to a field radially outwards again, but increasing linearly with 
radius: E = rQ/(47rEoa3). The total field energy given by eqn (16.32) is 

u J {l a ( Q ) 2 100 

( Q ) 2 } 
fO r 

udV-- -- dV+ -- dV 
- 2 0 47rfoa3 a 47rEor2 

(16.33) 

(where the volume element is dV = (47rr 2 )dr). This is a standard exer­
cise in elementary electromagnetism, but we displayed it in full in order 
to comment on the result and raise some more subtle issues later. The 
amount of work done against the Coulomb repulsion of the charges is 
found to equal the amount of energy stored in the whole field, both 
inside and outside the ball. So who 'owns' the energy? When one first 
learns electrostatics, one is usually invited to say that the work done 
in bringing one charge near to another charge can be described in 
terms of 'potential energy' of the charge. The work is done, but the 
charges are not moving at the end, so where did the energy go? In 
order to preserve energy conservation, this idea of 'potential energy' 
was introduced. We now see that this was misleading. The charges do 
not possess any energy beyond their rest energy and kinetic energy. 
The energy someone provided by doing the work has gone into the 
field. 'Potential energy' is misleading, especially in relativity theory, 
because it is non-local and does not contribute to the inertia of a 
particle. 

It seems odd at first that the energy is not contained in the ball. That 
is where it might appear that we put it, but in fact we did not: the forces 
pushed on the charges throughout their journey from far far away, and 
they did their work locally, putting energy into the electromagnetic field 
at each place. Again, Special Relativity insists on local conservation if 
energy is to be conserved at all. Only a small part of the total energy 
ends up inside the ball. Indeed, if we had constructed instead a thin 
spherical shell of charge then one could arrange that only a negligible 
fraction of the total energy is inside the shell. 

N ext we investigate the Poynting vector N. 
Figure 16.9 shows the Poynting vector in the vicinity of a uniformly 

moving sphere of charge (with no fields present other than its own). 
We shall call this sphere a 'particle'. However, we shall not allow our 
'particle' to be point-like, because we want to avoid the possibility of 
infinite field energy. Since the E field is radial and B circles around, N 
is everywhere directed tangential to the surface of a sphere around the 
particle. The vector is directed from behind the charge to in front of it, 
representing the movement of field energy as the fields fade away behind 
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the charg and build up in front of it If til cluu:g i n i accelerating 
6hen there i no net influx Or outfitLX of energy toward r away fTom it. 
The vani rung fl ld b hind the charg provides just nough en I'GY for 
the incr a ing fi td in f l" nt L build itself up ... until it fades in t.-UrJl 
and pa S 5 h nergy ou. 

Fig. 16.10 show the ca of a charg ·'d ph r moving at onstan 
v 10 ity in a uniform appli ,'d lectri field. Again we shall call it a 
pm'ticl . ow there is a net influx of energy jn~o any spb re surrounding 

th particl . This makes ense b aus th appli d fi I i doing work on 
I.he particJ . To hav a :pecific m del ima.gin that we hav a uniform 
charg d 'ph \' , moving in a neutral viscou m dium. It 11£1 . reached its 
terminal velo ity in th , m ·dium!>o moves at on tant v and th n t 
result is that ell a.ppJied electri field E o does work On til · charged 
sphere, which in turn pu . nergy into th vi. cous medium a th rate 
f . v = qEo'V where q is til total cllarge carried by the sphere. 

When is it acceptable to use potential energy'? Having 
tri tly l' ~e ted the lloti0D of pot ntial oergy as a fundamental 

property W CIDl r in roduce i as i1 calculational d vice that can I e 
convenient in Orne ir urn. tan es. The id a an b adopted wh u 
w· hav a situa ion wher th field does not leak' energy by som 
proc~ that w ax not aking jnt account. Potential en rgy i like 
money in the bank. If I hav ' ' n million gold overeigns in th bank, 
then as I walk around my pockets are no weighed dow)) by one 
million gold 'overcigns but I am confid nt hat , hould I ask th 
bank fol' a gold 'OV reign I will rec iV' on (and m a count will 
b dinlinj h d by I)- ex ept hat the bank may g t into finrulcial 
troubl and djsp rse my mon y. In the cas of electro tati th 
field act as a to ally tru wOl'thy bank as far charged particles 
are concerned 5 tha a particle can have confidence that by moving 
away i could pick up til kin ti nergy it exp cts' on the basis of 
a pot ntial nergy calculation. W u. ed this ld a for exampl in he 
on id ):ation of motion und r a entral fore in ·tion 4.2.6. The 
on cpt begin to fail howev r , in dYllami probl m when tb fi Ids 

oan move energy aroun I by wave motion. Th n w ha.v to abandon 
the idea of potential nerg and trust eqns (16.32). 

Now let us 'alculate the n rgy flow in the field. We do not care 
whether w al' discussing a poin charge or a uniform ball of charg , 
sinc we shall only b cal ulat ing the fields outsid such a lntH, but we are 
assuming the ball is not p rcurbed by the appli d field (i.e. it rema.ins 
. ph rical and uniform). e shall cal ulate h P ynting vector at points 
on the surface of a. ph re n with radills r cent.red on t.he origin, and then 
int grat over this mfac . Note that the mfa of integration i fixed in 
space: it does not mov along with the charge. Howev r, it is 'oovelli nt 
to perform th calculation of N at the moment when th barge at'l'i.v 
at tbe centre of n. At that m Ul ut th lectric field ou't ide the 'harged 
ball is 

Fig. 16.10 The energy density u and 
Poynting vector N in the vicinity of 
a cha rged sphere in uniform motion, 
in a region where there is an applied 
uniform static electric field in the verti­
cal direction. The Poynting vector now 
shows a net flux of electromagnetic 
energy towards the sphere. (Since the 
sphere is not accelerating there must 
be other forces on it, and it expends 
the received electrom agnetic energy by 
do ing work against those other forces.) 
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E = Eo + Eq = Eoz + ~r 
47rEor 

where, for simplicity, we treat the case of a slowly moving charge, v « c 
The magnetic field is . 

B = v 1\ Eq = qv sin 8 1> 
c2 47rEoc2r2 

(where ;p is a unit vector in the azimuthal direction). The Poynting 
vector has two contributions: 

N = Eoc2E 1\ B = Eoc2 (Eo 1\ B + E q 1\ B ). 

The second of these (the contribution from the charge's own fields) is 
directed around the sphere of integration , neither in nor out . The first 
(the applied electric field combining with the charge's magnetic field) is 
directed towards the z axis. This is the only term that will contribute 
to the surface integral. It has size 

2E B Eoqv sin 8 
EOC 0 = 4 2 7rr 

so the net flux in through the surface of R is 

r N. (-n) dS = qVEg t" r sin2 8 r2 sin 8d8d¢ In 47rr Jo Jo 
where n is the unit vector normal to the surface, and we used N . (-n) = 
N sin 8. Thus there are three factors of sin 8: one from Eo 1\ B , one from 
N . n, and one from the surface element dS. The integral is easily done 
using sin3 8 = sin 8(1 - cos2 8), and we obtain 

- r N'ndS = ~qEov. In 3 
(16.34) 

Thus the net energy flow in through our chosen surface is proportional 
to qvEo, the work done on the charge, but there seems to be a mistake: a 
factor 2/3 when we expected 1. There is no mistake. It is simply that we 
have not yet finished. We need to think about the field-energy density 
u as well. Is it constant or increasing or decreasing, inside region R? At 
first one might imagine that we have a symmetry, so that J udV would 
be constant at the moment when the particle reaches the centre of R, 
but the situation is not symmetrical forward and back. In front of the 
particle the fields Eo and Eq are in the same direction; they reinforce 
one another to make a big E2. Behind the particle the fields E o and E q 
are opposed; they tend to cancel one another out, leaving a small E2. So 
we can picture the energy density u = EoE2/2 as 'heaped up' in front of 
the particle (see Fig. 16.10). In a given small time interval dt the particle 
travels a distance dz = vdt. If the particle is just passing through the 
centre of R then in the next travel distance dz the distribution of energy 
density will shift, such that a relatively lru:ge 'chunk' of energy is lost 
from the upper hemisphere of R, while the lower hemisphere gains a 
smaller amount. Note that here we are not talking about a transport 
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of energy (we have already calculated that) but a rise or fall of energy 
owing to non-zero values of du/dt. The net effect is calculated (by you) 
in the exercises: it is found to be just dU = -(1 /3) qEodz, so 

d 1 1 - udV = --qEov. 
dt R 3 

(16.35) 

The net effect, then, is that the energy influx of (2/3)qEov plus a power 
(1/3)qEov liberated from the field inside n combine to provide the 
qEOv, which ends up being transferred to the viscous medium (or, more 
generally, to whatever further object or system the charge is pushing on). 

It is noteworthy that whereas the applied force here acts along the 
direction of travel, the energy flows towards the charge from the sides, 
at right angles to the motion. This is connected to the fact that in this 
example the momentum of the charged object is not changing. 

Fig. 16.11 shows the case of two opposite charges being pulled apart 
at constant speed. Since the charges mutually attract, their outward 
motion must be being caused by another system (such as a strong 
man) which does work on them. However, their energy is not increasing 
(their velocity is constant), so they are passing all this energy on to the 
electromagnetic field. The field energy moves outward from the charges. 
Although the field (El + E 2 ) between the charges is becoming smaller, so 
the energy density at any point there is falling, the volume of the region 
where (El + E2)2 > (Er + ED is becoming larger, with the net effect 
that the total field energy, integrated over all space, is increasing. Note 
once again that the direction of the energy flow is at first surprising­
at right angles to the forces that do the work. Near either charge the 
situation is as in Fig. 16.10 but with directions reversed. 

Other 'canonical' examples of Poynting's vector are the capacitor, the 
resistor, and the plane electromagnetic wave. In a plane wave (section 
8.1) N points in the direction ofthe wave vector k, which makes sense. Its 
size at any moment is EocE2 (since the fields are perpendicular and E = 
cB). If E oscillates as Eo cos(k· r - wt), then N oscillates as No cos2 (k. 
r - wt). Thus its direction is fixed but its size oscillates between zero and 
EocE5. The intensity I is defined as the power per unit area, averaged 
over a cycle: i.e., I = (N) = EocE5I2. For such a wave the electric and 
magnetic contributions to the energy density are equal. Their total is 
u = EoE2, which also oscillates. Its spatial average is EoE5 / 2, and one 
can see that the intensity is c times this. The summary is 

I = (N) = (u) c = !EoE5c. 

Next consider a cylindrical resistor of length d and radius a. If a 
current I flows and the voltage between the ends is V then the power 
dissipated in the resistor is V I. The magnetic field at the surface is 
B = /-LoI / 27ra = I/ (27fEoC2 a), directed in loops around the resistor in a 
right-handed sense with respect to the current. Inside the resistor there 
is an electric field in the direction of the current flow, of size E = V/d. 
Therefore the size of the Poynting vector is 

Fig. 16.11 Energy density and Poynt­
ing vector for a pair of charges being 
pulled apart, so as to move uniformly 
away from each other. 

Fig. 16.12 Energy flow. The strong 
man is pulling the oppositely charged 
particles apart, thus putting energy 
into the electromagnetic field. (The 
flow of energy in the man's muscles is 
not shown). 
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I 

N 

Fig. 16.13 Current-carrying resistor. 

N= VI 
27rad 

and its direction is radially inwards: i.e., pointing straight in through the 
curved surface. The area of that surface is 27rad (circumference times 
length), so the total energy flow in to the resistor is V I per unit time_ 
exactly matching what we know is dissipated there. This exact balance 
satisfies us that energy is conserved, but the sign needs a moment's 
thought. Surely the power V I is leaving the resistor, not coming in? The 
answer is that there is a conversion of energy going on: electromagnetic 
field energy enters the resistor and is used up accelerating the charges 
that carry the current. These charges in turn collide with the material 
of the resistor, heating it, turning their kinetic energy into heat. This 
heat subsequently leaves the resistor. Therefore the sign of the flow of 
field energy is correct: into the resistor. 

The location of this flow can seem bizarre at first, however. 
The battery is pushing on the charges, which are moving up the wire, 

so one might think the work is being done right there in the wire. One 
would expect that that is where the energy is being transported too: 
down the wire, from the battery to the capacitor. But Poynting says it 
is not: it is coming in from the sides! The example of a pair of charges 
(Fig. 16.11) should have prepared you for this. In fact, a moment's 
reflection should convince you that close to zero work is being done 
in the wire, because the electric field (and therefore the force) is close 
to zero there. The work is done in the battery, which draws on energy 
stored in the fields of its molecules (also called 'chemical energy') to pull 
apart electrons and positive ions (the very process shown in Fig. 16.11). 
This 'pumps' energy out of the sides of the battery into the surrounding 
field. The energy is transported through the field and eventually comes 
in through the sides of the resistor. 

A similar argument can be made for a parallel plate capacitor being 
charged at a constant rate. The field between the plates grows, and the 
energy it needs arrives by coming in through the sides, not along the 
WIres. 

It turns out that often we do not need to keep track of these energy 
movements: we can just trust the fields to take care of it without our 
needing to know the details. However, if we want to hold on to the 
principle of energy conservation, then Poynting's vector gives a clear 
and thorough (and correct!) treatment. 

16.4.2 Field momentum 

The Poynting vector describes the flux of energy. We would like to know 
also about momentum. Does an electromagnetic field carry momentum? 
The only Lorentz-covariant answer is yes. We already presented in sec­
tion 5.6 the fact that there is a very general relationship between energy 
flux and momentum density; eqn (5.58). Therefore, we should like to 
claim that the momentum per unit volume carried by an electromagnetic 
field is given by 
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(16.36) 

This turns out to be correct, but in the course of looking into it we shall 
begin to uncover the limits of classical electromagnetism. 

First let us give some evidence for our claim t hat we can apply the 
formula (16.36) to electromagnetic fields. Consider, for example, the 
phenomenon of radiation pressure. A plane wave incident on a (non­
transparent) material body exerts a force on the body. To see how 
this comes about, consider the motion of a charged particle such as an 
electron on the surface of such a body. The electric field of the incident 
wave drives the electron in the transverse direction. For example, if the 
wave is propagating in the z direction and is linearly polarized with 
its electric field along x, then the electron is pushed in the x direction. 
This does not give rise to a force in the direction of propagation of the 
wave. However, the non-zero x component of velocity causes the electron 
to feel also the magnetic force qv 1\ B, and this is in the z direction, 
and causes the radiation pressure. The electron of charge q, velocity v 
absorbs energy from the wave at the rate qE· v. For simplicity let us 
suppose the motion of the electron is always in the x-direction (the force 
in the z-direction being opposed by equal and opposite forces from the 
rest of the body). Then the rate at which energy is being transferred 
from the field to the body via the electron is qEv, and the Lorentz 
force component in the z direction is qvB. Therefore the energy and the 
impulse delivered during some time interval t are2 

energy = J qvEdt, momentum = J qvBdt. 

Since for a plane wave the field strengths are related by E = cB, we find 
the ratio of the energy delivered and momentum delivered is c, the same 
as the ratio of energy and momentum for particles of zero rest mass. It 
follows that eqn (16.36) can be asserted for electromagnetic plane waves, 
and therefore (by using Fourier analysis) for electromagnetic waves more 
generally. 

The '4/3 problem' 

Next, let us consider another example in which energy is transported by 
a field. Suppose there exists an electromagnetic field that presents itself 
as a static electric field in some reference frame. The field possesses 
energy, the integral of its energy density u over all space. Now consider 
the situation from the point of view of a reference frame moving with 
respect to the first. Is the energy content of the field moving in the 
new frame? The answer is surely 'yes'. Whatever charges gave rise to 
the field in the first frame are now in motion. The energy of the field 
must be moving at precisely the same velocity as the charges, because 
we can imagine deconstructing the charge distribution at some later 
time and reclaiming the energy stored in the field. For example, think 
of a capacitor sent on an interstellar journey. It assuredly takes its field 
energy with it! 

2 If the electron moves freely apart 
from the forces arising from the wave, 
then during each cycle of oscillation it 
undergoes a driven motion but does not 
on average absorb any energy ; a body 
with only such particles in it would be 
transparent. If the electron experiences 
forces from the rest of the body which 
tend to damp its motion, then the aver­
age of qE . v over a cycle is non-zero. 
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Now I t us alculate the momentum content of such a m villg stat" 
field' .1:<or the sak of implicity we will onsider a . pherically symm ' tt ~ C 
. tatic electrl Ii'ld l and we will assume tlle new refer nee frame mov l~ 
at low velocity v « c relative to the frame containing t il tatic nel~. 
Then the electric field E jJl the new frame is equal to hat in th fir t 
Cram (up to order '02/C2

) and the magnetic field is B = v A E /c2 . r he 
momentum density is 

2 EO 
g=N/c = Eo E I\ B=2El\v l\ E. 

c 

Let v be along the z-axis and let e be t he angle between r and this axis 
then g has size 9 = (Eo/c2)E2vsine and its z-component is gz = gsine: 
When we integrate over all space to determine the total momentum in 
the field, only the z component survives, and therefore we have 

l K 100 I' E 2v 
_0_

2 
- sin2 e r2 sin edrde 27f 

o 0 c 
p 

4v 100 

1 2 2 
-2 - foE 47fr dr 
3c 0 2 

(16.37) 

Now, for the low velocity under consideration the magnetic field is weak, 
and contributes negligibly to the energy density compared to the electric 
field. Therefore, we can recognise the integral on the right-hand side of 
eqn (16.37) as the total energy content e of the field (here we write e for 
energy to avoid confusion with the electric field strength). We conclude 
that 

(16.38) 

This result violates t he relation p = ev / c2 , which is t he universal rela­
tionship between energy and momentum for bodies moving at any speed. 
This '4/3 problem' t roubled early workers such as Lorentz. It implies, 
for example, that the total energy and momentum of this field cannot 
be considered as a 4-vector. 

There is nothing wrong with our calculations of the energy and 
momentum in the field. Both are correct. The 'problem' is merely that 
we cannot consider this energy and momentum to be parts of a 4-
momentum. The reason is that the field we have considered is not an 
isolated system. It is in continual interaction with the charges which 
act as its source. The relation p = ev / c2 applies only to particles or to 
extended object s that can be considered as isolated entities, free of ext er­
nal influences. We did not encounter this problem for electromagnetic 
waves because they have a special property: they can be source-free. That 
is to say, although the disturbance which gives rise to electromagnetic 
waves is usually a charged object in motion, once the source ceases 
to accelerate t he emitted radiation continues to propagate, such t hat 
there can exist a source-free volume of space completely containing the 
electromagnetic radiation field. Such a field can be considered to be 
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an isolated system possessing an energy and momentum of its own. 
Therefore it is legitimate to regard a light-pulse as a single entity with 
a well-defined energy-momentum 4-vector. 

The non-4-vector nature of [, p for a static field is also an illustration 
of the issue we discussed in connection with figure 5.3 and eqn (5.9): one 
cannot assume that adding up 4-vectors evaluated at different points in 
space will necessarily give a 4-vector total. It requires something like a 
conservation law to come into play, to guarantee that the total will give 
the same 4-vector no matter which time slice is used to calculate it. In the 
present case we are adding up (i.e., integrating over volume) the energy 
and momentum of each small region of field; the sum is a 4-vector only 
if the field is an isolated system, not exchanging energy and momentum 
with anything else. A static field is not exchanging eneTYY with other 
things, but it is in a state of continuous interaction with its sources, 
pulling on them. We can think of this, roughly, as a process of continuous 
elastic collision. If the sources are not accelerating then it must be that 
some other force is constraining them, and the net result is an interaction 
between the electromagnetic field and the other force-providing entity, 
mediated via the charges. A more complete understanding will emerge 
after we have grappled with this idea in more general terms. That is the 
subject of the next section. 

16.4.3 Stress-energy tensor of the 
electromagnetic field 

In view of our comments in section 16.1 of this chapter, it should not 
be surprising that the energy density of the electromagnetic field can 
be understood as one element of a tensor, and that tensor is the stress­
energy tensor T for the electromagnetic field. It describes energy density, 
energy flux, momentum density, and momentum flux, just as we have 
already considered for particle beams and fluids, though now we are 
talking about an electromagnetic field. 

Note that we do not construct a 4-vector out of u and the Poynting 
vector; rather, we find that they form one column of T. Note also that as 
soon as we allow the idea of energy density, then by Lorentz covariance 
we must also have not only momentum density but also momentum 
flux- the aij part of the tensor. Electromagnetic waves carry momentum 
with them, so they can transport momentum across a plane just as surely 
as can material particles (Fig. 16.1). Furthermore, even static fields exert 
forces, which means they too transport momentum. 

To study the energy and momentum flow in full, a good starting point 
is the interaction of the fields with the charges, described by the Lorentz 
force. The conservation of energy and momentum must be expressed by 
an equation like (16.20), but we shall define the force per unit volume 
W to be the force exerted by the field on the particles, so the equation 
we want is 
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3 WdV is not a 4-force, because it is 
missing a facto r 'Y, says eqn (2.75). W 
is a 4-vector however: it is a 4-force 
divided by an invariant volume dVo, 
namely a volume element in the rest 
frame of the local charge, dVo = 'YdV . 
The 4-force on t he charge contained 
in the laboratory frame volume dV is 
Wd Vo = 'YWdV. Thus W can be inter­
preted either as work rate und 3-for e 
per unit volume, or as 4-force per unit 
proper volume. One doe n l n ed to 
know this , however; he algebraic devel­
opment will be physically consistent 
and will lead to an easily interpreted 
final result in terms of E , B , p, j . 

Transfer of 4-momentum per unit volume from fields to 
matter 

W = -0·'][' (16.39) 

The 4-force density is defined as 

(E· j /c, pE + j 1\ B) . (16.40) 

[ W IF· J J 

This is called the Lorentz force density. To understand it, mUltiply by a 
small volume dV, and hen you find hat t he camp on nts are qE · v ic 
and q(E + v 1\ B ). This is th rat · of dOlllg work and the Lorent.z for 
on th charge q contained in the volum dV. 3 

]'(.b It the physical dim n ions of force per uni t at' a or ( quivalently) 
energy per unit volume. 

We can already see that t he first column of ,][,ab should be equal to 
(u, N /c), which will yield energy conservation; eqn (16.29). Now we 
will show how t he rest of '][' is obtained from the field equations. We 
shall do this in two ways, both of which provide useful insight. The 
first method uses 3-vectors and Maxwell's equations to look at just the 
momentum flow; thi results.in a sugge: ~ion as 0 how tIle stress-energy 
en or might be formed. The S ond meth d us' Lorentz-covariant 

languag (4-v ctors and 4-tensors) througbout, and therefor proves that 
the resu] ant obj ct is a Ii-tensor (Le., is guaran eed to tran form ill tb 
right way). This als Ifer practice in 4-tensor manipulation. 

Method 1: 3-vector approach 

W xamine 8g /8£. This should tell 11 ' abou til rate of chang f 
mom ntum, and theref r about the force. Not tbaL although g is 
relat d to the Poynting v ctor N , it i best to temporarily forget that 
relation here, In th cons rvation argumen tbe momentum den ity g 
plays the role for momentum, which was play d by energy density u ill 
'b Poynting argument. TIt quantity handling th' How of mom ntltm 
(1. ., th j b done for energy by N ) is the tensor'T, 

on 'ervation of momentum wiJ I be achieved if th fore · 011 t h parti­
cles in a small volume dV is qual and opposite 0 dV8g18t plus anoth r 
term which signifies the rate at which the field is carrying momentum 
away. Using eqn (16.36) and Maxwell's equations M3, M4, we have 

8g ( CiB CiE ) 
Cit = EO E 1\ &t + &t 1\ B 

= -j 1\ B + EO (( V 1\ E) 1\ E + c2 (V 1\ B ) 1\ B) . 

The first term is the magnetic part of the L'orentz force per unit volume 
(recalljdV = qv), with a minus sign as expected. The rest must be either 
to do with the electric part of the force, or with momentum flow. The 
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electric part of the force per unit volume is pE, which in terms of the 
fields alone is EO( V . E)E (using Ml). Adding this on, in order to obtain 
the total force, we have 

ag 
pE + j 1\ B = - at + EO [(V · E)E 

+(V 1\ E) 1\ E + c2 (V 1\ B) 1\ B] . (16.41) 

The term in the square bracket can be written, we hope, as minus the 
divergence of something. It can, but this argument does not offer an 
automatic way to see it . Take a look at eqn (16.47) and you will find the 
answer is 

[ 1 - (ao"iX aO"iy aO"iZ) EO ... . - - -- + -- + --
• ax ay az 

where 

O"ij = ~Eo(E2 + c2 B2)Oij - EO (EiEj + c2 BiBj). 

You are invited to check this by performing the differentiation. You will 
find that the B2 term is needed to give part of (V 1\ B) 1\ Bj it also 
contributes a (V· B)B term, but this vanishes by M2. 

Method 2: 4-vector calculation 

Now for the manifestly covariant approach. We start from the force 
density, eqn (16.40), and just as we used a Maxwell equation to express 
j in terms of the fields in Poynting's argument, now we use the first field 
equation (13.7) to express J in terms of IF: 

W a _lFal-' (EOC
2)8AlFAI-' [W = - Eoc

2lF . (D .IF)] (16.42) 

The matrix notation helps to see clearly what we have: it has the 
structure 'aaa', so it should be possible to relate it to 'a(aa)'. This 
is the equivalent of step (16.30) in Poynting's argument, and eqn (C.6) 
(the product rule) contains the result we need: 

(16.43) 

The left-hand side of eqn (16.43) is a divergence of a t ensor- the very 
thing we are looking for-so next we concentrate on the last term: 

IF AI-' (aAlFal-') . 

Just as in Poynting's argument, we need to bring in the other field 
equation-this time the homogeneous one (the one without a source 
term). That equation, (13.8) has things such as 'aclFab , in it. Clearly, 
what we need to do is contract it with lFcb: 

lFcb (aclFab + aalFbc + ablFca ) 0 

i.e. 

IF cbaclFab 

lFAI-'(aAlFal-') 

-lFcbaalFbc -lFcbablFca, 

-lFAl-'aalFl-'A -lEi\l-'al-'lFAa (16.44) 
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a See exercise 16.11 for the result using 
a metric of different signature. 

where all we did was t al'ry two t rms to the right-hand side, and then 
l' lab] dummy indice t mak them look more like what we want. 

ow, practising th advic given in section 12.2.3 to 'look for scalars' 
we pot that the fir t t rm n he right-hand side is almost a scalar. I~ 
is an ·xampl of "qn ( .9), exc pt that one pair of indices is the WrOllg 
way round. However, since IF is antisymmetric, we can swap them and 
introduce a minus sign, so we have +8a D where D = IF ),ILlF),IL /2 (see 
eqn (13.12)). 

With the hint that a. transpose might b u ful, now take a 1001< a 
the last term in qn (16.44) and transpo e both 0 cun n' s of IF. This 
makes it look just like th 1 ft-hand side xcept that the dummy iudie 
are labelled differently. Tha.t do S 110t matter 0 w ha.ve found that. 

IF)'IL (8), lFaIL) = 8a D - IF)'IL (8), lFaIL) 

IF)'IL (8),lFaIL ) = ~8a D. 
2 

Substituting this into eqn (16.43), and returning to eqn (16.42), we have 

wa = -EOC
2 (8), (lFaILlF)'IL) - ~8a D) , 

Wb = -EOC
2 (8), (IF).ILlFb

IL) - ~8b D ) . (16.45) 

(by reversing the order of the product then using the see-saw rule twice 
and changing from a to b). We would like to set this equal to -8), '][')'b, so 
we want to convert the 8b in the second term to 8),. This is easily done by 

Finally, using the antisymmetry of IF, we have 

Stress-energy tensor a 

,][,ab = EOC
2 (-lFalLlFlLb _ ~gabD), 

where D = ~ IF /-LvlFILV . 

[i.e. '][' = EOC
2 

( -IF ·IF - ~9D ).1 

Substituting for IF from eqn (7.46), we find 

(16.46) 



where 

energy density u = ~Eo(E2 + c2 B2) 

Poynting vector N = Eoc2E 1\ B 

3-stress tensor O"ij = UOij - EO (Ei E j + c2 
B i Bj) 

= _O"A1 
'J 
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(16.47) 

The 'Maxwell stress tensor' 0"~1 is often used in the literature, and 
its standard definition is such that it is the negative of ']['ij. By using 
O"ij = -O"ff we preserve a greater uniformity in the equations describing 
conservation of energy and momentum below. 

'][' is fully symm tri', The symm try of th spac pace part is not 
surprising; the symmetry of th time- space part m ri a comment, 
Suppose N is a 4-vector direction then 1l' . N quantifies the flow of nergy 
and momentum in 'that direction. Tl e first "OW of 1l' i u. ed to calculat 
the flow of energy, and the e1 mcnts of the first column are u ed, together 
with O"ij, to calculate the flow of momenttLm, That the fu'st row is equal 
to the first column is an ' x~pl of the equality of energy flux and 
momentum density that we noted in section 5.6. 

You can now confirm that the time component of the relation 
W = -0, '][' is indeed eqn (16.29) as expected, which represents energy 
conservation. 

Using eqn (16.40) and examining the x-component of 0 . 1l', we find 

( . ) 1 oNx 
pE + J 1\ B x = - c2 8t - VjO"jX . 

To interpret the equation it may be helpful to integrate over a small 
volume to make the terms more familiar. If the volume is taken small 
enough that all the charge q in it moves at the same velocity v, then we 
have 

q (E + v 1\ B)x = - J Off; + V . O" xdV (16.48) 

wh r wa Wl' te 0"" for O"jx. This is the flux of x-momentum, and we 11 ed 
eqn (16.36) \.0 c nvert the Poynting vector into a momentum density. 
Eqn (16.48) Call b 'read as a tat ment of ewton's Third Law for th 
in era ·tion of harge and Held. On he 1 ft i. th force on the charge and 
on the right is the force on (i.e., rate of injection of momentum into) the 
fi Id. Th equation tate that thel e fore ('action' and 'rea tion ' if you 
liJ<e) are equal and opposite. The rate of inj ·tion of mom ntum into the 
.field appear in two part: : 8,qx/8t is the rate at which the momentum 
of the local field is growing' V . O"x is the rate at whi h momentum is 
being supplied to the rest of the field by flowing out of the region un ler 
considera.tion. This confirms the notion of momentum transport tha. we 
expected before embarking on the calculation of 1l'. 

Gathering the energy and all three momentum components together) 
the overall conclusion is: 
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Fig. 16.14 A repeat of Fig. 16.8, but 
with the effects on the field shown. 
Each black dot represents a parti­
cle, and the attached arrows show the 
velocity of and force on the particle. 
Each circle represents a small volume 
of field, the attached arrows show the 
rate of injection of momentum from 
the sources into that volume of fi eld. 
Conservation of momentum is achieved 
locally. The stress and momentum den­
sity throughout the rest of the field 
is not shown; it satisfies a continuity 
equation for each component. 

Conservation of 4-momentum of both matter and field 
together 

(E·j/c, pE+j!\B) = - (~:t' v.) ( N/C I N!C) (16.49) 

This result is at the heart of all energy-momentum conservation in 
electromagnetism. 

It is sometimes stated that Newton's third law (on action and reaction) 
breaks down in Special Relativity. It certainly does not, and eqn (16.49) 
is the proof for the case of electromagnetic interactions. However, it 
is true to say that Newton's Third Law should not be taken to be a 
statement about forces at separate locations (e.g., on particles with finite 
separation); it must be applied locally. What was missing in Fig. (16.8) 
was a pair of arrows showing the rate of change of momentum in the 
field. We can now provide those arrows; see Fig. 16.14. 

The intuition that 4-momentum should be conserved has been fully 
born out by the theory. Indeed, the requirement to conserve energy 
in all reference frames implies the conservation of momentum, by the 
zero-component lemma. We have discovered that in order to make 
sense of these great conservation principles it is necessary to credit an 
electromagnetic field not only with energy and momentum, but also with 
pressure and stress. 

Simple examples of stress and pressure 

We introduced the stress-energy tensor of the electromagnetic field by 
using the language of energy and momentum transport. However, in view 
of the discussion in the first part of this chapter, we know that a ij can 
also be interpreted as force per unit area. This helps to get a physical 
intuition of what it means. Some examples are given in table 16.2. 

The part of the stress acting normal to the boundary of an object, in its 
own rest frame, is the pressure, and this is the easiest part to understand. 
Consider a capacitor, for example. For a parallel plate capacitor aligned 
along x there is a uniform electric field E in the x direction, and no 
magnetic field. The force on either plate is f = QE/2, where the charge 
on the plate Q = toAE, so f = tOE2 A/2. Now look at the 3-stress tensor. 
It is 

(16.50) 

A negative pressure is a tension; it means that in the x direction the 
field is pulling its boundary (i.e., the charges on the plate) in towards 
it (the field). This is the attraction between the capacitor plates that 
we normally describe as the mutual attraction of opposite charges. The 
positive xx and yy terms tell us something further: there is an outwards 
pressure at right angles to the field direction. In general, in the absence 
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of magnetic fields there is always a tension along the electric field lines, 
providing the 'mechanism' by which opposite charges attract, and there 
is a pressure at right angles to the field lines, tending to push them 
apart, and providing the 'mechanism' by which like charges repel. 

In a solenoid with a magnetic field B along the x direction, the 3-stress 
tensor is the same as eqn (16.50), but with E replaced by cB. There is 
an outward pressure B2/2/10 on the walls of the solenoid, and a tension 
along the axis. 

An electromagnetic wave in free space exerts a force in the direction of 
travel, and no transverse force. We can always align the x axis with the 
direction of propagation and write down both '][' and the 4-wave-vector 
K = (k, k, 0, 0). By spotting that for this case 

E2 
,][,ab = EOC2~ cos2 (X" K")KaKb 

w2 

we deduce that this is the general relationship. By the quotient rule, 
this implies that in this context E5!w2 is a scalar, and therefore for 
a given wave examined in two arbitrarily related reference frames, the 
energy density, momentum flux, pressure, electric field, and frequency 
are related by 

u' 
u 

9' 

9 

pi 

P 
(16.51) 

Table 16.2 Example stress-energy tensors. Entries left blank are zero. The exam­
ples are necessarily given in some suitably chosen reference frame; for a covariant 
expression in each case use eqn 16.46. The capacitor, solenoid and plane wave are 
a ligned along the x axis. 'Point charge' refers to the Coulomb field of a point charge 
at the origin. All but the last example are stress-free in the chosen frame. Note that 
for electromagnetic fields, ']f~ = 0 (easily proved from eqn (16.47)). 

Capacitor ~EoE2 C 
- 1 ) 1 

1 

Solenoid I",' B' ( 1 
-1 J 1 

( 
1 1 

o ) ~ ,,,'(E' /w') K"K" Plane wave Eo E6 cos2 (kx - wt) 
1 1 

0 

( 
r2 

0 0 0 

) 
2" 

2 0 r2 2 -xy -xz 
Point charge 167r1Eor6 

2" -x 
0 

r2 2 -yx 2"-y -yz 

0 
r2 2 

-ZX -zy 2" -Z 
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This is the result that we established by less sophisticated methods in 
chapter 2 (eqn (3.9)). 

The point charge (Coulomb field) exhibits a negative pressure and 
stresses directed towards the origin. vVhat this means is that if You 
arrange a 'boundary wall' in some region- such as to leave the field on 
one side of the boundary unaffected but reduced to zero on the other 
side-then in this case the boundary will be pulled in the direction of 
the side where the field remains non-zero. For example, place a uniform 
spherical shell of total charge - q around the point charge q, at Some 
finite radius. Then the field inside the shell is unchanged and the field 
outside is reduced to zero (from Gauss's theorem). The stress t ensor tells 
us that the spherical shell will experience forces pulling it in towards 
the origin- which of course we know to be true from the attraction of 
opposite charges. 

What is striking about all this is that the electromagnetic field is 
behaving like a substantial thing, like a lump of jelly that we could 
push or pull and be pushed and pulled by in return. It is no wonder 
that so much time and energy was devoted to the aether model of 
electromagnetism in the nineteenth century. This time was not wasted: 
it forced physicists such as Maxwell, Lorentz, and Minkowski to discern 
and expound these properties. They make the field seem very much like 
a mechanical entity. Now we have come full circle, and one could say 
that we do have an 'aether' after all, but the field itself is the 'aether'. It 
is an aether with properties that could not be grasped before the advent 
of Special Relativity, such as the ability to propagate signals that you 
cannot catch up with. 

Having started in chapter 7 with the idea that electromagnetic fields 
can seem intangible, it is time to reconsider. Far from being 'hard to 
see and touch' the electromagnetic field is just about the only thing 
we ever see or touch! The retinas of our eyes respond to incoming 
light-waves; the nerve receptors in our fingers respond to the pressure 
that results when we push the electron clouds of our skin molecules up 
against the fields supplied by the electron clouds of other objects. The 
chemical reactions that stimulate our taste buds are a dance of electrons 
in response to fields in further molecules. Even sound- a pressure wave­
relies on electromagnetic fields to allow the air molecules to pass on the 
pressure as they collide. 

Trouton- Noble revisited 

We briefly considered the Trouton- Noble experiment in chapter 4; see 
Fig. 4.1. We there gave an argument sufficient to show that there is 
no net torque on the system, in any frame, but we did not examine 
the way by which torque and angular momentum is distributed between 
the three entities that are involved: rod , charges, and electromagnetic 
field . 

Fig. 4.1 makes clear that the net force on either of the charged particles 
is zero. Nevertheless, there is a force communicated by each charged 
particle on to the end of the rod to which it is fixed. Therefore the rod 
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does experience non-zero force on each end, and the two forces are not 
aligned (in frames other than the rest frame), so there is an external 
torque on the rod, equal to (see Fig. 16.15) 

flllocosBo - f.dosinBoh flosinBocos{}0(1 - 1/""/) 

( 16.52) 

where lo is the rest length of the rod, and {}o is the angle between the 
rod and a vertical axis in the rest frame. 

It follows that the rod must be acquiring angular momentum (and the 
electromagnetic field is losing angular momentum). So why does the rod 
not start to rotate? Or to put it another way, how does it manage to 
'push back' in a direction t hat generates a counter-torque? 

To answer this question, notice that the upper force does positive 
work f . v that provides energy to the top of the rod , and this energy 
is removed at the bottom where the other applied force does negative 
wor k. Therefore there is an energy current dE I dt = f . v = f v sin {}o and 
an associated momentum density. If A is the cross-section through which 
the energy flows, then the energy flux is (fvIA)sin{}o, and therefore 
the momentum density is (fv I e2 A) sin eo. The direction of this "hid­
den" momentum is surprising: it is vertically downwards. It is located 
throughout the rod (in equilibrium the internal forces simply pass it on 
without either augmenting or diminishing it), so the total momentum in 
the flow is 

P = J ~: sin {}odV = f(vlc2 )losin{}ocos{}0 

(since the vertical height of the rod is lo cos (}o). Let dp be the amount 
of momentum in any given small region; if this region is at position r 
then it contributes an angular momentum about the origin of r 1\ dp. 
The rate of change of this angular momentum is v 1\ dp, and therefore 
the total rate of change of angular momentum is 

dL 2 2 cit =vl\p=f(v Ie )10 sin{}o coseoe 

where e is a unit vector in the direction of v 1\ p . This matches both the 
size and direction of the applied torque. 

16.5 Field and matter pushing 
on one another 

Now for a beautiful result. 
In this chapter we first discussed the energy and momentum of a con­

tinuous material system, and then discussed the energy and momentum 
of the electromagnetic field . Now suppose that we have a fluid, and that 
the external forces on it are wholly electromagnetic in origin. Then the 
force density K in eqn (16.20) is none other than the Lorentz force density 
W. Therefore we shall find 

losin(Bo)h 

Fig. 16.15 Lengths and directions in 
Trouton- oble experiment. 
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o . 11' matter W , 

o ·ll'field -W, 

therefore 

Matter interacting with electromagnetic field 

o . (11' matter + 11' field) = 0 (16.53) 

The total stress-energy tensor of matter and field together has zero 
divergence. This result encapsulates energy-momentum conservation 
for electromagnetic interactions. When other interactions are present 
further terms must be added, and the overall result remains of th~ 
same form: the total stress-energy tensor of an isolated system is 
divergence-free. This is a completely general way to express energy_ 
momentum conservation, and it is an important basic idea in General 
Relativity. 

Footnote on the Lorentz force equation 

In chapter 13 we obtained Maxwell's equations by starting from the 
notion of a pure force, with the result t hat the field tensor was initially 
defined through the Lorentz force equation (13.2). We then hypothesized 
field equations, and we had to confirm laboriously that energy and 
momentum were conserved. Fortunately it turned out that they were. 
One wonders whether there is another way to get at this connection. 
There is. By using Lagrangian methods suitable to fields, one can guess 
or hypothesize Lagrangian densities for the simplest possible fields in 
vacuum, and by proceeding to a Hamiltonian one obtains eqn (16.47) 
for the stress-energy tensor of one possible tensor field without even 
mentioning the idea of charge or particles. One then finds that V' . E 
is the density of a conserved quantity, so it is named 'charge density'. 
Upon evaluating 0 . 11' one finds that it can be non-zero. This leads one 
to propose the existence of something that the field can push on, and 
one introduces eqn (16.39) as a definition of 4-force density W (rather 
than a way to find 'f). Then one is led inexorably to the fact that the 
thing pushed by the field (the 'passive charge') is also the source of the 
field (the 'active charge'). This interesting discovery enables one to write 
W as in eqn (16.40). Hence the Lorentz force equation may be regarded 
as a derived result, rather than an axiom, if one places the axiomatic 
emphasis on 4-momentum conservation. 

16.5.1 Resolution of the '4/3 problem' 
and the origin of mass* 

The '4/3 problem' indicated in eqn (16.38) ' was the problem that the 
energy and momentum of a field in interaction with sources do not 
constitute the energy and momentum of an isolated system. Equally, a 
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charged particle (or a charged composite body) cannot be considered to 
be an isolated entity because it is in continuous interaction with its field. 
However, we would like to be able to discuss the dynamics of charged 
particles, and we normally take it for granted that we can do so by 
furnishing them with a 4-vector momentum- which is what we did in 
the studies of collisions in chapter 4, for example. We can do this if 
we can construct a 4-momentum that contains the energy of both the 
field and the particle together. This extended 'composite' system can be 
isolated, and therefore the law of conservation of energy-momentum can 
be applied to it. 

For the field part one can always mathematically construct a suitable 
4-vector and refer to it as 'the energy-momentum of the field' as long as 
one is consistent. For example, for a case where there exists a reference 
frame in which the problem is static, one could define the 4-momentum 
of the field to be A~PCO)' where PCO) = (fes/c, 0) is its value in the 
static frame, chosen to agree with the electrostatic energy in that frame. 
Another reasonable choice would be (4/3) of this. However, we shall 
describe another, more physically motivated solution, due to Poincare, 
that treats the source and field together. 

Before constructing the 4-vector we need to beware that we will not 
be able to apply this idea to point-like particles: the point-like charged 
particle is a concept fraught with difficulty because it is associated with 
infinite field strength close to the particle, and infinite associated energy 
and momentum. Classical physics does not apply in this limit, but similar 
issues arise in quantum physics. The infinite energies are avoided because 
in fact no charged particle (such as an electron) ever has its wavefunction 
concentrated at a point of infinitesimal dimensions- the wavefunctions 
are always spread out in practice (although for calculational purposes 
it may be useful to include the highly concentrated wavefunctions in an 
integral over all 'possible' states of affairs). 

In the classical regime we must insist that any distribution of finite 
charge must have a finite extent, and if a body carries a net charge 
then there must be binding forces that keep the charges attached to 
the body. These binding forces cannot all be electromagnetic and clas­
sical in origin, because static charge distributions are not stable under 
electromagnetic forces (a sphere of charge, for example, will fly apart 
if only electromagnetic forces are present). In the case of the proton, 
the binding forces are provided by the strong interaction (gluon field) 
between the quarks inside the proton; in the case of larger objects they 
may be provided by covalent bonds which rely on quantum theory to 
allow stable 'orbits' without emission of radiation. 

One can keep the binding forces in the energy and momentum account­
ing without knowing the details of their origin, simply by asserting that 
they provide whatever forces are needed to make the charge distribution 
stable. This is done by adding another stress tensor onto the electro­
magnetic one, such that the total stress tensor describing the 'fields of 
all kinds' is 
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Fig. 16.16 A closed 3-surface and its 
outward normal Na . The divergence 
theorem relates an integral over the 
interior to an integral over the surface . 

and this total stress tensor has zero divergence, as in eqn (16.53). 
The extra stress$o.b is call · d the Poinca1'C! str-e tensor' after Henri 

Poincare, who d cribed thi' resolution. In order to make Sure Llte 
modificat~on describ sa particl Lhat is holding itself togeth ·r: i.e. that 
corr sponds to what j . ob erved we pi k Belb ill. uch a way that not tlly 
is §ab divergence-fr c but al 0 it de cribes a system in table mechanical 
equilibrium, not imploding nor flying apart . The condition for this is that 
the self-stress vanishes, meaning that the volume integral of the spatial 
part of §ab vanishes in the rest frame: 

Divergence theorem in four dimensions 

Gauss's theorem connecting a surface integral to a volume integral in 
three dimensions reads 

i A· dS = r V· Ad3x 
(R) i R 

where (R) designates the surface of region R and the surface element 
dS is furnished by convention with a vectorial character, pointing 
in the outward normal direction. The 4-dimensional version of this 
connects an integral of a 4-flux over a '3-surface' (i.e., a three­
dimensional entity) to an integral of a 4-divergence over a '4-volume' : 

i AANAdV = r DAAAd4x. 
(R) iR 

(16.54) 

where N is a unit 4-vector in the outward normal direction and dV 
is an invariant volume element. The notation da a == NUdV for the '3-
surface' (i.e., volume) element may also be used. The outward normal 
is space-like for some parts of the surface, and time-like for others 
(see Fig. 16.16). Where it is space-like there is a reference frame in 
which that part of the integral is a spatial surface integral integrated 
over time. \Vhere it is time-like there is a reference frame in which 
the 4-surface lies at an instant in time; in that frame dV = dxdydz 
in rectangular coordinates, and N = either (1 , 0,0,0) or (-1,0,0,0). 
In other frames N is Lorentz-transformed but dV is invariant. If 
desired, it can be expressed in terms of the new coordinates by 
dV = ,dx'dy'dz' (since the integral in the first frame was over a 
region such that dt = ° between events in the region). 
Gauss's theorem also applies to each row of a tensor (exercise 16.16): 

i MUAdaA = r DAMuAd 4x. (16.55) 
(R) i R 
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(this is an integral over all space at a fixed time; the subscript (0) 
denotes the rest frame) . Consider, for example, two like charges con­
nected by a rubber band: the electrostatic field has pressure on the 
line between the charges, which is compensated by the tension in the 
rubber band. The total 4-momentum of the particle is then defined 
to be 

(16.56) 

This is guaranteed to be a 4-vector. Proof: the condition that this P is a 
4-vector is that the integral (16.56) should not depend on the orientation 
in spacetime of the time-slice used to evaluate it (recall Fig. 5.3). We 
prove this by writing the integral 

(16.57) 

where Na = (1,0,0,0) and using a four-dimensional version of the diver­
gence theorem (see box above, eqn (16.55» , as follows. 

Construct a 4-cylinder in spacetime. That is , a region with ends 
formed by 'time-slices ' at t = 0 and t = tl (in some reference frame), with Fig. 16.17 

tl large and negative, and sides at some r (which we will allow to tend to 
infinity). Then the integral (16.57) can be understood to be '3-surface' 
integral (i.e. , an integral over what we normally call a volume), adding 
up the amount of §ab crossing the 3-surface at t = 0 in the forward time 
direction. This 3-surface is one end of our 4-cylinder. Now complete 
the 3-surface integral of §ab over the whole the 4-cylindrical surface, in 
the outward normal direction. Using the divergence theorem, the total 
must be zero, because it equals the 4-volume integral of 0 . §, which 
is zero. Consequently the amount of § 'passing through' our time slice 
at t = 0 is equal to minus the amount passing out of the rest of the 
cylinder. By making r large enough, we can argue that the cont ribution 
from the curved sides is negligible, and therefore the amount passing 
into the lower end of the cylinder equals the amount passing out of the 
top end (this is just another way of talking about energy-momentum 
conservation). Finally, allow the top end of the cylinder to vary from 
one time-slice to another (corresponding to different inertial frames), 
while leaving the bottom unchanged. Since the total flux out remains 
zero, and the bottom integral does not change, neither does the top 
integral. QED. 

The 4-momentum measured in experiments and discussed in collision 
theory is the one given by eqn (16.56) . There is no unique answer (offered 
by classical electromagnetism) to the question 'how much of the rest 
energy comes from the matter, how much from the field?', because one 
does not know how much binding energy to associate with the Poincare 
stress part. However, the subject does at least raise the rather wonderful 
possibility that we can explain the origin of mass this way: perhaps the 

t= 0 
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whole rest energy (and therefore rest mass) offundamental particles such 
as electrons and protons comes from their electromagnetic field energy? 

A distance scale associated with any particle (or composite object) of 
given charge and mass arises in connection with this question: 

q2 
rc = 471"

E
omc2 ' (16.58) 

This is the distance such that the work required to bring two particles 
of charge q, mass m from far apart to this separation is equal to the 
rest energy of one of them. Eqn (16.33) shows that if a static uniformly 
charged sphere of charge q, mass m has radius rc then its electromagnetic 
field energy is sufficient to account for 3/5 of its rest energy. More gener­
ally, an object of mass m and charge q will generate enough field energy 
to account for the whole of its rest mass if the physical size is of order r c 

(the exact value depending on the distribution of the charge). If q and 
m are the charge and mass of the electron, then rc is called the 'classical 
radius of the electron', equal to 2.818 x 1O-15 m. In early work this was 
envisaged quite literally as a finite radius possessed by the electron (to 
within a factor of order 1). However, particle collision experiments have 
shown that electrons are point-like down to much smaller sizes than this. 
Therefore the 'classical radius of the electron' should not be thought of 
as a true indication of the 'size' of an electron, but it does indicate a 
distance scale below which it is difficult to get sensible predictions from 
classical electromagnetism. The difficulties arise because if a charged 
sphere had a radius much less than r c then its rest energy mc2 would be 
smaller than its associated field energy, which implies that the matter 
of the sphere must have negative mass, leading to unphysical behaviour 
such as self-acceleration. 

The Bohr radius and the Compton length of the electron are both 
much larger than rc (see appendix B) , so in any case classical physics 
has to be replaced by quantum physics well before one approaches 
r c' However, the difficulty of infinite energy persists in the theory of 
quantum electrodynamics or 'QED', and leads to the famous renormal­
ization problem. In this sense the electrodynamics are indeed crucial 
to understanding the observed mass. Ultimately QED does not account 
for the rest mass of the 'bare ' electron, but assumes it as a parameter. 
However, the masses of composite entities such as the pions (139.570 
MeV /c2 for 71"±, 134.977 MeV /c2 for 71"0) include a small contribution 
from electromagnetism, and the gluon field can account for most of the 
rest of mass. (The neutron is heavier than the proton because its different 
internal strong interactions dominate the electromagnetic ones.) Gluons 
have zero rest mass. If the quarks also had zero rest mass, the mass 
of the proton and the neutron would not change by much. In this way 
Special Relativity, via its prediction of mass-energy equivalence, came 
close to solving a profound puzzle of the universe: the nature and origin 
of mass. 



Exercises 

(16.1) A cable of proper density po is subjected to a 
tension t per unit cross-sectional area. Find the 
maximum value of t for which p > 0 in all frames. 

(16.2) In this chapter we established that pressure in a 
fluid is independent of reference frame. However, 
the fields of an electromagnetic plane wave are 
frame-dependent, and therefore so is the radiation 
pressure. Is there a contradiction here? Explain. 

(16.3) By applying energy-momentum conservation (eqn 
(16.19)) to the stress-energy tensor for dust, 
Tab = poUaU b

, prove that, in the absence of exter­
nal forces, every part of the dust moves uniformly, 
i.e., that dU/dT = O. (Hint: use eqn (16.25); do not 
assume that po is uniform.) 

(16.4) §'Incompressible motion' of a fluid is motion in 
which the proper volume of each fluid element is 
conserved. Prove that the sufficient and necessary 
condition for this is that the flow velocity field sat­
isfies D . U = O. Prove that, for the case of a pure 
fluid subject to pure (i.e., rest-mass-preserving) 
external forces, this condition is equivalent to 
dpo/dt = 0 for each fluid element. 

(16.5) Field energy near a charge moving in an 
applied electric field . Obtain eqn (16.35), as 
follows. Show that for v « c the energy density u 
is dominated by the contribution from the electric 
field. Obtain E· E. Do not try to integrate u 

over the whole sphere, but instead concentrate on 
that part of the integral which will change over a 
small time interval dt. The region of integration 
R is fixed, but the charge moves. Let R be a 
sphere centred at the origin, and consider another 
sphere centred on the charge, of the same radius 
a as that of R. Show that when the charge is at 
z = vdt for small dt, the distance in the radial 
direction between the two spherical surfaces is 
dr = vdt cos e. Hence in order to find the change 
dU in field energy over the next time interval dt, 
it suffices to integrate u over angles e and ¢ with 
a volume element (vdt cos e)a2 sin eded¢. Perform 
such an integration and thus obtain eqn (16.35). 

(16.6) Show that for a particle at rest possessing both 
electric charge and magnetic dipole moment (e.g., 
the electron), the Poynting vector runs in loops 
around the dipole axis . Could this account for the 
intrinsic angular momentum of the electron? 
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(16.7) Investigate the u'outon- Noble experiment using 
the stress-energy tensor, by writing down the 
stress-energy tensor for a rod at rest in com­
pression, and hence that of a moving such rod. 
Calculate dL/dt = J v 1\ gdV and thus confirm 
the discussion surrounding Fig. 16.15. 

(16.8) Consider the lever paradox, as follows. A right­
angled lever ABC has its pivot B at the origin, 
with AB on the x axis and BC on the y axis. 
The lengths of the arms are equal, AB = Be = a. 
A force f is applied at A in the vertical (y) 
direction and at C in the horizontal (x) direc­
tion. Since the torques are balanced in the rest 
frame, the lever does not rotate. Show that in 
another frame in standard configuration with the 
rest, there is a clockwise torque f av2 

/ c2 due to 
these applied forces. Explain where the conse­
quent steadily increasing angular momentum can 
be found. 

(16.9) Sketch the Poynting vector in the vicinity of the 
moving pair of charges shown in Fig. 4.1. Does the 
electromagnetic field contain angular momentum 
about the origin, and if it does, then in what 
direction? 

(16.10) Find the energy stored in the electromagnetic field 
inside t he capacitor shown in Fig. 7.1, for each of 
the three different states of motion. Hence show 
that the field energy in case (c) is larger than 
in case (b) by EoE2 Ad",!v2 

/ c
2

. This shows that, 
for a given capacitor in internal equilibrium and 
moving at speed v through the laboratory, the 
energy of the field is smaller when the normal 
to the capacitor plates is along the direction of 
motion (case (b)). Does this mean there is a torque 
tending to rotate the capacitor to this orientation? 
Explain. 

(16.11) Change of metric. Confirm that if we change 
Minkowski metric from (- + ++) to (+ - - - ) 
then EOC

2 -+ -EOC
2 in eqns (16.42)-(16.46). 

Thus for given E and B fields, IF and gab change 
sign but 11' does not. 

(16.12) Prove that the electromagnetic stress-energy ten­
sor satisfies 

11'~ = 0, 
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where D and a are the invariants given in eqns 
(13.12) and (13.13). (Hint: first suppose a /= 0, so 
there is a frame in which the fields are parallel, 
and pick axes judiciously, and then infer the other 
cases. ) 

(16.13) §Explain why a disordered distribution of radia­
tion ('photon gas') must have the following prop­
erties after averaging over time: 

(i) E~ = E; = E;, B; = B; = B; 

(ii) ExEy = EyEz = EzEx = 0, 
BxBy = ByBz = BzBx = ° 

(iii) E t\ B = o. 
Deduce that the stress-energy tensor is diagonal, 
and matches that of an ideal fluid with p = poc2 /3. 

(16.14) §An absorbing plate moves at constant velocity v 
through a random radiation field as in the previ­
ous exercise. Prove that the force per unit area on 
the front and back surfaces of the plate are 

_ (1 + vlc)2 12 
pc - 1 - vic P , 

_ (1- vlc)2 12 
Pb - 1 + vic P . 

Verify that Pf + Pb = ,[,XIX

I 

(assuming the plate 
moves in the x' direction). (Hint: you must inte­
grate over solid angle, making use of eqn (3.12). 
The radiation field is isotropic in its rest frame 
but not in the rest frame of the plate.) 

(16.15) Show (e.g., by carrying out the matrix multiPlica_ 
tion) that for antisymmetric F ab

, with dual pUb , 

and hence that the stress-energy tensor of the elec­
tromagnetic field (eqn (16.46)) can alternatively 
be written 

(16.16) Assuming the four-dimensional Gauss' theorem 
(16.54), prove eqn (16.55). (Hint: introduce an 
arbitrary constant 4-vector B and consider AQ == 
BJL MJLa .) 

(16.17) Define the total angular momentum of a fluid 
relative to some origin by 

where ,[,ab is the stress-energy tensor. Prove that 
if the fluid is isolated then this quantity is con­
stant in time, and also establish its tensor char­
acter. (Proceed as in the argument following eqn 
(16.56).) 



What is spacetime? 

Yesterday upon the stair 
I met a man who wasn't there. 
He wasn't there again today, 
Oh, how I wish he'd go away. 

after W. H. Mearns 

Treatments of Relativity often examine Newton's 'absolute space' and 
'Mach's principle' early on, in order to point out some of the issues and 
subtleties of the idea of absolute motion. We examine them last, because 
these issues are indeed subtle and not fully understood. 

Consider the following thought experiment, proposed by Newton and 
discussed again by Berkeley and Mach, who in turn infiuenced Einstein. 

A bucket of water is suspended by a rope and set into a spinning 
motion. The following sequence is observed: 

(1) At first, the bucket rotates while the water remains predominantly 
fiat and still. 

(2) Owing to viscous forces, the water acquires the rotational motion 
and rotates at the same angular velocity as the walls of the bucket. 
Its surface is then curved: it rises up at the the edge and is depressed 
in the middle. 

(3) The bucket is then stopped. For a while the water continues to rotate 
and continues to have a curved surface. 

(4) Finally the water comes to a standstill, and then its surface is fiat 
again. 

When the water rotates, its surface is not fiat. The question arises: how 
does the water 'know' to form a curved surface? That is, what determines Fig. 17.1 

whether or not the water is rotating, as opposed to merely being observed 
from a rotating frame? The answer has nothing to do with the bucket 
(nor anything else nearby), because in stages 1 and 2, and again in stages 
3 and 4, the shape of the water differs while the motion of the bucket 
is the same. Also, in stages 1 and 4, and equally in stages 2 and 3, the 
state of the water is the same while the motion of the bucket differs. 

A related experiment is that of Foucault's pendulum. I strongly urge 
you to take a chance to visit (or construct) a Foucault pendulum and 
ponder at length the question: how does the pendulum 'know' not to 
rotate its plane of swinging along with the Earth? 

17 

(3) 
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A pendulum constructed at the North Pole will rotate once, relative to 
Earth, each 24 hours. Observers on Earth also find that the distant stars 
move around circular orbits once, relative to Earth, each 24 hours. This 
seems to be a remarkable coincidence. What has the local pendulum got 
to do with the distant stars? 

These experiments all explore profound questions about inertial 
motion. Ernst Mach, without being completely specific, proposed that 
the properties of local inertial motion must be in some way connected 
to t he average mass distribution of the distant stars . This idea is called 
Mach's principle. It can be formulated more specifically in various ways, 
but there is no clear consensus on its precise role or whether it is fully 
obeyed. It suggests that physics should be primarily relational, which 
is largely born out by General Relativity and quantum mechanics , and 
it hints at a connection between inertial motion and matter distribu­
tion, which is born out by the connection between matter content and 
spacetime geometry which underlies General Relativity. 

Newton wrote of the concept he called 'absolute space', in the following 
terms 

Absolute space, in its own nature, without regard to anything external, 
remains always similar and immovable ... Absolute motion is the translation 
of a body from one absolute place into another; and relative motion, the 
translation from one relative place into another. 

According to Newton's own theory, however, and according to modern 
physics too , there is no way in practice to detect the distinction he is 
here making. We can in principle detect every kind of relative motion, 
but we have no way to say which of all those motions did or did not 
constitute a displacement relative t o 'absolute space'. We cannot even 
tell which inertial frame is at rest relative to 'absolute space '. Because 
of these facts, most textbooks advise students to abandon the concept 
of 'absolute space'. It is too hard to define it in a sensible way, such 
that it has observable consequences. The same can be said of attempts 
to define 'absolute time' (although in Newtonian/Galilean physics that 
idea is sensible). 

However, both Special and General Relativity are very elegantly and 
successfully treatable in terms of geometric concepts such as spacetime 
and the metric. This seems to suggest that we can assert the existence 
of something absolute after all: the spacetime which the metric refers to. 
After all, we can detect absolute properties such as spacetime curvature. 
If there is a curvature, does that not imply that there is 'something there' 
that is curved? Or if there might in principle be curvature but none is 
found, then does that not imply that there is 'something there' that is 
flat? When gravitational waves propagate from one place to another, 
surely something oscillates and carries the energy and momentum. 

One of the important lessons of physics is that on some (not all) ques­
tions there can be room for physical pictures that differ without being 
mutually contradictory. For example, in classical physics one person may 
assert that each particle moves in response to the net force acting on it 



at each event, satisfying a second-order differential equation (Newton's 
Second Law), whereas another person may assert that each particle 
follows a path of least action between given starting and finishing events. 
Since these two pictures are mathematically equivalent for reversible 
motion, one may accept either or both. Since both are also elegant and 
do not unnecessarily multiply hypotheses, one may give to both a high 
value and a prominent place in one's thinking. 

In the case of spacetime, many physicists and philosophers prefer 
to 'keep at arm's length' the idea that spacetime is a physical entity 
having physical properties. One need not abandon it altogether , but 
one should treat it with caution. Vve never observe spacetime: we only 
ever observe particles and fields. 'Spacetime is just a convenient fiction 
to help organize our mathematical treatment of worldlines, , someone 
may say, 'the worldlines of particles exist, like straws in a hay bale, 
but the empty regions between the worldlines are quite literally of no 
consequence whatsoever.' 

It is certain that spacetime, and the gravitational field, are elusive. 
An 'effect' such as acceleration that can be made to disappear by 
a mere change of coordinate labelling does not deserve to be called 
unambiguously 'there' ('on the stair') but a tidal effect that persists 
in all coordinate systems cannot be ignored. After making such caveats, 
one may say that spacetime is a 'thing', a field on which all other fields 
are supported, whose chief physical characteristic is to be an 'arena' in 
which worldlines exist , with meetings governed by covariant equations, 
and which receives curvature in proportion to the energy and momentum 
content of those worldlines. All the marvellous physical effects we have 
studied in this book are, one way or another, consequences of the fact 
that this arena has Minkowskian geometry in any small region and has 
the curvature predicted by the Einstein equation, and that physical 
interactions (such as electromagnetic and nuclear interactions) do not 
reveal the arena directly: they obey the Strong Equivalence Principle, 
which is an extension of the Principle of Relativity. 
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Some basic arguments 

A.I Ear ly experiments 

Special Relativity was discovered in part by careful interpretation of the 
implications of theoretical results coming from the theory of electromagnetism 
(Maxwell's equations), and in part from counter-intuitive experimental data. 
Among the important experiments were those on the speed of light in moving 
water, carried out by Hippolyte Fizeau in 1851, the stellar aberration first 
observed by James Bradley in 1727 (see chapter 3), the Michelson- Morley 
experiment of 1887, and the experiments on the velocity-dependence of the 
charge-to-mass ratio of cathode rays (electrons) performed by Walter Kauf­
mann between 1901 and 1905. 

Bradley's measurements showed that the direction of starlight arriving at 
Earth is consistent with the idea that the light moves independently of the 
Earth. From a modern point of view this is not surprising, but it helped to 
rule out the idea that the light was propagated by a substance (,aether') which 
could be disturbed by the motion of the Earth. 

Fizeau used an interferometer to study the way the speed of light relative 
to his laboratory was affected by the motion of water through which the light 
was travelling. If the refractive index of the water is n, then the speed of light 
relative to the water is c/n, and he found that, relative to his laboratory, the 
speed w of the light-waves that travelled through moving water was 

w = ~ + (1-~) v 
n n 2 

(A.l) 

(to within experimental precision), where v is the speed of the water. To 
interpret this result, Fresnel proposed that the factor (1 - l/n2

) came about 
by the water partially dragging a medium ('aether ') that conveyed light-waves. 
In Einstein's theory no such assumption is needed. Rather, as we shall show 
below, Fizeau's observation was an early example showing (approximately) 
the way velocities must be added. 

Michelson and Morley used an interferometer first developed by Michelson, 
in which light-waves are split into two paths at right angles, and recombined 
after reflection from mirrors placed in each 'arm' (Fig. A.l). 

If the interferometer is at rest then the round trip time in both arms is 2Lo/c 
where Lo is the length of either arm. The concept of the Michelson-Morley 
experiment was that if the interferometer is in motion relative to a medium 
conveying light-waves, then, according to Newtonian or Galilean notions of 
distance, time, and velocity, one expects the round trip time in each arm to 
depend on the orientation of that arm relative t~ the direction of motion of 
the interferometer. On this basis the times would be expected to be (exercise 
for the reader) 
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T1 = ~ + ~ = 2Lt/c 
c + v c - v 1 - V 2 /C2 

(A.2) 

(A.3) 

for an arm oriented along and at right angles to the motion, respectively. 
By rotating the interferometer, in order to reverse the roles of the arms, any 
difference between the times can be detected accurately (by looking for a 
movement of the interference fringes) without requiring the lengths L1 and 
L2 to be known precisely. No such difference was found. This observation is 
consistent with a Special Relativistic treatment, in which the length L1 above 
is predicted to be modified to L1(1- V2/C2)1/2. 

In Special Relativity we reconsider the very definition of distance and time, 
in such a way that the Main Postulates of the theory are upheld. The rest of 
this Appendix presents some simple arguments that adopt and expound such 
a special relativistic treatment. 

A.2 Simultaneity and radar coordinates 

If two events happen at the same place in some reference frame, then it is 
easy to define the time and distance between them. The distance in this case 
is zero, and the time is determined by the number of ticks of a standard clock 
situated at the location of both events. (In practice we would also need to 
agree some sort of standard of time, which is currently done by observing the 
oscillations of the nucleus of a caesium atom in vacuum, but the details are 
not necessary in order to study Relativity; we just need to agree that some 
such standard can be defined. The Principle of Relativity ensures that the 
definition applies in all reference frames equally.) 

For events happening at different places, the time and distance between 
them has to be defined carefully. A convenient method is first to use 'radar 
coordinates', and then derive times and distances from those. For any given 
reference frame F we can pick a position to serve as the spatial origin 0 of a 
coordinate system. The particle located at such an origin will have a straight 
worldline. Now consider an arbitrary event R, not at the origin. We imagine 
a 'radar echo location' scenario. That is, at time tt, the particle at the origin 
of F sends out an electromagnetic pulse, propagating at the speed of light c 
(think of it as a radio-wave pulse or a flash of light, for example). We suppose 
that the pulse is reflected off some object present at event R (so R is the event 
of reflection), and then the pulse propagates back to the particle at the origin, 
arriving there at time t2. The times (t1, t2) constitute the radar coordinates 
of event R in reference frame F. Together with the direction of travel of the 
pulses, they suffice to determine the position and time of R in frame F. Let 
us see how. 

First , since the speed of light is independent of processes such as reflection, 
the outgoing and incoming pulse must have the same speed c in F. It follows 
that the outgoing pulse takes the same time to get to R as the incoming one 
takes to come back, so R must occur at a time half way between tt and t2: i.e., 
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Fig. A.2 Identifying simultane-
ous events on a spacetime diagram. 
AB is a straight time-like worldline, so 
it can be the world line of a particle in 
uniform motion, at the spatial origin 
of an inertial reference frame F . AR 
and RB are photon worldlines. D is 
half way between A and B. In the 
reference frame whose time axis is AB 
(i.e ., frame F), R is simultaneous with 
D (see text). Applying the argument 
to further events, one concludes that 
all events along the dashed line are 
simultaneous in frame F. 

Fig. A.3 Time and position axes for 
two different reference frames on a 
spacetime diagram. The photon world­
line bisects the angle formed by each 
axis pair. 

in frame F. Also, since the pulse traveled out and back at the speed c, the 
distance from 0 to R must be 

in frame F. This pair of equations allows us to convert easily between radar 
coordinates and ordinary coordinates. It means that we only need one clock 
at the origin, together with the Postulates of Relativity, to define a complet~ 
coordinate system for any given reference frame. This radar method is associ_ 
ated with Milne. 

The worldline of a particle at the origin of F serves as the 'time axis' of 
F. The set of events simultaneous with R (according to reference frame F) 
consists of all those having the same value of the radar echo time (t2 + t l )/2. 
On a spacetime diagram these form a line that can be constructed as shown in 
Fig. A.2. If we choose the scales such that photon worldlines have slope 45° on 
the diagram, then a line of simultaneity or 'distance axis' for frame F makes 
the same angle with a photon worldline as the time axis of F does. In other 
words, the distance axis and time axis of any reference frame are oriented such 
that the angle between them is bisected by a photon worldline; see Fig. A.3. 
This is the graphical representation of the fact that the speed of light is the 
same in all reference frames. 

The spacetime diagram construction allows us to see the relativity of simul­
taneity very easily: sets of events that are simultaneous in one reference frame 
are not simultaneous in another, because the lines of simultaneity associated 
with different frames cut through spacetime in different directions. 

A.3 Proper time and time dilation 

For any pair of events having a time-like interval between them, the proper 
time is defined to be the time between such a pair of events, as observed in the 
reference frame in which the events happen at the same place. By definition, 
the proper time as related to the invariant interval by 

V-52 151 
T=---=-

c c 
(A.4) 

(by using eqn (1.7) with T = t2 - tl, and X2 = Xl, Y2 = YI, Z2 = Zl). 
If a particle or system is in uniform motion at speed v relative to some 

reference frame F, then the time interval between a pair of events at the 
particle is related to the proper time by 

(A.5) 

where 

(A.6) 

This is called time dilation, because T ;:: T. It ' means that all systems evolve 
more slowly if they are moving than if they are at rest. For example, a rabbit 
carried along in a rocket moving at v = 0.999c would not experience the 



slightest difference in the laws of physics which determine its metabolism, and 
yet it would live for 150 years (i.e., 22 times longer than slow rabbits), when 
the time is measured by clocks relative to which it has this high speed. This 
effect has not been observed for rabbits, owing to experimental difficulties, but 
it has been observed for muons and other particles, and for atomic clocks. Its 
influence has also been inferred in a host of other observations from astronomy 
and particle physics. 

To deduce the time dilation factor, one can argue from the invariance 
of the interval but the conceptually most simple derivation is arguably the 
'photon clock' argument; see Fig. A.4. Note that once the time dilation for one 
physical phenomenon is known (such as the light-pulse clock), that same factor 
must apply to all other physical phenomena, by the Principle of Relativity. 
Otherwise physics would differ from frame to frame. The reader should think 
through this point carefully. The argument hinges on the fact that 'keeping in 
synchrony' is frame-independent. For example, if a man steps onto a train at 
a certain station once each day in the morning, and steps off once each day in 
the afternoon, then observers in all frames will agree that the man boarded the 
train, that it was daytime, etc. No observer will find that two rotations of the 
Earth happened between boarding events, for example. Similarly, two clocks 
that are situated next to one another and agree in one frame (though their 
internal workings may differ) will also be found to agree by observers moving 
quickly past them, because the number of ticks each has made between any 
given pair of events is merely a matter of counting, which cannot depend on 
reference frame. Consequently, if one is found to be running slow (relative to 
the observer's proper clock) then both must be found to be running slow by 
the same factor. Such clocks could be furnished by physical phenomena such 
as the hyperfine splitting of hydrogen, or the half-life of the muon, or the 
heart-beat of a rabbit, etc. 

Twin paradox 

An important idea related to time dilation is called the 'twin paradox'. A pair 
of twins are initially the same age; one then travels away from Earth in a 
high-speed rocket for some time, and returns at similarly high speed. Owing 
to time dilation, the traveller does not age as much as the twin who remained 
at home. The 'paradox' arises if one asserts that the situation is symmetric, 
since Earth travelled away and back relative to the rocket, which suggests the 
two twins should both age equally. However, the situation is not symmetric, 
because one twin accelerated (in order to turn back for the return journey), 
the other did not. This may be illustrated by plotting the worldlines on a 
spacetime diagram: one worldline is straight, the other is not. The prediction 
made by Special Relativity is unambiguous, and in truth there is no paradox. 
However the thought experiment is useful and will be invoked several times in 
the text. 

A.4 Lorentz contraction 

If a pair of events has a space-like separation, then there exists a reference 
frame in which they are simultaneous. The distance between the events, as 
observed in such a reference frame, is called the proper distance La. Owing to 
the fact that we normally study the evolution of particles and systems, the 
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Fig. A.4 The photon clock. A pair of 
mirrors is attached to a rod of rest 
length do , such that light can bounce 
between them. In the rest frame, the 
time for a round trip of a light-pulse 
between the mirrors is T = 2do/c. The 
figure shows the situation observed in a 
reference frame F travelling to the left 
relative to this 'clock.' In F, the mirrors 
have a speed v to the right. Let the 
round trip time in F be t. To complete 
a round trip the light-pulse must travel 
a distance 2h. Clearly, since h > do 
we must find t > T: time dilation. By 
Pythagoras ' theorem , h2 = d~ + (vth)2 
where th = t /2 . Therefore t = 2h/c = 
(2/c)(d6 + v2 t 2 /4)1/2 Solving for tone 
finds t = "IT. The argument hinges on 
the fact that the events 'pulse leaves' 
and 'pulse returns ' are just that: events, 
so t is the time between the same two 
events as those whose time-separation 
is T in the rest frame. 
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c ncopt of proper time is much mol' useful in practice than the concept of 
proper di. tance. However, eli tance is al 0 needed in order to obtain a compl te 
de cl'iption wh Il changing from on I' ~ rence (Tame to another. 

A phy ical obj can be regru'ded as a set of worldlines (thos of th 
partic1 of the object). If t nese worldlines are straight and paral1 I then the 
obj cL has con trult. velocity and fixed size. The patial siz of an object is 
defined the s ize of the rebrion of spac it occllpies at a ny instant of time. 
Owing to the relativity of simultaneity, this concept is a relative one: i.e. , it is 
well-defined only once a reference frame is specified, and the value obtained 
for t he size can depend on which reference frame is adopted. 

Suppose w choos om direction in space, and take an interest in sizes or 
physical objec along thi direction. The length of an object in it own rest 
frame (i.e., the frame in which its velocity is zero), along the cho en directioll, 
is called its m i length. In any reference frame moving with respect to th rest 
frame, the object has some non-zero velocity v. In such a reference frame the 
length of the object , along the chosen direction, is given by 

(A .7) 

where vII is t he component of velocity along the chosen direction. Since L ::; Lo, 
this is called Lorentz contraction or space contraction. It means that an object 
in motion is contracted along t he direction of motion compared to its size when 
at rest. For example, a rabbit carried along in a rocket moving at v = 0.999c 
would have physical dimensions approximately 15 cm x 20 em x 1 em, when 
measured by rods relative to which it moves at this high speed. 

To deduce this result, consider a clock flying at speed v across a room of 
rest length Lo. The time taken to cross the room is Lolv according to clocks at 
rest in the room. During this per iod the flying clock registers a smaller time, 
owing to time dila tion: namely, T = (lh)Lolv. An observer on the flying clock 
finds t hat the room moves with speed v, and since it takes time T for the room 
to pass him, he deduces that the width of the room is L = VT = Lo/,. Thus 
he finds the moving room to be contracted by a factor , compared to its rest 
length. 

It is instructive to consider also another ffi'gument based on radar or light­
pulse reflection. We use a photon clock once again, but now the clock is 
oriented along the direction of motion. Thus, suppose a pulse of light is emitt ed 
from one end of a rod and travels t o the other end, where it is reflected and 
comes back to the first end . In the rest frame of the rod, the time between 
emission ffild final reception is 2Lo/c where Lo is the rod's rest length. The 
events of emission and final reception happen at the same place in the rest 
frame of the rod, so their time separation in that fr ame is the proper time 
between them, T = t2 - tl. The time between these events in any other frame 
must therefore be 

2Lo 
T =,T=,-. 

c 

The rod singles out a direction in space by its own axis, and we now consider a 
reference frame in which it moves in that direction. In such a reference frame 
the emitted light-pulse moves at speed c and the far end of the rod moves at 
speed v. It follows that the time taken for the light-pUlse to reach the point 
of reflection is L I (c - v) and the time taken to come back is L I (c + v), where 
L is the length of the rod in the new reference frame. Hence 
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T=~+~ =~ 
c - v c + V c2 - v 2 

This is eqn (A.7) in the case where vII = v. It explains the modification needed 
to treat t he Michelson- Morley interferometer by correcting eqn (A.2). T he 
general case is treated in chapter 2. 

A.5 Doppler effect, addition of velocities 

Suppose two particles, moving along a line, pass one another at event 0, and 
then at event A the first particle sends a light-signal to the second, where it 
arrives at event Bj see Fig. A.6. 

We take 0 as the origin of position and time. If the relat ive velocity of the 
particles is v then, in the reference frame F of the emitter , the reception event 
takes place a distance d = vtB away, so the signal travel time is die = vtBle. 
It follows that t B = t A + (v I e)t B, therefore 

tA tB = - - - . 
1 - vic 

(A.S) 

Events 0 and B take place at the same place in the reference frame F' of 
the receiver, so their time separation t't; is a proper time in that frame, so 
t B = --yt't;, hence 

1 1 
--yI-vlc 

1 + vic 
I - vic' 

(A.9) 

We can use this result to deduce the Doppler effect for light-waves. All we need 
to do is suppose that the emitter emits regularly space signals , once every time 
tA in his reference frame, then the above argument applies to all the signals, 
and the receiver will receive them spaced in t ime by t't; as given by (A.9). This 
set of signals could in fact be one continuous stream of light-waves, with period 
tA. Then the event A could be, for example, 'the electric field of the light-wave 
at the emitter is at a maximum', and the event B could be 'the electric field 
of the light-wave at the receiver is at a maximum' . Since we define the period 
of a wave to be the time interval between successive maxima, it follows that 
eqn (A.9) relates the periods observed at the emitter and receiver. By taking 
the inverse, we obtain the relationship between the frequencies. Hence if light­
waves of frequency va are emitted by a particle, then the frequency observed 
by any particle moving directly away from the emitter at speed v is given by 

v = 
1 - v/c 
- - - I/o . 
l+v/c 

(A.I0) 

This is called the longitudinal Doppler effect , or just Doppler effect. It permits 
one to deduce, for example, the speed of a star relative to Earth, from the 
frequency of t he received light, if one has independent evidence of what the 
emitted frequency was. 

Now we shall use the Doppler effect to deduce a formula concerning relative 
velocities. Suppose F' moves relative to F with speed u, and F" moves relative 
to F' with speed v (i.e., v is the speed of F" as observed in frame F/), all 

Fig. A.5 An ordinary house subject 
to Lorentz contraction along its direc­
tion of motion relative to some refer­
ence body. 

Fig. A.6 A simple set of events suited 
to reasoning about the Doppler effect. 
Two particles (with relative velocity 
less than c) pass one another at the 
origin O. At event A the first particle 
sends a light-s igna l to t he second par­
ticle, where it arrives at event B. 
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motions being along the same direction. Then we can calculate the speed W of 
F" relative to F by using the Doppler effect formula three times, as follows: 

, 
v = 

It follows that 

I-u/e d v" -----van 
I + u/e ' 

1 - v/c , 
--- v = 
1 +v/c 

(
I-U/C) (I-V/C) = I-w/c 
I+u/c I+v/c I+w/c 

and after a little algebra we obtain 

u+v 
w= . 

I + uv/c2 

l-w/c 
1 + w/c //. 

(A.l1) 

This is the formula for 'relativistic addition of velocities'. The generalization 
to velocities in any direction is presented in chapter 2. The formula predicts 
that w is never greater than e as long as u and v are both less than or equal 
to e; this is in agreement with the Light Speed Postulate. The result predicted 
by classical physics is w = u + v; the relativistic formula reproduces this in 
the limit uv « c2

. 

Eqn (A.l1) explains Fizeau's observation (A.I) of the speed of light in 
moving water, which turns out to be an approximation to the exact result 
predicted by eqn (A.ll): 

e/n+v 
w = ---'-----;--

1 +v/nc' 

Note that the velocities in the formula (A.11) are all what we call 'relative 
velocities', and they concern three different reference frames. There is another 
type of velocity that can be useful in calculations, which we shall refer to as 
'closing velocity'. The concept of 'closing velocity' applies in a single reference 
frame, and it refers to the rate of change of distance between two objects, 
all distances and times being measured in a single reference frame. When 
both objects are moving relative to the reference frame, a closing velocity 
is not necessarily the velocity of any physical object or signal, and it can 
exceed the speed of light. For example, an observer standing at the collision 
point of a modern particle accelerator will observe two bunches of particles 
coming towards him from opposite directions, both travelling at close to e. The 
positions of the bunches are, to good approximation, given by Zl = L - et and 
Z 2 = -L + ct in the rest frame of such an observer, where L is a constant 
(equal to half the distance between the bunches at t = 0). Hence the distance 
between the bunches is Zl - Z2 = 2L - 2ct. This distance changes at the rate 
-2c, therefore the observer finds that the two particle bunches have a 'closing 
velocity' of 2c. Nevertheless, the relative velocity ofthe bunches is w = 2v/(1 + 
v2/e2

), which is less than c. The relative velocity is the velocity which an 
observer moving along with one bunch will find the other to have. 



Constants and length 
scales 

Length scales related to the electron 

Name Symbol Formula Value (fm) Relevance 

Bohr radius ao n/mac 53000 require quantum theory 
Compton length /lG aao 386 require quantum field 

theory 
Classical radius rclass a 2 /1c 0.02 classical electromagnetism 

consistent 

The Bohr radius is, roughly, the distance scale at which low-energy interactions 
between the electron and other charged particles such as the proton cannot be 
treated accurately by classical mechanics; quantum mechanics is required. For 
electrons this can be non-relativistic quantum theory. This limit arises when 
the combination of distance and momentum uncertainty is of the order of the 
minimum allowed by Heisenberg's Uncertainty Principle. The Compton length 
is the distance scale at which Heisenberg's Uncertainty Principle implies the 
motion of the electron is relativistic: i.e., the speed approaches c, therefore non­
relativistic quantum theory breaks down. A relativistically correct quantum 
theory is required: namely, quantum field theory. 

Below both these length scales lies the 'classical radius of the electron'. This 
is the scale at which all three theories (classical, quantum, quantum field) run 
into problems in dealing with large field energies close to point-like particles. In 
principle classical electromagnetism is at least self-consistent all the way down 
to rclassical, although it will not always provide accurate predictions below ao 
owing to quantum effects. It is believed that quantum field theory, such as 
quantum electrodynamics, handles the field energy divergence satisfactorily 
through a procedure called renormalization. However, it is probable that this 
and all other current fundamental theories are approximations to an as yet 
undiscovered approach that, one may hope, avoids divergences in a more 
elegant manner. 

B 



c Derivatives and index 
notation 

Transformation matrix. For any function f depending on coordinates 
{t,x,y,z} we may write 

af af af af 
df = at dt + ax dx + ay dy + oz dz. 

In index notation this is written 

a f A A 
df = axA dx = (aAf)dx . (C. l ) 

If we introduce a second coordinate system {t', x' , y', z' }, then as one explores 
spacetime each of the primed coordinates is some function of all the unprimed 
coordinates, to which the above result can be applied, and therefore 

a' OXa
' A 

dx = aXA dx . (C.2) 

This expression shows how one four-vector, namely dx a , is expressed in the 
new coordinate system. In other words, it tells us that the transformation 
matrix A a; is none other than the set of partial derivatives appearing on the 
right hand side of this eqn (C.2): 

, 8xa ' 
Aa -

b = axb • 
(C.3) 

For Special Relativity, for example, this set constitutes the Lorentz transfor­
mation and gives a symmetric matrix. More generally, however (in General 
Relativity, for example) , the transformation matrix need not be symmetric 
(e.g., consider the case y' = y + z, z' = z). 

When we introduced the gradient operator 0 in chapter 6, we proved t hat 
it required a minus sign in the time-derivative, in order to ensure that, for 
scalar f , Of is a 4-vector. We can now argue that this sign was owing to the 
fact that af /axa is covariant. This can be proved in general by using eqn 
(C.3), as follows. 

We have, fo r any scalar function f, 



We take an interest in the partial derivatives of f with respect to some other 
set of coor~in~tes {t' , x', y', Z/}. To this end, divide the equation by dxa ' while 
holding xJJ. # a constant: 

The RHS can be written KJ(of lox>'), where the transformation matrix is 

a _ oxa 

Ka'=~' vxa 
(C.4) 

The transpose of this matrix is the inverse of Aa~, since from eqn (C.2) we 
have that 

But, obviously, 

oxa ' ox>' 
ox>' oxb" 

so, using eqns (C.3) and (C.4) in (C.5), 

(C.5) 

which shows that KT = A -1. Thus we have proved that of I oxa transforms 
like a covariant vector. This justifies the placement of the index in the 
definition of Oa presented in eqn (12.5). The gradient operator oloxa is said 
to be naturally covariant (and the x a on the bottom of the partial derivative 
gives a reminder that the object one obtains should be exhibited with a lower 
index). 

As usual with derivative operators, the order of symbols matters: OaUbvc is 
not the same as uboavc. (A practice that can be useful when a lot of operators 
are in play is to introduce a comma notation after all the indices: further 
indices after the comma indicate partial derivatives. Thus a result such as 

would be written 

This notation restores full freedom in the order of writing the symbols. We 
have not used it in this book, however, because we do not want to require you 
to learn new notation unnecessarily.) 

The partial derivative operators commute among themselves because 
02 f lox8y = 02 f loyox, etc. (assuming the functions are single-valued). So, 
for example: 
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The product rule for differentiation reads, for some generic tensors A and B, 

a· (A·· B ••• ) = B ••• (a· A··) + A·· (a· B ••• ) (C.6) 

where the dots signify any combination of indices, not necessarily repeated. 
It is just like taking the derivative of a product of scalars, because, after all 
each element of a tensor is just a scalar (in the sense of a single number, no~ 
a Lorentz scalar). 

For example, consider a scalar product of two 4-vectors: 

When U = V we obtain 

i.e. 

an(u '>' u .>.) = 2(anU'>') u .>., 

D(U . U) = 2(DU) . U. 

(C.7) 

(C.8) 

When the size of a 4-vector U is constant (i. e., independent of time and space), 
one has D(U . U) = 0, and then eqn (C.8) says that each row of its gradient 
tensor anu '>' is orthogonal to U. This is used in the derivation in appendix D. 

Another useful application of the product rule is observed in expressions 
such as 

Noting the repeated indices, we should like to think we have a scalar some­
where, which is right. We just need to spot that 

(C.g) 

(check it by applying eqn (C.6) to the right-hand side). This is the general­
ization of the familiar (djdx)(j2) = 2f(df jdx). 



The field of an arbitrarily 
moving charge 

This appendix contains two calculations relevant to the problem of finding t he 
electromagnetic field when the charge and current distribut ion is given. 

D.l Light-cone volume element 

We claimed in eqn (8.32) that in the case of integration over a light-cone (e .g., 
a past light-cone) the combination d3 r s lrs f is Lorentz-invariant, where the 
notation refers to a volume element divided by spatial distance from source 
event to the field event, where the source event lies on the cone and the field 
event is at its apex. 

To prove this we can, without loss of generality, place t he field event at the 
origin. We then propose that the variables X s , Ys, Zs form t he spatial part of 
the null 4-vector 

(

- r
Sf

) 

R fs = ~: (D. l ) 

where rsf = (x; + y; + Z;) 1/2 (since now the fie ld event is at the origin). 
This allows us to understand how t he volume element transforms from one 
reference frame to another, for the case of integration over a light-cone. To 
reduce clutter, we now drop the subscripts s and sf. When expressed in a new 
coordinate system (x', y', z') the volume element becomes 

8", 8x 8x 
V:J:' 8y' 8z' 

dxdydz = ~ .EJL .EJL dx'dy'dz' . (D.2) or 8y' 8 z ' 

a. 8z 8z 
ij";.T 8y' 8z' 

It is clear by symmetry that this element is invariant under rotations, so it 
suffices to consider how it varies under t he standard Lorentz transformation. 
We have 

x = ,(x' + vt') = ,(x' - vr'le) => ax _, (1 _ vx') 
ax' - r'e 

using or' I ax' = x' I r'. Hence 

ax ,(r'-vx'/c) r 
ax' = r' r' 

D 
D.l Ligh t -con e volume 

e lement 

D .2 The fie ld tensOl' 

409 

4 10 
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Fig. D.l 

where in the final step we used that -r is the time part of the 4-vector Rfs , 
which transforms as R~s = ARfs. Using also y = y' and z = z' we find that the 
complete Jacobian is 

Hence 

dxdydz 
r 

rjT' 
o 
o 

o 0 
1 0 
o 1 

(r /r')dx' dy' dz' 
r 

r 

r' 

dx'dy'dz' 
r' 

for the region of integration (Le., the past light-cone) under consideration. 
Reinstating finally the subscripts s and sf, we have the result shown in 
eqn (8.32). 

D.2 The field tensor 

To obtain the electromagnetic field of an arbitrarily moving point charge, we 
take as our starting point the Lienard- Wiechert potential, eqn (8.33): 

-q U 
A =----

47rEoC R . U 
(D.3) 

where R = Rf - Rs is the 4-displacement from the source event to the field 
event, and U is the 4-velocity at the source event, the source event being 
retarded, such that R is null. Let 

s == R · U, 

then we are interested in 

(D.4) 

where we have dropped the factor -q/47rEoc; we shall reinstate it at the end. 
Let a" = d U" /dT be the 4-acceleration at the SOUl'ce event, and observe (see 
figure) that since U = U(T), 

a U" d U" aT " aT 
--=---=a -
ox dT ox ox 

and similarly for other partial derivatives of U". Hence 

(D.5) 

More generally, for any quantity at the source event, 

(D.6) 

To find O,.,.T we use a trick which takes advantage of the fact that R is of fixed 
size (always nUll) as we move the field point around. First, since R = Rf - Rs 
we have 



a R" = fl" - dR~ a =~" _ u"a I' I' dT J1.T UJ1. J1.T. (D.7) 

But since R is of fixed size, it is orthogonal to its gradient (see eqn 
(C.8)), so 

o = RJ1. - R"U"aJ1.T 

RJ1. 
s 

After multiplying by a" and using eqn (D.5) we obtain a simple expression for 
the first term in the numerator of eqn (D.4): 

(D.8) 

Now we calculat e the second term. We need aI's, which is 

(D.9) 

where we have used a see-saw to bring out the relationship to eqn (D.7). Using 
eqns (D.7) and (D.8) this is 

aJ1.(R"U") = ( UJ1. - U"U v R; ) + R"a" R; 

= UJ1. + RJ1. (c2 + R· a) 
s 

U "aJ1. S = U" UJ1. + RJ1. (c2 + R· a) U". 
s 

(D.lO) 

Substituting eqns (D.lO) and (D.8) into eqn (D.4) and gathering terms in 
RJ1.. we find 

U- v - U" 1 (V UV R) = -""2as - a· . 
c 

(D.ll ) 

Upon substituting this into the antisymmetric form IFl'v = al' A" - a" AI' the 
first term disappears and, after reinstating the factor - q/47rEoc, we have 

(D.12) 

This is the field tensor for the electromagnetic field of an arbitrarily moving 
point charge. 

We have presented the calculation for the metric (- + ++ ). The corre­
sponding expressions in t he case of the metric (+ - - -) are obtained by 
substituting c2 ~ _c2 in eqn (D.ll). 

D.2 The field tensor 411 

1 This can also be written 0" == U" -
;f.z (a"U A - UVaA) RA· 



412 The field of an arbitrarily moving charge 

To find the electric field, use E = clFoi, keeping in mind 

R IL = (7', r) 

UIL = ,(c, u ) => s = R · U = ,( - CT + u . r) 

Upon substituting these into the expression for OIL one finds that the "r terms 
cancel, and one is left with 

0° =,c+,aa.r/c, 
2 

Oi = ,U + '2 (,(a· r)u + sa) . c 

Putting this into eqn (D.12) leads directly to the expression given in eqn (8.48) . 
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